Validation of the 3D biogeochemical model MIRO&CO with field nutrient and phytoplankton data and MERIS-derived surface chlorophyll $a$ images
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Abstract

This paper presents results obtained with MIRO&CO-3D, a biogeochemical model dedicated to the study of eutrophication and applied to the Channel and Southern Bight of the North Sea (48.5°N–52.5°N). The model results from coupling of the COHERENS-3D hydrodynamic model and the biogeochemical model MIRO, which was previously calibrated in a multi-box implementation. MIRO&CO-3D is run to simulate the annual cycle of inorganic and organic carbon and nutrients (nitrogen, phosphorus and silica), phytoplankton (diatoms, nanoflagellates and Phaeocystis), bacteria and zooplankton (microzooplankton and copepods) with realistic forcing (meteorological conditions and river loads) for the period 1991–2003. Model validation is first shown by comparing time series of model concentrations of nutrients, chlorophyll $a$, diatom and Phaeocystis with in situ data from station 330 (51°26.00′N, 2°48.50′E) located in the centre of the Belgian coastal zone. This comparison shows the model’s ability to represent the seasonal dynamics of nutrients and phytoplankton in Belgian waters. However the model fails to simulate correctly the dissolved silica cycle, especially during the beginning of spring, due to the late onset (in the model) of the early spring diatom bloom. As a general trend the chlorophyll $a$ spring maximum is underestimated in simulations. A comparison between the seasonal average of surface winter nutrients and spring chlorophyll $a$ concentrations simulated with in situ data for different stations is used to assess the accuracy of the simulated spatial distribution. At a seasonal scale, the spatial distribution of surface winter nutrients is in general well reproduced by the model with nevertheless a small overestimation for a few stations close to the Rhine/Meuse mouth and a tendency to underestimation in the coastal zone from Belgium to France. PO$_4$ was simulated best; silica was simulated with less success. Spring chlorophyll $a$ concentration is in general underestimated by the model. The accuracy of the simulated phytoplankton spatial distribution is further evaluated by comparing simulated surface chlorophyll $a$ with that derived from the satellite sensor MERIS for the year 2003. Reasonable agreement is found between simulated and satellite-derived regions of high chlorophyll $a$ with nevertheless discrepancies close to the boundaries.
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1. Introduction

In order to manage effectively environmental problems, such as eutrophication, in the Southern Bight of the North Sea, it is necessary to establish a scientific understanding of cause–effect relationships between climatological and/or changing human activities and ecosystem response. The Belgian Coastal Zone (BCZ) in the Southern Bight of the North Sea is a highly dynamic system where waters of Atlantic origin are mixed with freshwater river inputs (Fig. 1). Eutrophication along the continental coastline of the Southern Bight of the North Sea leads to high-biomass algal blooms (mainly the Haptophyceae Phaeocystis globosa) that spread over the entire area along a SW–NE axis in spring (Lancelot et al., 1987). Massive development of Phaeocystis colonies is regularly observed in the Southern Bight of the North Sea (e.g. Veldhuis et al., 1986; Lancelot et al., 1987; Riegman et al., 1992; Mills et al., 1994) and is sustained by freshwater inputs deficient in silicon but enriched in nitrogen and phosphorus (Rousseau et al., 2002b).

Due to the complexity of interactions between planktonic organisms, the link between nutrient inputs and coastal ecosystem function cannot be understood by simple correlation between events. Models describing ecosystem carbon and nutrient cycles as a function of environmental forcing are needed to help understand the dynamics of the ecosystem and assess the magnitude and extent of algal blooms and their response to changes in land-based nutrient inputs and climate (Lancelot et al., 2005). The biogeochemical MIRO model is specifically designed to study the link between anthropogenic nutrient loads and the magnitude and extent of diatom and Phaeocystis colony blooms in the Southern Bight of the North Sea. This model simulates carbon and nutrient cycles, resolving the complex biology of the bloom species and the coupling between the benthic and pelagic compartments that characterise this shallow coastal shelf sea ecosystem. To account for the impact of the hydrodynamics of the region, this biogeochemical model is coupled with a 3D hydrodynamic model developed for the region (Lacroix et al., 2004). Such a model can be used to investigate the relative effect of different factors on ecosystem dynamics by simulating scenarios. For example, the relative effect of a possible nitrogen and/or phosphorus river input reduction on diatoms/Phaeocystis distribution in the Southern Bight of the North Sea could be estimated by simulating scenarios of nutrient reduction.

However, particular attention must be paid to the validation of models and in an environmental management context the model should be shown to reproduce a series of observed annual cycles and their observed variability realistically (Radach and Moll, 2006) before being used for simulating future scenarios. The prediction capability of the model is thus tested through its ability to reproduce observations. In order to assess the model accuracy for simulation of the seasonal dynamics of nutrients and phytoplankton (diatoms and Phaeocystis), a high resolution time series of data is necessary. The data collected in the

Fig. 1. Map of the Channel and the Southern Bight of the North Sea with schematic representation of the circulation (solid line) and dispersion (dotted line) (redrawn from Lacroix et al., 2004).
Southern Bight of the North Sea during the last decade (1991 to 2003), in particular at station 330 (51°26.00′N, 2°48.50′E) located in the centre of the Belgian coastal zone, is used for this purpose. In order to estimate the model accuracy for reproduction of the spatial distribution of monthly (or seasonal) nutrients and chlorophyll a concentration, data with sufficient space and time coverage are necessary. In situ measurements collected during cruises provide a high quality but very sparse data set in time and space for validation of biogeochemical results. They are therefore supplemented here by satellite chlorophyll a data from the MERIS sensor onboard ENVISAT (launched in March 2002).

Previous ecological model studies of the Southern North Sea and the English Channel show considerable diversity in the choice of biogeochemical state variables as well as the spatio-temporal resolution and coverage. In general, such diversity can be related to the dominant processes or species in the respective regions and/or the main model application and there is no generally accepted converged model. The ECOHAM model has been used to estimate annual primary production in the North Sea (Moll, 1997, 1998) using a phosphorus-based model, which has recently been updated to consider also a nitrogen-cycle (Skogen and Moll, 2005). An early two-layer model was used by Ménesguen and Hoch (1997) to study factors influencing primary production and eutrophication in the English Channel. More recently the 3D ELISE model has been used to study toxic dinoflagellate blooms in the Seine Bay (Cugier et al., 2005). The NORWECOM model (Skogen and Soiland, 1998) has been used, generally at coarser spatial resolution (e.g. 20 km) and with more focus on the Northern North Sea, to investigate, for example, primary production (Skogen et al., 1995) and impact of river discharge (Skogen et al., 1998). Variants of the ERSEM model (Baretta et al., 1995; Vichi et al., 2004) have been used to study, for example, long term eutrophication (Pätsch and Radach, 1997) and nutrient cycling (Allen et al., 2001) in the North Sea. Delhez (1998) characterises differences in primary production according to stratification in the North Sea. Luyten et al. (1999) use the COHERENS model to estimate monthly-averaged primary production in the Southern North Sea and Eastern Channel. A detailed review of these and other North Sea model studies is provided by Moll and Radach (2003). A general difference between MIRO&CO-3D and these other models, with the exception of ERSEM, is the much larger number of pelagic state variables and related processes and parameters used in MIRO (Lancelot et al., 2005). A second peculiarity of MIRO is the explicit description of the Phaeocystis dynamics and the experimental determination of most phytoplankton-related parameters. Conceptually, the MIRO model is thus best adapted to the study of Phaeocystis-dominated eutrophied ecosystems and the explicit consideration of all nutrients (phosphorus, nitrogen and silica) allows to investigate the response of the system to any shifts in nutrient loads as a result of mitigation.

The objective of this paper is to assess the ability of the MIRO&CO-3D model to reproduce the seasonal dynamics and the spatial distribution of nutrients and phytoplankton in Belgian waters. In the following section, the MIRO&CO-3D model will be presented and details of its implementation will be given. Then, details about the data set used for validation and the MERIS chlorophyll a images will be given. Finally, the model results and their validation with in situ data and MERIS chlorophyll a images will be presented and discussed.

2. Model description

The 3D hydrodynamical model of Lacroix et al. (2004) has been coupled with the biogeochemical MIRO model (Lancelot et al., 2005) to simulate the transport and seasonal dynamics of inorganic and organic carbon, nutrients, phytoplankton, bacterioplankton and zooplankton.

2.1. Hydrodynamical model

The 3D hydrodynamic model solves the continuity, momentum, heat and salinity transport equations on a staggered Cartesian, sigma coordinate grid with an explicit mode-splitting treatment of the barotropic and baroclinic modes. Advection of scalar quantities is discretised by a direction-split Total Variation Diminishing (TVD) scheme. Vertical diffusion is modelled using an evolution equation for turbulent kinetic energy and a quasi-parabolic vertical profile for turbulence macro-scale. Minimal vertical diffusion and viscosity coefficients of $10^{-6} \text{m}^2 \text{s}^{-1}$ are used. Horizontal diffusion is not considered explicitly, but the process of horizontal diffusion arising from the combination of horizontal advection with vertical diffusion is resolved. Advection of momentum is treated with a first order upwind scheme. Full details of all these methods as well as the original references can be found in Ruddick (1995) and Luyten et al. (1999).

2.2. Biogeochemical model. From MIRO to MIRO&CO-3D

The biogeochemical MIRO model includes thirty-two state variables and twenty-eight processes linking them...
were selected as important from knowledge of the structure and functioning of *Phaeocystis*-dominated ecosystems. The model results from the integration of 4 modules (phytoplankton, zooplankton, microbial loop and benthic diagenesis) describing: (i) the dynamics of phytoplankton [diatoms (DA), autotrophic nanoflagellates (NF) and *Phaeocystis* colonies (OP)], (ii) zooplankton [microzooplankton (MZ) and copepods (CP)], (iii) bacteria (BC) and dissolved (DOM) and particulate (POM) organic matter degradation and (iv) nutrient [nitrate (NO$_3$), ammonium (NH$_4$), phosphate (PO$_4$) and dissolved silica (DSi)] regeneration in the water column and the sediment. *Phaeocystis* free-living cells are included in NF, while *Phaeocystis* colonies are described by the sum of 2 state variables: colonial cells (OPC) and the polysaccharide matrix (OPM) in which the cells are embedded and which serves as a reserve of energy. Phytoplankton growth is described according to the AQUAPHY model of Lancelot et al. (1991), which considers 3 intracellular pools: monomers (S); reserve material (R, [OPM]); functional and structural metabolites (F). The degradation of organic matter by planktonic bacteria was described according to the HSB (High polymers, Small substrates and Bacteria) model of Billen and Servais (1989), considering 2 classes of biodegradability for DOM (DC1, DN1, DP1 and DC2, DN2, DP2) and POM (PC1, PN1, PP1 and PC2, PN2, PP2). The hydrolysis of these polymers produces dissolved monomers (BSC, BSN) that can be taken up by bacteria. Benthic organic matter degradation and nutrient (N, P, Si) recycling were calculated by the algorithms developed by Lancelot and Billen (1985) and Billen et al. (1989). A full description of the modules and a schematic representation of the MIRO model can be found in Lancelot et al. (2005). State variables, processes and conservation equations are detailed in Lancelot et al. (2005, Appendices available at www.int-res.com/journals/suppl/appendix_lancelot.pdf). The model has been implemented in a 3-box representation corresponding to the Belgian coastal zone (BCZ), the French coastal zone (FCZ) and the Western Channel (WCH) and has been validated by comparison between simulations and data collected in the different boxes (for details see Lancelot et al., 2005).

MIRO has been implemented in 3D with the following modifications to account for improvements in the representation of light-related processes and adaptations necessitated by a better representation of the physics.

In the 0D model, the PAR (Photosynthetically Active Radiation) attenuation is function of a box-dependent light extinction due to clear water and particulate suspended matter and a variable extinction due to chlorophyll $a$ self-shading. In the 3D version a model (KPARv1) gives PAR attenuation coefficient as function of: (i) non-algae particle concentration, (ii) chlorophyll $a$ concentration computed by the model, (iii) coloured dissolved organic matter (CDOM) absorption at 443 nm estimated from salinity computed by the model and (iv) depth. The non-algae particle concentration is estimated from total suspended matter (TSM) minus a fraction (function of the simulated chlorophyll $a$ concentration) representing the algae contribution. A TSM seasonal

![Fig. 2. Bathymetry (in m) of the Southern Bight of the North Sea and Channel model. The Belgian EEZ is delimited by the black line. The black dot denotes the station 330 of the Belgian water quality monitoring network used to present the results of Figs. 3, 4 and 5. The model domain is a 109 by 97 horizontal grid with resolution of 5' longitude by 2.5' latitude. Each pixel corresponds to one grid cell. River discharges are shown by red arrows.](image-url)
climatology, spatially averaged to match the model grid cells, has been built from 1997–2002 SeaWiFS images using the algorithm of Nechad et al. (2003). Between seasons, TSM is temporally interpolated. Not enough TSM satellites images are available to allow an increase of the temporal resolution and to account for the interannual variability. The KPARv1 model is based on a look up table which has been generated using typical specific inherent optical properties for North Sea water in a similar way to the model of Buiteveld (1995). This provides a much better representation of spatial variability of light attenuation for the whole range of conditions from the deep and relatively clear water of the central English Channel to the turbid coastal waters of the Belgian and Dutch coasts. The maximum for the light adaptation parameter has been changed (Ekmax=50 μmol m^{-2} s^{-1} in place of 65 μmol m^{-2} s^{-1} in the 0D model (Lancelot et al., 2005)).

The difference in nutrient inputs from rivers, injected directly to coastal waters in the 0D model but advected from the estuaries by modelled currents in the 3D model, gives greater nutrient limitation and hence lysis in the 3D model. The minimum specific rate of diatom cellular autolysis has thus been adapted (klysDA min=0.001 h^{-1} in place of 0.0016 h^{-1} in the 0D model).

### 2.3. MIRO&CO-3D implementation

The coupled MIRO&CO-3D model has been set up for the region between 48.5°N (4°W) and 52.5°N (5°E) with the bathymetry shown in Fig. 2 using a 109 by 97 horizontal grid with resolution 5′ longitude.

### Table 1
Data sources for river flow rates

<table>
<thead>
<tr>
<th>River</th>
<th>Frequency</th>
<th>Data source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scheldt (Schaar van Ouden Doel)</td>
<td>10-day</td>
<td>Data collected by RIZA (Rijksinstituut voor Integraal Zoetwaterbeheer en Afvalwaterbehandeling, Ministerie van Verkeer en Waterstaat) and archived into the central data base DONAR were downloaded from the waterbase web site <a href="http://www.waterbase.nl">http://www.waterbase.nl</a>.</td>
</tr>
<tr>
<td>Leie (Zeebrugge), Ijser (Nieuwpoort)</td>
<td>10-day</td>
<td>River flow estimated from Scheldt river flow and respective contribution compared to Scheldt from YZEUT report (Rousseau et al., 2002a)</td>
</tr>
<tr>
<td>Rhine/Meuse (Holland and Haringvlietsluis)</td>
<td>Daily</td>
<td>Data collected by RIZA (Rijksinstituut voor Integraal Zoetwaterbeheer en Afvalwaterbehandeling, Ministerie van Verkeer en Waterstaat) and archived into the central data base DONAR were downloaded from the waterbase web site <a href="http://www.waterbase.nl">http://www.waterbase.nl</a></td>
</tr>
<tr>
<td>Seine (Pose)</td>
<td>Daily</td>
<td>Data collected by the Cellule anti-pollution DDE (Service de Navigation de la Seine de Rouen SNS) and downloaded from the web site <a href="http://seine-aval.crihan.fr/rubriques/estuaires_seine/rubriques/donnees_brutes/debits/debits-Seine.htm">http://seine-aval.crihan.fr/rubriques/estuaires_seine/rubriques/donnees_brutes/debits/debits-Seine.htm</a></td>
</tr>
<tr>
<td>Somme (Abbeville), Authie (Quend), Canche (Brimeux)</td>
<td>Daily</td>
<td>Data downloaded from the Artois-Picardie Water Agency web site <a href="http://www.eau-artois-picardie.fr/bassin/index.htm">http://www.eau-artois-picardie.fr/bassin/index.htm</a></td>
</tr>
<tr>
<td>Thames (Kingston)</td>
<td>Daily</td>
<td>Data collected under the responsibility of the UK Environment Agency and downloaded from the NRFA web site <a href="http://www.nwl.ac.uk/ih/nrfa/webdata">http://www.nwl.ac.uk/ih/nrfa/webdata</a></td>
</tr>
</tbody>
</table>

### Table 2
Data sources for river discharges of dissolved and particulate nutrients

<table>
<thead>
<tr>
<th>River</th>
<th>Frequency</th>
<th>Data source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scheldt (Schaar van Ouden Doel)</td>
<td>(Bi)-monthly</td>
<td>RIKZ (Rijksinstituut voor Kust en Zee) concentrations downloaded from the DONAR waterbase <a href="http://www.waterbase.nl">http://www.waterbase.nl</a> at Schaar van Ouden Doel and reduced to salinity 0 by linear regression</td>
</tr>
<tr>
<td>Leie (Zeebrugge), Ijser (Nieuwpoort)</td>
<td>(Bi)-monthly</td>
<td>Discharges estimated from Scheldt river discharges and respective contribution compared to Scheldt from YZEUT report (Rousseau et al., 2002a) and specified as concentrations.</td>
</tr>
<tr>
<td>Rhine/Meuse (Maassluis and Haringvlietsluis)</td>
<td>(Bi)-monthly</td>
<td>RIKZ (Rijksinstituut voor Kust en Zee) concentrations downloaded from the DONAR waterbase <a href="http://www.waterbase.nl">http://www.waterbase.nl</a></td>
</tr>
<tr>
<td>Seine (Caudébec)</td>
<td>Bi-monthly</td>
<td>Concentrations measured by the DDE-SNS Rouen and received from the RNB (Réseau National des Bassins) (Ficht, 2003. pers. comm.).</td>
</tr>
<tr>
<td>Somme (Cambron), Authie (Quend), Canche (Brimeux)</td>
<td>Monthly</td>
<td>Concentrations downloaded from the Artois Picardie Water Agency (RNB) web site <a href="http://www.eau-artois-picardie.fr/bassin/index.htm">http://www.eau-artois-picardie.fr/bassin/index.htm</a>.</td>
</tr>
<tr>
<td>Thames (Teddington)</td>
<td>(Bi)-monthly</td>
<td>Dissolved nutrient discharges are specified as concentrations coming from the UK Environment Agency measurements (Lewis, 2003. pers. comm.). Organic nutrients are specified as concentrations derived from the North Sea Task Force guidance document (Rijkswaterstaat, 1992) and corresponding to the NSTF “reference year” of 1985</td>
</tr>
</tbody>
</table>
5.6 km) by 2.5’ latitude (approx. 4.6 km) and with 5 vertical sigma coordinate layers. The model is run with mode-splitting time steps of 60 s and 900 s respectively for 2D and 3D calculations.

At the Western ("Channel", 4°W) and Northern ("Central North Sea", 52.5°N) open sea boundaries the time series of cross-boundary transport (vertically integrated current) and surface elevation are applied using data from a 2D model of the North Sea continental shelf also based on the COHERENS software (Luyten et al., 1999). This 2D model is forced by 6-hourly wind and atmospheric pressure fields from the analysed/forecast data of the UK Meteorological Office, and transfers this meteorological forcing in turn to the COHERENS-3D model. The wind forcing is spatially variable on a grid with resolution varying from 1.25° to 5° in longitude and 1.25° to 2.5° in latitude according to available data. At the two open sea boundaries the vertical current structure is determined by imposing the condition of zero normal derivative of the deviation of current from the vertically-averaged horizontal current (Deleersnijder et al., 1989), while at river boundaries a condition of zero vertical gradient of current is applied. River flow rates have been collected from various sources (Table 1). The position of the rivers is shown in Fig. 2.

For temperature, zero flux is assumed at the sea bottom. The spatially variable temperature imposed at the surface is derived from the weekly sea surface gridded temperature (on a grid of 20 km x 20 km) obtained from the BSH (Bundesamt fuer Seeschifffahrt und Hydrographie) (Loewe, 2003). For periods without SST data (1991–1995), a weekly climatological SST (computed from 1996–2000 BSH data) is imposed. At the open sea boundaries and river boundaries, a zero horizontal cross boundary gradient of temperature is specified.

For salinity, a zero flux is assumed at the sea bottom and sea surface boundaries. The incoming salinity at the river boundaries is set to zero. At the open sea boundaries, no boundary condition is required when the current is directed out of the domain. For inflow periods, the salinity at the Channel boundary is specified as 35 psu and corresponds to an average from ICES data. At the Central North Sea boundary a salinity of 34.45 psu is specified west of 4°E, based on the Damm (1989) climatology, while east of this longitude a zero horizontal cross boundary gradient of salinity is specified to allow realistic formation of the Rhine plume and associated Dutch coastal current.

At the Channel and Central North Sea open sea boundaries a zero horizontal cross boundary gradient is specified for biological state variables. At the Channel and Central North Sea (West of 4°E) open sea boundary nutrient concentrations are specified as concentrations derived from climatological databases compiled by the European Union NOWESP and ERSEM projects (Radach and Lenhart, 1995) and from ICES data, while East of this longitude a zero horizontal cross boundary gradient of nutrients is specified.

Dissolved (NO3, NH4, PO4, Si) and particulate (Norg, Porg) nutrient discharges from the rivers have been collected from various sources (Table 2). Initial conditions for salinity and for biological state variables, except nutrients, are assumed horizontally and vertically homogeneous. The initial distribution of nutrients over the domain has been reconstructed making use of various databases: BMDC (Belgian Marine Data Centre, http://www.mumm.ac.be/datacentre/), DONAR waterbase (http://www.waterbase.nl), ICES (International Council for the Exploration of the Sea, http://www.ices.dk). To reduce the sensitivity of results to these initial conditions a two year spin-up MIRO&CO-3D simulation was run for the period January 1991–December 1992 with the aforementioned initial and open boundary conditions and forcing. A baseline simulation was then carried out for the period January 1993–December 2003. A sensitivity study has shown insensitivity to perturbation of the biological initial conditions after two years of simulation.

3. Validation data

3.1. Station 330 time series

Time series at the reference station 330 (see Fig. 2) is used for the validation of nutrients and phytoplankton seasonal dynamics. A high resolution time series with several state variables is available, since station 330 was set up for monitoring the seasonal and interannual variations of algal blooms and related parameters. Data include temperature, chlorophyll a, nutrients, DOC, phytoplankton, bacteria, and micro- and mesozooplankton sampled at weekly or 2-weekly intervals between 1989 and 2000 (Lancelot et al., 2004). For this comparison, the model chlorophyll a was calculated by adding the simulated DAF, NFF and OPF and using a Chlorophyll a:C factor of 0.04 (mg:mg; after Lancelot-Van Beveren, 1980).

3.2. MERIS-derived surface chlorophyll a images

In situ measurements collected during cruises provide a data set for validation of biogeochemical results that is of high quality but very sparse in time and space. Seaborne monitoring of a network of points in Belgian waters made about every two months can miss entirely the spring phytoplankton bloom on some years (Ruddick et al.,
Even weekly monitoring of a single station (e.g. station 330, Rousseau, 2000) might be insufficient to accurately estimate the interannual variability of the chlorophyll $a$ maximum. Satellite imagery, therefore, represents a powerful additional source of data for model validation, providing far superior spatial coverage as well as reasonable temporal coverage (approximately daily during cloud-free periods). However, care is needed in the use and interpretation of satellite imagery especially in turbid coastal waters where problems of atmospheric correction and absorption from non-algae particles and coloured dissolved organic matter can degrade or render completely unusable chlorophyll $a$ imagery. In the present study only data from the MERIS sensor has been used because of certain advantages of this sensor and the processing algorithms: the 709 nm band improves chlorophyll $a$ detection in coastal waters (Gons et al., 2005) and the atmospheric correction (Moore et al., 1999) and chlorophyll $a$ retrieval algorithm (Schiller and Doerffer, 1999) have been designed from the outset to cover coastal waters. However this does not prove the reliability of MERIS chlorophyll $a$, especially for case 2 waters. Therefore, considerable attention has been paid to automated quality assessment of MERIS products and a “product confidence” flag is provided for each pixel for each product denoting whether the data is suspect or acceptable. This allows masking of the less reliable data, which might have been shown as pretty but invalid pictures. Validation of the MERIS products for Belgian waters is reported by Park et al. (2003).
It is difficult to use satellite chlorophyll \( a \) for validation of model-derived results for parameters such as timing and duration of the spring phytoplankton bloom or peak chlorophyll \( a \) concentration because of loss of data during cloudy periods. However, satellite chlorophyll \( a \) data is very well suited for validation of spatial maps of temporally-averaged model results for chlorophyll \( a \), showing regions where the model may be performing less well.

Two algal pigment indices are provided as MERIS water products. The "algal1" product is computed using a ratio of water-leaving reflectances at blue and green bands (Morel, 1988) and represents chlorophyll \( a \) concentration for oceanic "case 1" waters where only phytoplankton and its degradation products affect the optical properties of water. The "algal2" product is designed to represent chlorophyll \( a \) concentration for case 2 waters, where other constituents such as inorganic sediments and coloured dissolved organic matter have significant impact on water colour. This product is calculated using a neural-network multiband spectral inversion technique (Schiller and Doerffer, 1999). In the present study the algal2 product was used for pixels for which the MERIS case2 water flag was set and the algal1 product was used for the remaining case 1 water pixels. Pixels for which the corresponding product confidence flag was raised were removed, thus excluding data contaminated by sun glint and clouds or other atmospheric correction problems and data for which chlorophyll \( a \) retrieval is considered as unreliable. Each MERIS image was spatially averaged to match the model grid cells. These daily images were then aggregated to give weekly binned images, which were also further processed to yield monthly images. The binned images include parameters such as mean, maximum, minimum, standard deviation and number of images used. MERIS data used here correspond to the spring 2003 archive reprocessing.

4. Model results and validation

4.1. Salinity

A preliminary step in the validation procedure of the biogeochemical model consists in validation of the hydrodynamics. For this the most relevant parameter is salinity, which is advected and diffused in a very similar way to most biogeochemical parameters, including nutrients in winter. A comparison between simulated and measured salinity in the Belgian waters has shown good agreement between model results and in situ data (Lacroix et al., 2004).

<table>
<thead>
<tr>
<th>Position</th>
<th>Latitude (°N)</th>
<th>Longitude (°E)</th>
<th>Data source (details in Table 5)</th>
<th>DIN</th>
<th>PO(_4)</th>
<th>DSi</th>
<th>Chl</th>
</tr>
</thead>
<tbody>
<tr>
<td>130</td>
<td>51.271</td>
<td>2.905</td>
<td>BMDC</td>
<td>0.56</td>
<td>0.49</td>
<td>0.59</td>
<td>0.31</td>
</tr>
<tr>
<td>230</td>
<td>51.308</td>
<td>2.850</td>
<td>BMDC</td>
<td>0.40</td>
<td>0.62</td>
<td>0.51</td>
<td>0.33</td>
</tr>
<tr>
<td>330</td>
<td>51.433</td>
<td>2.808</td>
<td>ULB &amp; BMDC</td>
<td>0.28</td>
<td>0.54</td>
<td>0.72</td>
<td>0.35</td>
</tr>
<tr>
<td>435</td>
<td>51.581</td>
<td>2.790</td>
<td>BMDC</td>
<td>0.30</td>
<td>0.40</td>
<td>0.41</td>
<td>0.40</td>
</tr>
<tr>
<td>800</td>
<td>51.847</td>
<td>2.867</td>
<td>BMDC</td>
<td>0.36</td>
<td>0.59</td>
<td>0.38</td>
<td>0.45</td>
</tr>
<tr>
<td>Goeree 6 km</td>
<td>51.870</td>
<td>3.874</td>
<td>RIKZ</td>
<td>0.74</td>
<td>0.78</td>
<td>1.07</td>
<td>0.38</td>
</tr>
<tr>
<td>Noordwijk 2 km</td>
<td>52.261</td>
<td>4.406</td>
<td>RIKZ</td>
<td>0.19</td>
<td>0.19</td>
<td>0.25</td>
<td>0.35</td>
</tr>
<tr>
<td>Noordwijk 10 km</td>
<td>52.302</td>
<td>4.303</td>
<td>RIKZ</td>
<td>0.30</td>
<td>0.58</td>
<td>0.58</td>
<td>0.33</td>
</tr>
<tr>
<td>Noordwijk 20 km</td>
<td>52.342</td>
<td>4.175</td>
<td>RIKZ</td>
<td>0.36</td>
<td>0.68</td>
<td>0.76</td>
<td>0.30</td>
</tr>
<tr>
<td>Walcheren 2 km</td>
<td>51.549</td>
<td>3.411</td>
<td>RIKZ</td>
<td>0.19</td>
<td>0.23</td>
<td>0.29</td>
<td>0.42</td>
</tr>
<tr>
<td>Walcheren 20 km</td>
<td>51.659</td>
<td>3.221</td>
<td>RIKZ</td>
<td>0.31</td>
<td>0.32</td>
<td>0.34</td>
<td>0.61</td>
</tr>
<tr>
<td>Walcheren 70 km</td>
<td>51.957</td>
<td>2.679</td>
<td>RIKZ</td>
<td>0.56</td>
<td>0.77</td>
<td>0.56</td>
<td>0.70</td>
</tr>
<tr>
<td>Dunkerke 4</td>
<td>51.152</td>
<td>2.252</td>
<td>SRN</td>
<td>0.42</td>
<td>0.35</td>
<td>0.50</td>
<td>0.84</td>
</tr>
<tr>
<td>Boulogne 3</td>
<td>50.749</td>
<td>1.451</td>
<td>SRN</td>
<td>0.26</td>
<td>0.34</td>
<td>0.63</td>
<td>0.50</td>
</tr>
<tr>
<td>Somme Mer 1 and 2</td>
<td>50.227</td>
<td>1.454</td>
<td>SRN</td>
<td>0.20</td>
<td>0.22</td>
<td>0.36</td>
<td>0.61</td>
</tr>
</tbody>
</table>
4.2. Time series of nutrients and chlorophyll a concentration

To estimate the reliability of the model, a comparison between model results and *in situ* measurements (Lancelot et al., 2004; BMDC data) for nutrients and chlorophyll a concentrations at station 330 is presented in Fig. 3. To visualize systematic differences between model results and data, a scatter plot showing simulated versus *in situ* measurements (Fig. 3, right panel) is presented in addition to the 1991–2003 time series plot of model results and data (Fig. 3, left panel). To allow an objective analysis a linear regression is produced (slope and $R^2$ in the figure) and the root mean square error (RMSE) has been estimated. For the chlorophyll a, plots are log–log and the regression is carried out in log–log space. Comparison between model results and *in situ* measurements shows that the model tends to underestimate nutrients (DIN, PO$_4$ and DSi) at highest concentrations and overestimate at low concentrations (Fig. 3, right panel). The simulated chlorophyll a seems systematically underestimated (Fig. 3, left panel). Examination of the scatter plot with simulated versus *in situ* chlorophyll a concentration (Fig. 3, right panel) confirms the general tendency of the model to underestimate the chlorophyll a concentration and shows a systematic underestimation at high (>10 mg/m$^3$) chlorophyll a concentrations. For some lower values, the model overestimates the chlorophyll a concentration. The correlation between model results and data is better for DIN ($R^2=0.46$) and chlorophyll a ($R^2=0.44$) than for PO$_4$ ($R^2=0.25$) and DSi ($R^2=0.22$). The RMSE is respectively equal to 9.05 mmolN/m$^3$, 0.43 mmolP/m$^3$, 4.38 mmolSi/m$^3$ and 5.43 mgChl/m$^3$ for DIN, PO$_4$, DSi and chlorophyll a. To provide an objective quantification of model performance, a 1993–2003 average (arithmetic) of *in situ* and simulated nutrients and chlorophyll a concentrations can be found in Table 3. It appears that the nutrient concentration is on average overestimated by the model while chlorophyll a concentration is underestimated. The relative difference between simulated and *in situ* mean concentration [$\{(\text{simulated mean concentration minus in situ mean concentration})/\text{in situ mean concentration}\times 100\}$] is respectively equal to 10% for DIN, 25% for PO$_4$, 10% for DSi and −43% for chlorophyll a.

An objective way to estimate the reliability of the model consisting to compute the cost function to measure the goodness of fit between the model and measurements (OSPAR et al., 1998; Radach and Moll, 2006). The cost function is a mathematical function which provides a useful means of comparing data from different sources, e.g. model results and observations. The cost function gives a non-dimensional number which is indicative of the goodness of fit between the two data sets. Here, the cost function proposed in OSPAR et al. (1998) to validate models at a regional scale, time resolving for specific stations has been applied. A full description of the way to
compute this cost function can be found in OSPAR et al. (1998) and Radach and Moll (2006). The cost function for DIN, PO₄, DSi and chlorophyll a concentrations has been computed for the period 1993–2003 at different stations. The position of the stations, data sources and the cost functions can be found in Table 4. In Radach and Moll (2006), the authors propose an interpretation of the values of the cost functions adapted from the OSPAR et al. (1998) rating. Model results are respectively very good, good, reasonable and poor for cost function between 0 and 1, 1 and 2, 2 and 3 and finally, higher than 3. According to this classification the MIRO&CO-3D results are all very good except for the DSi results at Goeree 6 km. This station is situated very close to the Rhine/Meuse input in

![Graphs showing model results and in situ data for chlorophyll a, chlorophyll a maximum, and date of chlorophyll a maximum](Image)

**Fig. 5.** Left panel: Annual (1993–2000) model results (grey bars) and in situ data (black bars) and superimposed relative difference (circles) between them. Station 330 shown in Fig. 2. From top to bottom: Annual mean chlorophyll a (mg/m³), chlorophyll a maximum (mg/m³) and date of the chlorophyll a maximum (day). Right panel: scatter plot of the same values.
the model. While the thresholds chosen to define “good” results remain arbitrary, the cost function approach is particularly effective for comparing the results of different models when cost functions are available for the same stations. Cost functions (on regional scale, time resolving, specific stations) for the station Noordwijk 10 km are given for three models in OSPIR et al. (1998): DYMONNS, DCM-NZB and CSM-NZB and for DIN and chlorophyll $a$ concentration. For DYMONNS model, the cost functions are respectively equal to 1.18 and 0.27 for DIN and chlorophyll $a$. For DCM-NZB, the cost functions are respectively equal to 0.84 and 0.47 for DIN and chlorophyll $a$. For CSM-NZB, the cost functions are respectively equal to 1.36 and 0.66 for DIN and chlorophyll $a$. Except for DIN, the results of these models are also classified as very good.

The mean seasonal evolution (corresponding to an average of seasonal evolution for each year between 1993 and 2003) of simulated nutrients and chlorophyll $a$ concentration and of diatoms and Phaeocystis is shown in Fig. 4. The comparison with 5-day averaged in situ data (1989–1999) allows a more precise assessment of the model ability to simulate the timing and magnitude of the diatom and Phaeocystis blooms and the seasonal dynamics in general. The annual cycles of phosphate and DIN are well reproduced (model results inside the observation variability) by the model. Nevertheless the simulated winter DIN concentration is underestimated and the spring concentration decreases too slowly. Except at the beginning of the spring bloom, the simulated chlorophyll $a$ concentration is within the variability of measurements. Nevertheless, the simulated chlorophyll $a$ maximum is underestimated presumably as a direct result of underestimation of the Phaeocystis peak compared to the observations. The timing of the diatom and Phaeocystis blooms is simulated with a slight delay compared to the observations. The most obvious qualitative difference between model results and measurements relates to the time series for dissolved silica where model results lie well outside the variability of measurements for April, suggesting imperfections in the representation of the silica cycle and in particular the early spring diatoms. Analysis of some model results (not shown) seems to indicate that the low simulated chlorophyll $a$ concentration could result from a combined effect of an overestimation of the phytoplanктon losses and nutrient limitation. Further simulations made with a decrease of phytoplankton losses (decrease of minimum specific rate of cellular autolysis for diatoms and/or Phaeocystis) have lead to higher maxima of chlorophyll $a$.

For chlorophyll $a$, a year by year comparison between model results and in situ data for annual mean chlorophyll $a$ and chlorophyll $a$ maximum (concentration and date) is shown in Fig. 5 (left panel). In Fig. 5 (right panel) the
Table 5
Data sets used for validation of model results for seasonal surface nutrients and chlorophyll a concentration

<table>
<thead>
<tr>
<th>Data set name</th>
<th>Parameters</th>
<th>Periods</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOMLIT</td>
<td>Nutrients and chlorophyll a</td>
<td>1998–2003</td>
<td>Data provided by “Service d’Observation en Milieu Littoral (SOMLIT), INSU-CNRS, WIMEREU”</td>
</tr>
<tr>
<td>CEFAS</td>
<td>Nutrients concentration</td>
<td>1991–2001 (seasonal average)</td>
<td>National Marine Monitoring Programme (NMMP), CEFAS. Data extracted from iSEA-interactive Spatial Explorer and Administrator (<a href="http://www.cefas.co.uk/isea/">http://www.cefas.co.uk/isea/</a>)</td>
</tr>
</tbody>
</table>

same values are presented on scatter plots. Years 2001 to 2003 have not been considered because of the very low number of in situ data. Examination of these figures shows that both annual mean and maximum chlorophyll a concentration are underestimated by the model each year. For the years 1993 and 1994 values are less accurate with a relative difference between model and observations higher than 50% for both mean and maximum chlorophyll a concentrations. The annual mean (resp. max) chlorophyll a concentration is underestimated by a factor between 25% and 50% for the years 1996, 1998, 1999 and 2000 (resp. 1995, 1997, 1998 and 2000). A lower underestimate, less than 25%, is found for the annual mean (resp. max) chlorophyll a in 1995 and 1997 (resp. 1996 and 1999). The timing of the chlorophyll a maximum is well simulated (difference between simulated and observed maximum of chlorophyll a less than the average sampling frequency, that is 10 days) for the years 1993, 1995, 1996, 1997 and 1999 for which the difference between simulated and observed date of chlorophyll a maximum is respectively equal to −1 day, +4 days, −8 days, +2 days, −1 day.

4.3. Seasonal average (1993–2003) of surface nutrients and chlorophyll a concentration

A comparison between simulated and measured winter (Dec–Jan–Feb average) surface nutrients and spring (Mar–Apr–May average) surface chlorophyll a concentration is shown in Fig. 6. Stations for which measurements are used for validation have been selected according to the number of available data (at least one per month) within the period 1993–2003 (Fig. 6A). The data sources are given in Table 5. Contour plots of 1993–2003 averaged surface winter (Dec–Jan–Feb) nutrients and spring (Mar–Apr–May) chlorophyll a concentrations calculated by the model are shown in Fig. 6B. In this figure, in situ data averaged over the same season are superimposed as coloured circles. In order to have an idea of the model reliability to reproduce the correct spatial distribution for the considered seasons, the Fig. 6C shows the relative difference between model results and in situ measurements. Table 6 gives for each nutrient and for chlorophyll a concentration, the percentage of stations for which the

<table>
<thead>
<tr>
<th>Relative difference between model and in situ data</th>
<th>Winter DIN (93–03)</th>
<th>Winter PO4 (93–03)</th>
<th>Winter DSI (93–03)</th>
<th>Spring Chl (93–03)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N=45</td>
<td>N=45</td>
<td>N=45</td>
<td>N=45</td>
<td>N=51</td>
</tr>
<tr>
<td>&gt;75%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>2%</td>
</tr>
<tr>
<td>[50%, 75%]</td>
<td>0%</td>
<td>2%</td>
<td>0%</td>
<td>2%</td>
</tr>
<tr>
<td>[25%, 50%]</td>
<td>4%</td>
<td>11%</td>
<td>7%</td>
<td>2%</td>
</tr>
<tr>
<td>[0, 25%]</td>
<td>18%</td>
<td>36%</td>
<td>4%</td>
<td>2%</td>
</tr>
<tr>
<td>[−25%, 0%]</td>
<td>27%</td>
<td>36%</td>
<td>36%</td>
<td>12%</td>
</tr>
<tr>
<td>[−50%, −25%]</td>
<td>44%</td>
<td>15%</td>
<td>40%</td>
<td>23%</td>
</tr>
<tr>
<td>[−75%, −50%]</td>
<td>7%</td>
<td>0%</td>
<td>13%</td>
<td>51%</td>
</tr>
<tr>
<td>&lt;−75%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>6%</td>
</tr>
</tbody>
</table>

N is the number of stations.
relative difference between model results and data are within different ranges of over-underestimation. From this table, it appears that, for the seasons considered, the model tends to underestimate in situ concentrations in general. Respectively for 78%, 51%, 89% and 92% of stations the model underestimates DIN, PO$_4$, DSi and chlorophyll $a$ concentrations and for 22%, 49%, 11% and 8% of the stations, the model gives an overestimation. Examination of Fig. 6c shows that, significant overestimation (>50%) is only found for chlorophyll $a$ at two stations (Scheldt estuary) and for PO$_4$ at one station very close to the northern boundary. Simulated DIN, PO$_4$ and DSi show moderate ([25%, 50%]) overestimation close to the Rhine/Meuse mouth and the Scheldt estuary (for PO$_4$ only). Significant underestimation (<−50%) is found mainly for chlorophyll $a$ (29 stations), then for DSi (6 stations) and for DIN (3 stations). PO$_4$ seems better simulated than other nutrients. For respectively 45% (DIN), 72% (PO$_4$) and 40% (DSi) of the stations, the model gives a good estimation (relative difference between model results and in situ measurements is within the range [−25%, 25%]).

4.4. 2003 surface chlorophyll $a$

The validation of the previous sections is limited by use of only a few stations with non-uniform spatial coverage and very limited temporal coverage. The validation exercise is therefore extended to the whole domain and with better temporal coverage by using surface chlorophyll $a$ data derived from MERIS.

The monthly (from March to July) mean surface chlorophyll $a$ concentration from MERIS for the year 2003 is shown in Fig. 7 (left panel). For the purpose of model validation, satellite-derived chlorophyll $a$ concentration has been averaged horizontally over the model grid cells. The corresponding monthly mean surface (top σ-layer) chlorophyll $a$ concentration obtained by the model and the relative difference between simulated and MERIS chlorophyll $a$ are respectively shown in Fig. 7 (middle and right panels) for comparison.

The MERIS monthly mean images (Fig. 7, left panel) show that the maximum chlorophyll $a$ concentration in March is found in a coastal region between the Somme and the Scheldt rivers and to the north of the Rhine/Meuse and Thames river mouths. The highest concentrations of the year are seen in April when nearly the entire Southern Bight of the North Sea exhibits high concentration of chlorophyll $a$. From May to July, higher chlorophyll $a$ concentrations are restricted to coastal regions with the highest values close to the river mouths. During the summer months, a patch of high chlorophyll $a$ concentration with about 50 km diameter is observed in the western Channel at about (49.5°N, 4°W). This has been identified as a bloom of the toxic dinoflagellate Karenia mikimotoi (Fernand et al., 2004; Lyons et al., 2004; Vanhoutte-Brunier et al., 2004).

The model results (Fig. 7, middle panel) show a coastal–offshore chlorophyll $a$ concentration gradient with higher values near the river mouths and the highest concentrations of the year in April.

The comparison between model results and MERIS data (Fig. 7, right panel) shows a general tendency of the model to underestimate the surface chlorophyll $a$ concentration with some exceptions amongst which the more striking are: north of the Scheldt mouth in March, in the Bay of Seine in March and April, in the Thames mouth in May and June, close to the western boundary in March, April and May and in a small area South of UK in March, April and June. The overestimation of the chlorophyll $a$ computed by the model seems restricted to areas close to the river mouths and the western boundary. In the French coastal zone, between the Somme estuary and the Belgian waters, there is a significant underestimation in June.

The March–April (resp. June–July) overestimation (resp. underestimation) of the simulated chlorophyll $a$ concentration close to the western boundary could be explained by the use of a monthly climatological forcing for the boundary nutrients. The nutrient concentrations (DIN and PO$_4$) imposed at the boundary are on average higher (resp. lower) than in situ measurements at the Roscoff ASTAN station (3°56′15″W, 48°46′40″N) in winter and spring (resp. summer). In winter and spring 2003, the mean DIN and PO$_4$ concentrations measured at Roscoff ASTAN were respectively equal to 8.09 mmolN/m$^3$ and 0.32 mmolP/m$^3$. On average, for the same period, the values imposed at the boundary were respectively equal to 9.67 mmolN/m$^3$ and 0.50 mmolP/m$^3$. In summer 2003, the mean DIN and PO$_4$ concentrations measured at Roscoff ASTAN were respectively equal to 2.65 mmolN/m$^3$ and 0.16 mmolP/m$^3$ compared to an average value imposed at the model boundary of 1.71 mmolN/m$^3$ and 0.12 mmolP/m$^3$. A winter–spring (resp. summer) model overestimation (resp. underestimation) of the incoming nutrients could be at the origin of an overestimation (resp. underestimation) of the chlorophyll $a$ concentration.

The western Channel summer bloom of K. mikimotoi, which is linked to the stratification of surface waters at this time and observed in MERIS images, is not represented by the model. Lack of explicit description of Karenia in our model prevents the simulation of their bloom with MIRO. However Karenia is a non-siliceous
Fig. 7. Left panel: monthly mean chlorophyll $a$ derived from MERIS satellite images adapted to the MIRO&CO-3D grid. 69 MERIS images were used for the period of March 2003–July 2003. In average, 2.9 images were valid for a grid cell in these monthly images. Middle panel: monthly mean surface chlorophyll $a$ from MIRO&CO-3D. Right panel: monthly mean relative difference ((Model − MERIS)/MERIS $\times$ 100) between model and MERIS surface chlorophyll $a$. Positive (resp. negative) values indicate a model overestimation (resp. underestimation). From top to bottom: March 2003–July 2003.
nanoflagellate which is considered in MIRO. The non-occurrence of a bloom at the time of Karenia development means that growth conditions are not fulfilled. Possible reasons are the low vertical resolution of the model (5 levels equally-distant) which prevents a good description of the light field and an accurate representation of the stratification in this area and the proximity of the feature to the model boundary.

The high chlorophyll $a$ concentration in the Western part of the Southern Bight of the North Sea in April is not well reproduced by the model, suggesting possibly inadequate boundary conditions for the inflow at the Northwest boundary or the Thames river or overestimation of light limitation. Indeed, significant underestimation of the chlorophyll $a$ concentration ($< -75\%$) is generally found in areas where mean model PAR attenuation is very high ($>1 \text{ m}^{-1}$). The decrease (from March to July) of the size of the region where the chlorophyll $a$ concentration is underestimated by the model could be explained by a delay of the bloom.

A scatter plot with the spring average simulated chlorophyll $a$ concentration versus the MERIS chlorophyll $a$ is presented in Fig. 8. The analysis of this scatter plot confirms the general tendency of the model to underestimate the surface chlorophyll $a$ concentration compared to the MERIS data during the spring bloom. In mean over the spring period (March–April–May), only 9.8% of the simulated chlorophyll $a$ is higher than the MERIS one. For respectively $3.6\%$, $2.3\%$, $1.3\%$ and $2.6\%$ of the domain, the relative difference between the chlorophyll $a$ computed by the model and the MERIS chlorophyll $a$ is lower than 25%, between 25% and

**Fig. 8.** Scatter plot (log–log) of simulated ($y$-axis) versus MERIS ($x$-axis) chlorophyll $a$ concentration (spring 2003) over the whole domain. The solid line corresponds to the regression in the log–log space. The dashed line shows a simulated vs. MERIS chlorophyll $a$ concentration ratio of 1.
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Fig. 9 (continued).
50%, between 50% and 75% and higher than 75%. For 90.2% of the domain the simulated chlorophyll $a$ is underestimated. For respectively 8.1%, 22.5%, 39.1% and 20.4% of the domain, the relative difference between the chlorophyll $a$ computed by the model and the MERIS chlorophyll $a$ is between $-25\%$ and $0\%$, between $-50\%$ and $-25\%$, between $-75\%$ and $-50\%$ and lower than $-75\%$. The lower group of severely underestimated points on this scatter plot are located in the region North and East of the Thames estuary discussed earlier.

Finally a cross comparison between in situ, simulated and MERIS-derived surface chlorophyll $a$ has been carried out (Fig. 9B) for grid points corresponding to stations sampled by different institutions (Fig. 9A, Table 7).

### Table 7

<table>
<thead>
<tr>
<th>Data set name</th>
<th>Stations</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>RIKZ</td>
<td>Noordwijk 20 km, Noordwijk 70 km, Walcheren 70 km</td>
<td>Ministry of Transport Public Works and Water Management, National Institute for Coastal and Marine Management / RIKZ, Department of Monitoring and Assessment. Data downloaded from the DONAR database <a href="http://www.waterbase.nl">http://www.waterbase.nl</a>.</td>
</tr>
<tr>
<td>SOMLIT</td>
<td>Wimereux offshore</td>
<td>Data provided by “Service d’Observation en Milieu Littoral (SOMLIT), INSU-CNRS, WIMEREUX”</td>
</tr>
<tr>
<td>REPHY</td>
<td>Bouée du Luc 2 milles, Chausey, Bréhat, Dahouët</td>
<td>Réseau de Surveillance du Phytoplancton et des Phycotoxines (REPHY), IFREMER. Data downloaded from IFREMER web site <a href="http://www.ifremer.fr/envlit/">http://www.ifremer.fr/envlit/</a></td>
</tr>
</tbody>
</table>

Amongst stations for which in situ chlorophyll $a$ data were available for the year 2003, a selection has been made in order to cover most of the study region. Stations situated at the limit of the model grid or very close to the border of a grid cell have been eliminated to avoid uncertainties related to strong gradients (especially in coastal region).

The MERIS-derived surface chlorophyll $a$ has been averaged horizontally over a grid identical to the model grid and on a weekly basis. The minimum and maximum superimposed bars correspond to the different values per grid cell (several pixels) and per week. Examination of Fig. 9B suggests that the order of magnitude of MERIS-derived chlorophyll $a$ is similar to the in situ data with nevertheless a tendency to overestimate for some stations (e.g. Bréhat, Chausey, Noordwijk 20 km). For some

![Fig. 10. Scatter plot (log–log) with a two by two comparison of weekly mean simulated chlorophyll $a$ weekly mean MERIS chlorophyll $a$ and in situ chlorophyll $a$ concentration (March–July 2003) in mg/m$^3$ for the stations shown in Fig. 9a. The regressions are in the log–log space. The grey line shows a ratio of 1.](image)
stations (e.g. station 230, Noordwijk 20 km, Wimereux offshore, Chausey) the variability (minimum and maximum bars) of MERIS-derived chlorophyll a seems very high. The modelled chlorophyll a maximum is generally lower than the MERIS-derived chlorophyll a except for some stations (e.g. Dahouët, Noordwijk 70 km). Concerning the timing of the bloom the model gives onset in phase with in situ and MERIS-derived data for some stations (e.g. Dahouët, Chausey, Noordwijk 20 km) and in phase with only MERIS-derived data for some other stations (e.g. station 330). A delay of the phytoplankton growth as observed in some stations (e.g. station 230) could result from an overestimation of the PAR attenuation that limits light availability. Some simulated chlorophyll a peaks have their maxima in phase with data but decrease sooner than in observations (e.g. Dahouët, Noordwijk 70 km) probably as a consequence of nutrient limitation.

To visualize systematic differences between weekly mean MERIS chlorophyll a concentration, in situ measurements (dates matching within the weeks of MERIS data) and weekly mean simulated chlorophyll a, a scatter plot is presented in Fig. 10. This scatter plot allows to compare two by two the MERIS, in situ and simulated chlorophyll a concentration for the selected stations of Fig. 9. An analysis of this scatter plot shows a general tendency of MERIS to overestimate (resp. underestimate) the surface chlorophyll a concentration compared to in situ data for concentration lower (resp. higher) than 15 mg/m$^3$. This scatter plot indicates also a general tendency of the model to underestimate (resp. overestimate) the surface chlorophyll a concentration compared to in situ data for concentration higher (resp. lower) than 1.1 mg/m$^3$ and to underestimate (resp. overestimate) the model chlorophyll a concentration compared to MERIS data for concentration higher (resp. lower) than 0.9 mg/m$^3$. Despite these general tendencies there is considerable scatter between the 3 information sources. This can be attributed to both aspects intrinsic to each source and to spatio-temporal sampling difference.

5. Discussion–conclusion

The model reproduces well the nitrogen and phosphorus seasonal cycles with nevertheless an underestimation of the DIN decrease due to the low phytoplankton assimilation at the beginning of spring. However, it fails to simulate correctly the dissolved silica cycle, especially during the beginning of spring, due to imperfect representation of the early spring diatom bloom. A sensitivity analysis (not shown) has revealed that the timing of the bloom is extremely sensitive to the available light. Amongst parameters influencing the PAR attenuation coefficient, the non-algae particle concentration is significant. Since that component is estimated from a SeaWiFS TSM seasonal climatology and chlorophyll a concentration computed by the model (see Section 2.2), a weakness of the phytoplankton representation and/or the TSM concentration could result in a timing of the bloom discrepancy. TSM concentration is highly variable, especially in the turbid coastal waters of the Belgian and Dutch coasts and in river mouths and the use of a seasonal climatology clearly does not represent tide- and wind-induced high frequency variability. Despite reasonable simulation of nutrients, the chlorophyll a maximum is underestimated by the model. One hypothesis for the underestimation of chlorophyll a in simulations is a possible overestimation of the loss terms. Mortality (autolysis) and sinking parameters are very difficult to estimate accurately and they are often adjusted in models.

Satellite chlorophyll a imagery is shown to be a powerful data source for biogeochemical model validation because of the excellent spatial coverage. However, the removal of unreliable data is important when using satellite chlorophyll a data in coastal waters. About 70% of MERIS water pixels were screened using the MERIS product confidence flag in this study. In the context of model validation for regions with varying cloud cover satellite imagery is well adapted for comparison with weekly- or monthly-averaged surface chlorophyll a maps. In the present study such an approach showed a good representation by the model of the onshore–offshore chlorophyll a gradients associated with riverine nutrient inputs. However, the satellite imagery also reveals new features not picked up by the model such as the bloom of K. mikimotoi in the Western Channel (Vanhoutte-Brunier et al., 2004) and the spatial extent of the spring phytoplankton bloom, which covers the entire region from Belgium to South-East England. These differences suggest where further model improvements are necessary. On the other hand the satellite imagery has itself a number of limitations where improvements are also necessary. Comparison with in situ measurements suggests a tendency for overestimation of surface chlorophyll a by MERIS. Possible causes include imperfect atmospheric correction (Doerffer et al., 2003) or underestimation of the chlorophyll-specific phytoplankton absorption coefficient used to convert (European Space Agency, 2001) from the optical property, absorption, to the geophysical parameter, chlorophyll a. Another limitation is the reduced number of images available. This was insufficient here for validation of the model results as regards timing and duration of bloom events and in some cases led to weekly- or monthly-averages being based on only one or two days’
observations. In the long term the frequency of available imagery could be improved by combining data from satellites with different overpass times (provided data quality is acceptable), and by the use of future geostationary satellites and/or tilted sensors which avoid sun glint. For an accurate assessment of the timing and duration of blooms (but not of absolute chlorophyll a concentrations) the use of very high frequency measurements from moored fluorimeters (Mills et al., 1994) is recommended.

This validation shows that the MIRO&CO-3D model can reproduce with relatively good accuracy the seasonal dynamics of chlorophyll a and nutrients. In a recent review, Radach and Moll (2006) have shown that all North Sea ecosystem models have at least one state variable not realistically simulated (from the point of view of seasonal dynamics) and cannot reproduce with accuracy the spring chlorophyll a spatial distribution. From their comparison between simulated and observed annual cycles they also concluded that in general the nutrients phosphate and silicate were simulated best, with less success for nitrogen nutrients. Chlorophyll a was simulated to an order of magnitude, sometimes over-, sometimes underestimated. Compared to their analysis, the performances of MIRO&CO-3D seem at least comparable to other models except that it is the simulated silica that appears to be least reliable.

In this paper the “visual based” validation presented has been enhanced by a quantitative/objective validation of the model as suggested by Radach and Moll (2006). The validation exercise presented here is however far from complete and one future step in the validation procedure would be to compare simulated fluxes (e.g. primary production) with data. Available flux data is currently sparse but could be significantly enhanced by development of suitable remotely sensed products.
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