On advection and diffusion of plankton in coarse resolution ocean models
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Abstract

There is a widespread use of general circulation models (GCMs) to study the importance of various physical and biological processes for the primary production, and to understand the structure of the oceanic food web. However, it is shown that low-resolution GCMs may produce too high advection speeds for a plankton bloom that invade an area with potentially high plankton growth rates. Under the prescribed situation, the advection and diffusion act to initiate an exponential growth of plankton in a large grid cell implying that the plankton signal is quickly carried over the entire grid cell. When a certain concentration is reached, it may seed the surrounding grid cells with phytoplankton, and the procedure is repeated. Accordingly, the phytoplankton bloom can travel faster in the low-resolution model than the ocean currents that carry them. Some numerical experiments show that the resolution of the model needs to be at least on the order of \( \Delta x \sim \frac{U}{\gamma_P} \) or \( \frac{D}{\gamma_P} \)—whichever is largest—to describe the plankton dynamics in an adequate way. Here, \( U \) is the typical horizontal advection velocity, \( D \) is the horizontal diffusivity for plankton, and \( \gamma_P \) represents the growth rate of phytoplankton. With \( U = 0.1 \text{ m/s} \) and \( \gamma_P = 1 \text{ day}^{-1} \), it follows that the resolution needs to be at least 8 km to describe the phytoplankton dynamics in a reasonably correct way. Most GCM experiments use coarser resolution; accordingly, the results regarding the advection of plankton in these models should thus be viewed with some caution. © 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Ecosystem modeling is a powerful way to interpolate and extrapolate measurements on biological variables to a more general context (Doney et al., 1996; Evans and Parslow, 1985; Fasham et al., 1990, 1993; McGillicuddy et al., 1995). An important part of the modeling approach is to describe the physical properties of the system in an adequate way. Any caveats in the description of the physics will cast doubts on the robustness of the model results and, consequently, on the interpretation of the model dynamics. Thus, if advection and diffusion are described incorrectly, the use of model results to interpret measurements may be erroneous.

The development in ocean models provides us with a powerful tool to describe the general circulation of the oceans in a consistent way (Marshall et al., 1997a,b; McGillicuddy and Robinson, 1998; Oberhuber, 1993; Stammer et al., 1997). Accordingly, it is useful to couple a biological model with a realistic
general circulation model (GCM) to gain insights in
the importance of various physical properties on the
ecosystem dynamics (Fasham et al., 1993; McGill-
However, although most GCMs provide a reason-
able description of the physical properties of the
ocean, it is shown that coarse resolution models may
not provide a realistic framework for the transport of
plankton under some circumstances. Let us consider
an area with high potential growth rate for a specific
phytoplankton, but where the growth is limited by the
absence of plankton. Plankton is carried by the ocean
currents and should invade the plankton-free area with
approximately the speed of the ocean currents. How-
ever, if there is a sharp front in a low-resolution
model, the advection and diffusion act to initiate a
seed population in the neighboring boxes, which
phytoplankton start to grow at an exponential rate.
Once the box reach a large phytoplankton population,
it will seed the neighboring boxes with phytoplankton,
and the signal propagates to the next box. The result is
that the front of the phytoplankton bloom may travel
significantly faster than the ocean currents. Further,
the speed of the plankton front depends on the
resolution of the model rather than any physical
properties of the system.

Some results from a simple phytoplankton model
that includes advection and diffusion are described in
Section 2. A few experiments with the MIT GCM
model are illustrated in Section 3; these experiments
provide a platform for the discussion given in Section
4.

2. The advection, diffusion and growth of
phytoplankton

2.1. Basic equation

Let us consider the following model for the phy-
toplankton concentration, \( P \),

\[
\frac{\partial P}{\partial t} + U \frac{\partial P}{\partial x} = D \frac{\partial^2 P}{\partial x^2} + \gamma_P P - \mu_P P^2,
\]

(1)

where \( U \) is the speed of the ocean current, and \( D \) is the
horizontal diffusivity in the ocean. The rate of change
of the phytoplankton is thus given by the following
factors: the advective transport of plankton; diffusion
of plankton; the growth of plankton, characterized by
the growth parameter, \( \gamma_P \); and losses by grazing/
metabolism as specified by the loss parameter, \( \mu_P \).
The quadratic loss term mimics the situation where
the grazing rate and the zooplankton population both
depend linearly on the phytoplankton concentration. It
should be noted that some numerical schemes might
occasionally produce negative phytoplankton concen-
trations; in this case, the growth and metabolism of
plankton are set to zero.

In principle, nutrients should be included in the
plankton model. However, in the initial part of the
spring bloom, there are generally high nutrient con-
centrations, and the plankton growth is not limited by
nutrients. In fact, at ocean weather stations M (66°N,
2°E), C (52°N, 35°W), I (59°N, 19°W), and P
(50°N, 145°W), the nutrient concentrations decrease
rather slowly after the initial part of the spring bloom
reaching low values say 2 months after the start of the
bloom (Broström, 2000; Broström and Drange, 2000;
Fasham, 1995; Sambrotto et al., 1993).

To simplify the discussions, the following non-
dimensional variables are introduced:

\[
P = \frac{\gamma_P}{\mu_P} P', \ t = \frac{1}{\gamma_P} t', x = \frac{U}{\gamma_P} x'.
\]

(2a – c)

These variables cast Eq. (1) into the following simple
form

\[
\frac{\partial P}{\partial t} + \frac{\partial P}{\partial x} = \alpha \frac{\partial^2 P}{\partial x^2} + P(1 - P),
\]

(3)

where the primes have been dropped and

\[\alpha = \frac{D \gamma_P}{U^2} .\]

Here, \( \alpha \) is a nondimensional parameter that measures
the strength of the diffusion and the phytoplankton
growth relative to the advection. The diffusivity in the
ocean is generally small as compared to the strength
of the advection, and \( \alpha \approx 0.1 \) will be used in this study.
Notably, Eq. (3) has two quasi-steady solutions: \( P = 0 \)
and \( P \approx 1 \). It is notable that the \( P = 0 \) solution is
unstable to infinitesimal disturbances. However, there
must be an initial disturbance, and it may take some
time to reach the \( P \approx 1 \) solution if the initial disturb-
ance is small.
2.2. Similarity solution

Eq. (3) is known as the Fisher equation and has been studied extensively in population dynamics (Murray, 1989). The Fisher equation has a traveling wave solution of the form

\[ P(t,x) = \Pi(\zeta), \tag{4a} \]

where

\[ \zeta = x - ct. \tag{4b} \]

The phase speed of the traveling wave solution, \( c \), is given by \( c = 1 + 2\sqrt{a} \). In most experiments, \( a = 0.1 \) will be used which implies that \( c \approx 1.63 \). There is no guarantee that the traveling wave solution exists for all possible initial conditions. However, the numerical experiments presented in this study show that the traveling wave solution exists for the present initial conditions. The form of the solution is described by

\[ \alpha \Pi'(\zeta) + c \Pi'(\zeta) = \Pi(\zeta)(1 - \Pi(\zeta)). \tag{5} \]

It is not possible to find an exact analytical solution to Eq. (5). However, it is possible to find an approximate solution by (i) setting the advection velocity to zero, (ii) by neglecting the second order derivative in Eq. (5). The approximate solution, defined such that \( \Pi(0) = 0.5 \), may be written as (Murray, 1989)

\[ \Pi(\zeta) = (1 + e^{\frac{\zeta}{2\sqrt{a}}})^{-1}. \tag{6} \]

The forms of the front for a few values of \( \alpha \) are shown in Fig. 1. The analytical approximation described in Eq. (6) fits a high-resolution numerical solution very well. With small values on \( \alpha \) the plankton form is steep and the plankton bloom travels slow, and with large values on \( \alpha \) the front is flatter and the plankton front travels faster. The maximum gradient according to Eq. (6) is \((8\sqrt{a})^{-1}\), the numerical resolution should thus be of order \( \sqrt{a} \) to resolve the plankton front in a correct way (it appears that a resolution of say \( 3\sqrt{a} \) may be sufficient to describe the front reasonably well, this is also confirmed by some numerical experiments). This resolution is higher than used in most GCMs, and it is relevant to study the numerical properties of the solution when the plankton front is not resolved in the model. Further, Eq. (6) do not provide any information on the resolution required to describe the advection of plankton in a proper way.

2.3. Defining some numerical schemes for the advection–diffusion equation

In the following section, some numerical schemes for the advection–diffusion operator on a regularly spaced grid will be described. The schemes are delineated by writing the horizontal transport in flux form

\[ \frac{\partial}{\partial x} \left( -P + \alpha \frac{\partial P}{\partial x} \right) = -\frac{\partial F}{\partial x}. \tag{7} \]

where \( F \) is the flux in the \( x \)-direction. The change at gridpoint \( i \) is described by the difference in the fluxes at the sides of the grid cell divided by the volume of the grid point, thus

\[ \frac{\partial F}{\partial x} = \frac{-F_{i-1/2} + F_{i+1/2}}{\Delta x}. \tag{8} \]

The flux at the downstream side is given by

\[ F_{i+1/2} = P_{i+1/2} - \alpha \frac{\partial P}{\partial x}_{i+1/2}, \tag{9} \]

and the flux at the upstream side is found from a similar expression starting from point \( i - 1 \), i.e., \( F_{i-1/2} = F_{(i-1)+1/2} \). The plankton concentration \( P \) is only defined at grid points; thus, it is necessary
to find the plankton concentration—and its gradient—in-between grid points. This can be done in a number of ways where each formulation has their merits and drawbacks.

The concentration \(P_{i+1/2}\) can be estimated from the concentration at grid points using a Taylor Series, starting from the upstream gridpoint \(i\)

\[
P\left(\frac{x_i + \Delta x}{2}\right) = P(x_i) + \frac{1}{1!} \frac{\partial P}{\partial x} \frac{\Delta x}{2} + \frac{1}{2!} \frac{\partial^2 P}{\partial x^2} \left(\frac{\Delta x}{2}\right)^2 + \ldots
\]

(10)

The more terms that are included in the series, the higher is the accuracy of the scheme. With \(P_{i+1/2} = P_i\) it follows from Eqs. (7) and (8) that \(P'(x) = (-P_{i-1} + P_i)/\Delta x\), which is the upwind scheme for a first-order derivative. Using this scheme to describe the first-order derivative in Eq. (10) it follows that \(P_{i+1/2} = (-P_{i-1} + 3P_i)/2\), which is a second-order upstream scheme. This scheme does not perform well in the scenario used in this study and it will not be considered any further. By using \(P'(x) = -(P_i + P_{i+1})/\Delta x\) to evaluate the first-order derivative in Eq. (10) it follows that \(P_{i+1/2} = (P_i + P_{i+1})/2\), which is the well-known second-order central scheme for derivatives, i.e., \(P'(x) = (-P_{i-1} - P_{i-1})/(2\Delta x)\). Using the central scheme for the first-order derivative and a “standard” finite difference scheme for the second-order derivative gives

\[
P_{i+1/2} = P_i + \left(\frac{-P_{i-1} + P_{i+1}}{2}\right) + \left(\frac{P_{i-2} - 2P_i + P_{i+1}}{8}\right),
\]

which is a third-order upwind scheme sometimes referred to as the Quadratic Upstream Interpolation for Convective Kinematics (QUICK) scheme (Leonard, 1979; Vested et al., 1996).

An artifact with higher order schemes is that the interpolation may produce non-realistic values on \(P_{i+1/2}\); e.g., negative values near a sharp front. The form of Eq. (3) implies that the solution is positive definite; thus, if the scheme produces negative values on \(P_{i+1/2}\), these values are clipped to be zero. This scheme will conserve the positive definite properties of the solution, and is referred to as modified QUICK scheme.

In order to describe the diffusion, it is necessary to find \(P'_{i+1/2}\); a Taylor expansion gives

\[
P'(\frac{x_i + \Delta x}{2}) = P'(x_i) + \frac{1}{1!} \frac{\partial P^2}{\partial x^2} \frac{\Delta x}{2} + \frac{1}{2!} \left(\frac{\Delta x}{2}\right)^2 + \ldots
\]

(11)

Using \(P'(x) = (P_i - P_{i-1})/\Delta x\), the scheme for the second-order derivative becomes \(P''(x) = (P_i + 2P_{i+1} - P_{i-1})/\Delta x^2\), using Eqs. (7) and (8).

The time evolution is described with an Adams-Bashforth scheme. The advection, diffusion and plankton growth all have different requirements on the time step. The time step is calculated according to \(\Delta t = 0.1 \text{ min } (\Delta x, \Delta x^2/\alpha, 1)\); the quantities in the parenthesis corresponds to the requirement on the time step for advection, diffusion and plankton growth, respectively.

The initial condition is taken to be \(P=0\), whereas the boundary conditions are \(P=1\) at \(x=0\) and \(P=0\) as \(x \to \infty\) (i.e., \(P=0\) at the rightmost grid point). The numerical solution of Eq. (3) with the above initial and boundary conditions will be investigated in the following two sections.

### 2.4. Numerical solutions with the second-order central scheme

The numerical scheme in the first experiment is set up with the second-order scheme for the diffusion term and the second-order central scheme for the advection term. The experiment is carried out for the case where: (i) the advection term is ignored; (ii) the diffusion is ignored; and (iii) the full model where both advection and diffusion are accounted for. The numerical solutions at \(t=100\) for different horizontal resolutions are shown in Fig. 2a–d. The model behavior is remarkably sensitive to the horizontal resolution of the model, and it is apparent that the front of the phytoplankton bloom can move quickly in
the low-resolution case. The conclusion is that the front of the phytoplankton can move much faster than the actual speed of advection in the system if the horizontal resolution is too coarse. Furthermore, by comparing the high- and low-resolution experiments (Fig. 2a–d), it is obvious that the high advection speed represents an unrealistic feature of the numerical solution.

The importance of the advection scheme for the model solution is further investigated in Fig. 3. The advection schemes used in this experiment are the first-order upwind scheme, the second-order central difference scheme, and the third-order QUICK upwind scheme with and without the clipping of negative fluxes (i.e., conservation of the positive definite properties of the solution). It is interesting to note that higher order advection schemes may not improve the accuracy of the numerical solution. The QUICK scheme actually performs worse than the

---

Fig. 2. The phytoplankton concentration at $t = 100$ for different sizes of the horizontal grid. Shown are the cases with $\Delta x = 0.01, 0.1, 1, 10$, respectively. Each figure displays the solution where: (i) advection is tuned off (dashed line); (ii) diffusion is turned off (dotted line); and (iii) the solution of the full model (full line). From the figure, it is evident that the numerical solution is highly dependent on the horizontal resolution.

Fig. 3. The advection/growth of phytoplankton for different advection schemes. For these experiments, the resolution is $\Delta x = 10$ and an Adams-Bashforth scheme is used for the time derivative.
second-order central scheme at low resolution. It is also evident that the modified QUICK scheme performs better than the other schemes showing that a careful design of the scheme may improve the accuracy of the solution. However, it should be noted that the speed of the front for the modified QUICK scheme is almost a factor 3 too high at low resolution. Thus, there are some indications that there is a fundamental problem with the coarse-resolution finite-difference representation of Eq. (3) and that the use of higher orders schemes may not fully solve the problem.

2.5. Speed of the front

The speed of the front as a function of the horizontal resolution is displayed in Fig. 4a–d. For high resolutions (small $\Delta x$), the front moves with a speed of about $1 + 2\sqrt{\alpha}$ in agreement with theoretical predictions. However, at lower resolution the speed of the front increases, and it is apparent that the numerical experiments cannot describe the relevant processes of the system. The figure shows that the simple upwind scheme performs worst of the tested schemes; this is partly due to the strong numerical diffusivity of this scheme. Overall, the modified QUICK scheme performs best whereas the original QUICK scheme is similar or worse than the second-order central scheme. The increase in the frontal advection speed at low resolution is mainly due to problems with the advection scheme. For instance, the advection speed at low resolution is almost independent of the value of $\alpha$ (see also Fig. 2).

It should be noted that the resolution needed to describe the front depends on $\alpha$. If $\alpha$ is large, the advection of the front is dominated by the diffusion process and a resolution of order $\sqrt{\alpha}$ will suffice to describe the system (Eq. 6). This is seen in Fig. 4d where the advection speed is correctly described up to $\Delta x \sim 3$ for $\alpha = 10$. However, for small $\alpha$, the movement of the front is dominated by advection and there

![Fig. 4. The speed of the front as a function of the horizontal resolution. The figures represent different values on the diffusion coefficient $\alpha$.](image-url)
is another condition for the resolution. For instance, with \( \alpha = 0.01 \) the advection speed of the front is well reproduced up to \( \Delta x \sim 1 \) for the modified QUICK scheme (Fig. 4a). Experiments with very small values of \( \alpha \) show similar results.

Is it possible to find a more rigorous estimate on the \( \Delta x \) that would describe the moving plankton front for small values on \( \alpha \)? Let us assume that the front has value \( P = 0.5 \) at a certain gridpoint \( k \), lets further assume that the upstream concentration is close to 1, and that the concentration downstream is close to 0. With this configuration, it follows that \( \frac{\partial P}{\partial x} \big|_{i-k} = (0.5, 0.5, 0.562) \Delta x^{-1} \) for the upwind, central and QUICK schemes, respectively. The net growth of phytoplankton at grid cell \( k \) is given by \( P(1 - P) \big|_{i-k} = 0.25 \). For small diffusion coefficients, the similarity solution predicts that the front is sharp and that the net growth of phytoplankton is very small. Thus, the requirement on the advection scheme is that \( \frac{\partial P}{\partial x} \gg P(1 - P) \big|_{i-k} \), which translates to \( \Delta x \approx (2, 2, 2.248) \) for the upwind, central and QUICK schemes, respectively. These requirements indicate that \( \Delta x \) should be, say, 0.2 to reproduce the dynamics of the front in a correct way. However, a more stringent analysis must involve the time development of the front (it turns out that \( P_k = 0.5 \) represents the worst case scenario). Thus, it is likely that \( \Delta x \sim 1 \) will reproduce the dynamics of the front in a fairly correct way although \( \Delta x \sim 0.1 \) is probably required to represent the front with high accuracy. These conclusions agree with the numerical experiments presented in Fig. 4.

Fig. 5. The dispersion of phytoplankton from a single cell. The figures show the front of the plankton bloom for every 10th day. The figures a–f show experiments with phytoplankton growth and metabolism rates corresponding to \( \gamma_P = 1/32, 1/16, 1/8, 1/4, 1/2, 1 \) day\(^{-1} \) and \( \mu_P = 1/32, 1/16, 1/8, 1/4, 1/2, 1 \) (\( \mu \)mol/kg day\(^{-1} \)), respectively.
3. Some results from a general circulation model

The discussion has so far been rather academic, and it is of some interest to study a more realistic situation. Thus, the MIT biogeochemical ocean model with a medium-resolution of $1 \times 1^\circ$ will be used in some semi-realistic model experiments. The model is based on a finite difference representation of the dynamical equations that are relevant for ocean dynamics (Folllows et al., 1996; Marshall et al., 1997a,b). The model is used in an off-line mode for the phytoplankton dynamics; the advection is described by the central difference scheme, and the Adams-Bashforth scheme is used for the time evolution.

3.1. Dispersion from a single cell

In this experiment, a single grid-point is assigned $P=1$; all other grid points are set to zero. The experiment starts at day 100, and the time evolutions for the first 100 days are shown in Fig. 5a–f. The same experiment is considered for six different growth (and metabolism/grazing) rates, and it is evident that the phytoplankton bloom moves faster if the plankton have high growth rates. Notably, the dispersion rate for the lowest growth rates are consistent with the advection velocities displayed in Fig. 6, whereas the dispersion rate for the high growth rates are significantly faster than the ocean currents. The experiments show that unrealistic solutions may occur in coarse resolution ocean models under the prescribed condition. Repeated experiments where either the advection or the diffusion terms are removed show that the advection and diffusion are about equally responsible for the quick dispersion of the phytoplankton at high growth rates.

3.2. On the dynamics of the spring bloom

To describe a realistic evolution of the phytoplankton plankton bloom, dissolved nutrients is included in the model and the phytoplankton growth rate is taken to depend on the light field and the nutrient availability (the rate constant is 1.1 day$^{-1}$ at 10 °C and depends on the temperature; Eppley, 1972). The plankton metabolism contains a linear part (rate constant 0.2 day$^{-1}$) and a quadratic part (rate constant 0.6 [μmol/kg day$^{-1}$]). To describe the loss of nutrients from the upper layer, 60% of the metabolism is remineralized at the same depth as the production.

Fig. 6. The magnitude of the velocity field for April.
occurs; the remaining part is remineralized at deeper layers according to a prescribed depth profile.

The model is run with this setup for 20 years and the northward propagation of the plankton bloom is displayed with thin lines in Fig. 7a–f. Compared with a more complicated ecosystem model (Dutkiewicz et al., 2001), it may be noted that the plankton bloom start somewhat later in the northern areas with this simple model. However, the aim of this study is to investigate the numerical properties of coarse resolution ocean models, not to make predictions on the timing of the spring bloom.

According to the experiments in Section 2, it seems plausible that falsely induced numerical advection may be important for the initiation of the spring bloom. The origin of the plankton that makes up the spring bloom in the model is investigated in an experiment with two indistinguishable plankton. The plankton dynamics are formulated such that the sum of the two plankton—named \( P_1 \) and \( P_2 \)—reveals the dynamic of the model with one plankton species (i.e., \( P \) can be substituted with \( P_1 + P_2 \) in Eq. (1)). The changes due to growth and loss for each plankton is taken as proportional to their relative abundance (note that the relative ratios of \( P_1 \) and \( P_2 \) are conserved in the biological processes). The experiment with this setup is started on March 1, and the total plankton concentration is taken from the experiment with one plankton species. The initial plankton concentration is divided into plankton \( P_1 \) and \( P_2 \) as follows: plankton concentrations that are smaller than 0.01 are set to plankton \( P_1 \); all other concentrations are assigned to plankton \( P_2 \). Thus, plankton \( P_1 \) dominates in the northern areas and is zero elsewhere; plankton \( P_2 \) dominates in the southern region and is zero in the northern regions (Fig. 7a).

The evolution of plankton \( P_1 \) and \( P_2 \) are shown in Fig. 7a–f. Both plankton populations increase their presence during the spring bloom; however, it turns out that plankton \( P_2 \) (originally the southernmost population) dominates the spring bloom overall. It is evident that a significant part of the spring bloom in the model is initialized by horizontal advection (species \( P_2 \)) rather than emerging from local conditions (species \( P_1 \)). The experiment also shows that the two plankton species are not separated by fronts in the

---

**Fig. 7.** The evolution of the spring bloom. The thin lines represents the isoline of the \( P = 0.1 \) \( \mu \text{mol/kg} \) level. The ratio \( P_2/(P_1 + P_2) \) is indicated by the gray shade. If this ratio is close to 1, the system is dominated by plankton species \( P_2 \); if the ratio is close to zero, the system is dominated by plankton species \( P_1 \).
model. The high diffusivity in the ocean model—in combination with high growth rates—probably acts to mix different plankton species in an efficient way.

The initiation of the spring bloom is further investigated in an experiment where the plankton concentration is set to zero in the northern areas (i.e., the region that was occupied by plankton $P_1$ in the previous experiment). The position of the plankton bloom is displayed in Fig. 8, and the experiment reveal that the spring bloom proceeds northwards with a speed that is not unlike the northward propagation in the original experiment. Thus, the numerical deficiencies of the model may well produce results that interfere with a more correct dynamic. (A similar experiment with a passive tracer shows that the ocean currents will only carry the plankton a very short distance, say 10–20% of the distance shown in Fig. 8.) Although the delineated situation is somewhat simplified, the experiments clearly show that the numerical artifacts of low-resolution models may seed plankton to surrounding areas in an unphysical way.

4. Discussion

In this study, some unphysical behavior concerning the advection and diffusion of phytoplankton in coarse resolution ocean models is described. The situation arises when there is a combination of high phytoplankton growth rate, zero phytoplankton concentration over a large area, and coarse horizontal resolution. For the prescribed situation, the advection and diffusion will act to transport plankton into low concentration areas. When the advection and diffusion processes are described in a finite difference scheme with coarse resolution, these processes may act to seed a large area with phytoplankton from which a population will grow rapidly. Once the plankton population in a grid cell reaches a high concentration, the signal can move on to the next box. The result is that the front of the plankton bloom can move at a speed that is much higher than the speed of the ocean currents.

A situation where the fast-moving plankton bloom may interfere with a more truthful description of the system is the case when the dynamics of a specific plankton species should be described. An example is the advection of large neritic diatoms. One of the characteristics of neritic diatoms is that they change state in the late part of the bloom (e.g., when they reach low nutrient concentrations) and sink quickly towards the bottom of the ocean (Alldredge et al., 1995; Alldredge and Gotschalk, 1989). It is reasonable to assume that this is a part of their survival strategy (Sambrotto et al., 1986)—a strategy that is probably an adaptation to shallow shelf areas but will work poorly in the open ocean. If the origins of these plankton species are at some shelf area, it is important to study how they are transported to the central parts
of the ocean. The experiments with the GCM model suggest that the incorporation of fast growing shelf-adapted diatoms in a coarse resolution model may produce some questionable results on their dispersion rate (Fig. 5). Thus, it may be difficult to describe the dynamics of these large diatoms in a coarse-resolution model. This is unfortunate as (neritic) diatoms potentially are very important for the flux of organic carbon to the deep ocean (e.g., Michaels and Silver, 1988).

Another situation where numerical artifacts may interfere with results that are more realistic is during the spring bloom. In the North Atlantic, the spring bloom travels northward faster than the ocean currents. The direct implication is that local conditions will dominate in the initial part of the plankton bloom. Most likely, the phytoplankton population at the end of the winter season is the result of a complex interplay between survival adaptation of phytoplankton, advection by ocean currents, and the mixing dynamics of the uppermost ocean (Townsend et al., 1994). However, in coarse-resolution models, the horizontal advection–diffusion may support a seed population to these areas in an unphysical way, which makes it impossible to study these intricate wintertime dynamics. Accordingly, the importance of winter processes on the phytoplankton spring bloom can probably not be studied with a coarse resolution ocean model.

In order to model the moving plankton front in a correct way the dominant processes of the system must be properly described. If diffusion is the dominant process for the plankton transport, it can be shown that resolution should at least be of order \( \sqrt{D/\gamma_p} \) to resolve the front. If advection is the dominant transport mechanism for plankton, the resolution of the model should be at least on the order of \( U/\gamma_p \), although some scheme may require higher resolution (Fig. 4). It should be noted that the largest of \( \sqrt{D/\gamma_p} \) or \( U/\gamma_p \) will suffice to describe the dominant process of the system (Fig. 4). Assuming that the advection velocity in the ocean is about 0.1 m/s and that the growth rate for phytoplankton is on the order of 1 day\(^{-1}\), it follows that the horizontal resolution of the model should be at least 8 km (preferably less) to capture the advection/growth of phytoplankton in a purposeful way. Given that the resolution of most general circulation models are significantly less than 8 km, it follows that the biological component in these coarse resolution ocean models requires a careful design and interpretation to circumvent false results.
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