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Abstract. Although the global mean sea-level budget for the 20th century can now be closed, the understanding of sea-level change on a regional scale is still limited. In this study we compare observations from tide gauges to regional patterns from various contributions to sea-level change to see how much of the regional measurements can be explained. Processes that are included are land ice mass changes and terrestrial storage changes with associated gravitational, rotational and deformational effects, steric/dynamic changes, atmospheric pressure loading and glacial isostatic adjustment (GIA). The study focuses on the mean linear trend of regional sea-level rise between 1961 and 2003. It is found that on a regional level the explained variance of the observed trend is 0.87 with a regression coefficient of 1.07. The observations and models overlap within the 1σ uncertainty range in all regions. The main processes explaining the variability in the observations appear to be the steric/dynamic component and the GIA. Local observations prove to be more difficult to explain because they show larger spatial variations, and therefore require more information on small-scale processes.

It is therefore important to understand sea-level change and the processes that contribute to it.

Despite the fact that the past global mean sea-level budget can now be closed (e.g. Church et al., 2011; Gregory et al., 2012), the understanding of sea-level changes on a regional scale is still limited. Church et al. (2004) used tide gauge measurements in combination with satellite information to estimate past regional distributions of sea-level change, and regional variations observed by satellites could be reproduced with ocean circulation models (e.g. Wunsch et al., 2007: Lombard et al., 2009), but these methods do not allow for the identification of individual processes contributing on regional scales. In order to estimate the magnitude of various contributing processes to regional sea-level change, Plag (2006) scaled fingerprints of secular trends in steric changes, ice sheets, and GIA to match tide gauge records, which led to an explained variance of 15%. However, Plag (2006) could not yet include important contributions to sea-level change, such as glacier melt and changes in terrestrial water storage.

In this study, we will examine more processes causing regional variations in sea-level change than before. Specific processes that are included are land ice mass changes (e.g. Dyurgerov and Meier, 2005; Rignot et al., 2011), steric changes through temperature and salinity variations (Levitus et al., 2012), and glacial isostatic adjustment [GIA] (Peltier, 2004). In addition, changes in terrestrial storage such as groundwater extraction (Wada et al., 2012) and water impoundment behind dams (Chao et al., 2008), as well as

1 Introduction

Rising sea levels may have serious impacts on coastal communities in the near future (Nicholls and Cazenave, 2010), and thus sea-level change is a central topic in climate change.
changes in atmospheric pressure loading (AL) are included (Ross, 1854; Wunsch and Stammer, 1997).

The observations used in this study are tide gauge (TG) observations, as provided by the Permanent Service for Mean Sea Level (PSMSL, Holgate et al. (2013)). TGs are devices attached to the earth’s surface which measure local variations in relative sea level. They have a sparse spatial coverage but provide long data series compared to satellites. A process that is not included in this study is vertical land movement from subsidence or tectonics. These changes can be measured by GPS, which can then be compared to the TG time series, but only for short time series and in limited locations (e.g. Han et al., 2014; Wöppelmann et al., 2014). In this study we therefore focus on how much of the regional sea-level measurements can be explained without or before the use of GPS. Tide gauge measurements that are clearly affected by vertical land motions are therefore discarded (Sect. 2.1).

To determine the spatial patterns of the different contributing processes, observations from various sources are used in combination with models (Sect. 2.2). For the steric variations, temperature and salinity profiles are used, and these have been extrapolated to a spatial pattern by Levitus et al. (2012). To obtain the resulting change in sea-surface height, we use the approach by Landerer et al. (2007) to include the effect of changes in bottom pressure. For all processes dealing with mass changes – land ice and terrestrial changes – a gravitationally consistent sea-level model is used to compute the spatial pattern of sea-level change (e.g. Woodward, 1887; Farrell and Clark, 1976; Mitrovica et al., 2001). This model requires spatial information on, for instance, the glacier melt, which restricts the number of data sets that can be used. This fact, combined with the historical period considered in IPCC AR4 (Bindoff et al., 2007), leads to the choice for the 1961–2003 period. Finally, we combine the sea-level patterns following Slangen et al. (2012, 2014), which results in a map of net regional sea-level trends. All changes shown are relative sea-level changes, which is defined as the difference between the ocean floor and the ocean surface.

Going back in time, reliable observations of sea-level change and of the contributions become sparser, which leads to larger uncertainties. Nevertheless it is interesting to look at the TG data, because they cover a much longer period than satellite data, and therefore short-term variability will likely have less impact on trends based on these time series.

The central questions of this study are how well can this set of contributing processes explain the TG observations, and are there processes which are leading the explanation of regional sea-level trends? We show the regional patterns of the various processes (Sect. 3.1), compare both individual TG observations and regional averages (Sects. 3.2, 3.3), and examine the effect of variations in the individual contributions (Sect. 4.1). Global mean budget closure is discussed in Sect. 4.2, and finally the conclusions are summarised in Sect. 5.

2 Data and methodology

2.1 Tide gauge stations

We use annual mean Revised Local Reference tide gauge (TG) data from the PSMSL data base (Holgate et al., 2013, http://www.psmsl.org), all documentation checked and updated on 11 April 2014.

First, all the stations which contain at least 20 yearly values in the period 1961–2003 are selected. Then, we select those TG stations which were carefully checked by Church et al. (2004) and Church and White (2011), in order to eliminate unreliable stations. In addition, we use checked annual time series of 13 TG stations in the German Bight area (Dangendorf et al., 2013). Finally, a linear regression is performed to calculate the average trend for each station:

\[
h(t) = \beta_0 + \beta_1 t + a \sin \left( \frac{2 \pi t}{18.6} \right) + b \cos \left( \frac{2 \pi t}{18.6} \right). \tag{1}
\]

The regression includes the effects of the 18.6-year nodal cycle, which is one of the components driving the tides on earth and influencing the tidal amplitude on longer timescales (Baart et al., 2012). Although the $R^2$ is 0.98 when comparing the trends including and excluding nodal effects, locally the inclusion of the nodal cycle may lead to a doubling of the trend. In Eq. (1), $h$ is the annual mean sea level at time $t$ in years, $\beta_0$ is the sea level at $t = 0$, $\beta_1$ the average rise per year, and $a$ and $b$ are nodal cycle-related values which are calculated separately for each TG station. Solving Eq. (1) results in a set of trends ($\beta_1$) at 285 stations (Table 1), with values between −8.1 and 6.9 mm yr$^{-1}$. These values are not corrected for GIA, because GIA will be considered as a separate regional sea-level contribution.

Uncertainties in the TG time series may not only arise from vertical land movements due to tectonics or GIA, but also from changes in the surroundings of the TG, which are often located in or near harbour areas. Although stations with large and sharp datum shifts have been eliminated, stations experiencing smaller or more gradual datum shifts may still be included. To decrease the influence of these local effects, the stations are not only examined locally (Sect. 3.2), but also per region (Sect. 3.3), which is based on a common ocean basin or coastline in the first place, and correlation within the regions in the second place (Fig. 1).

2.2 Contributing processes

The following contributions to sea-level change are included in this study: land ice, steric, GIA, terrestrial water storage and atmospheric loading (AL). Regional patterns of all processes are needed to compare them to the TG observations. While these patterns are all based on observations, we will refer to them as “contributions” or “models” as not to confuse
Table 1. Station codes of 285 tide gauge stations (RLR) included in the analysis (Holgate et al., 2013, http://www.psmsl.org).

<table>
<thead>
<tr>
<th>Region</th>
<th># records</th>
<th>PSMSL Station ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>6</td>
<td>163: 511: 544: 571: 844: 1472</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>431: 433: 501: 819: 832: 1271</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>43: 205: 414: 438: 596</td>
</tr>
</tbody>
</table>

For the contributions of the Greenland Ice Sheet (GIS) and the Antarctic Ice Sheet (AIS), the surface mass balance is estimated using output from regional climate model RACMO2 (Ettema et al., 2009; Lenaerts et al., 2012). The dynamical component for both ice sheets is based on data from Rignot et al. (2011). For the glaciers and ice caps (GIC), Dyurgerov and Meier (2005) provide mass balance estimates of 13 GIC regions across the world. This is not the most recent estimate, but it is the only one that provides region-specific mass change. Compared to the more recent global mean value of Cogley (2009a), the difference is less than 10%, and within the uncertainty range given by Dyurgerov and Meier (2005).

The land water storage change contribution is constructed using an estimate for past groundwater depletion (Wada et al., 2012) and water storage behind dams (Chao et al., 2008).

To model the variations in regional sea level from all mass contributions, we use a sea-level model (Schotman and Vermeersen, 2005), which incorporates gravitational, rotational and solid-earth deformation effects. The model solves the sea-level equation (Farrell and Clark, 1976) using a pseudo-spectral approach (Mitrovica and Peltier, 1991). The earth model is based on PREM (Dziewonski and Anderson, 1981), and is elastic, compressible and radially stratified.

Volume changes due to local variations in temperature and salinity of the ocean are referred to as the steric contribution. In this study we use the pentadal gridded (1 x 1 degree, 16 depth layers) temperature and salinity data of Tevitus et al. (2012) for the steric change in the upper 2000 m of the ocean (Supplement Fig. 1, data downloaded June 2013). Other steric data sets, such as Domingues et al. (2008) or Ishii and Kimoto (2009) do not provide gridded data below 700 m depth. We use Purkey and Johnson (2010) for the steric change below 2000 m (Supplement Fig. 1f, 0.5 x 0.5 degree regridded to 1 x 1 degree, 5 depth layers). Although Purkey and Johnson (2010) presented estimates only for the period 1990-2000, we assume that the rate of change is valid for the entire period 1961-2003, since the deep ocean responds much slower to changes in the atmosphere than the upper ocean.
The steric variations are translated into changes in sea surface height (SSH) using bottom pressure anomalies, computed with the method presented in Landerer et al. (2007). Their theory states that each depth layer gains mass from the expansion of lower layers, and loses mass due to its own expansion and that of the layers above. As a result, shallower oceans will rise more due to increased bottom pressure, while in the deep ocean the bottom pressure is decreased, leading to a smaller SSH change. Following their Eq. (3), we first compute the bottom pressure anomaly for each depth layer, using the area of each layer, the total ocean area, and the global mean steric anomaly of each layer. For each ocean grid point, the bottom pressure anomaly is summed over the available depth layers (Supplement Fig. S1g). Finally, the SSH change at each grid point is computed by adding the bottom pressure anomaly to the steric change.

GIA is the response of the solid earth to the loading and unloading of large ice masses on 1000-year timescales. We use the present-day contribution of GIA to sea level as computed by the ICE-5G(VM2) model (Peltier, 2004). It is assumed to be constant in time over the period studied. A comparison to another GIA product is provided in Sect. 4.1.

An increase of 1 mbar in pressure at the ocean surface will cause a sea-level fall of 1 cm (Ross, 1854; Wunsch and Stammer, 1997). Using monthly mean sea-level pressure (SLP) data from the NCEP/NCAR reanalysis project (Kalnay et al., 1996), we compute the trend in SLP between 1961 and 2003 after removing the ocean-only global mean SLP, from which the resulting AL effect can be computed.

3 Comparing observations to contributions

3.1 Spatial patterns of the contributions

The spatial patterns of the contributions are shown in Fig. 2, and their associated uncertainties in Fig. 3. For reference, the ice sheet, terrestrial storage and SSH contributions are broken down into their respective components in Supplement Fig. S1.

The regional sea-level change due to mass changes on the AIS and GIS in mm yr\(^{-1}\) for the period 1961–2003 (Fig. 2a), and for GIC melt (Fig. 2b) both display a characteristic gravitational signal (e.g. Mitrovica et al., 2001). Due to the loss of land ice mass, the gravitational attraction of the ice weakens, causing a sea-level fall close to the ice, while locations at a distance further than 2200 km experience a sea-level rise, and further than 6700 km a sea-level rise above the global mean. Since most of the changing land ice is located at high latitudes, the largest sea-level rise will therefore occur in the equatorial regions. The uncertainties associated with these contributions (Fig. 3a, b) are largest at the source of the melt, with another maximum in the far field due to the gravitational effect. Of these three contributions, the AIS has the largest uncertainty.
The associated uncertainties are generally small (Fig. 3d), but can reach up to 0.4 mm yr\(^{-1}\) locally.

The contribution of water impoundment behind dams is larger than the groundwater depletion for the period 1961–2003, and thus the net terrestrial contribution is negative, resulting in a largely negative pattern (Fig. 2f). Similar to the land ice contribution, sea levels fall near regions of mass loss on land, in other words the regions where groundwater depletion takes place, for instance near the Indian coast, and sea levels rise near areas of mass gain due to dam construction, for instance around South America (see also Fiedler and Conrad, 2010). Uncertainties (Fig. 3f) are largest at the source of mass change and in the far field, similar to the land ice contributions.

When all the contributions are combined, the net regional pattern (Fig. 4, upper panel, observed TG included for comparison) indicates a positive trend in sea-level change for the majority of the ocean over the period 1961–2003. The net uncertainties (Fig. 4, lower panel) are generally smaller than the net contribution, except in regions close to ice melt regions, where sea-level change is small or negative and uncertainties are relatively large. Near the tide gauges, most uncertainties are between 0.5 and 0.8 mm yr\(^{-1}\). The patterns show influences from the different contributions: the steric component is clearly present with its small-scale variability, but GIA influences show up around Svalbard for instance, and there is sea-level fall due to land ice melt near the two large ice sheets.

The net global mean values of all the contributions (Table 2) compared to the IPCC AR4 global mean trend for the same period (Bindoff et al., 2007) show a difference in the mean, but within the 1σ uncertainty interval. Section 4.2 will compare these values to Church et al. (2011), who closed the global mean sea-level budget for a different time period.

### 3.2 Local comparison

Figure 5 shows regions 1 to 5. In region 1, the northernmost TG shows a negative trend, which is also present in the models due to the melt of Alaskan glaciers (Fig. 2b). The positive trends towards the south and further offshore (0.4–1.1 mm yr\(^{-1}\)) are a combination of the steric (Fig. 2c) and the long-term GIA (Fig. 2d) contributions. The TG in the west falls by −2.1 mm yr\(^{-1}\), and cannot be explained with this set of contributions.

The TG in region 2 all show positive trends, ranging from 0.7 to 2.8 mm yr\(^{-1}\). The nearest model points are in the range of 0.8–2.2 mm yr\(^{-1}\). The steric contribution is between 0 and 1 mm yr\(^{-1}\), which is only slightly increased by the land ice contributions, GIA and AL.
Table 2. Global mean sea-level trends (mm yr\(^{-1}\) ± 1σ) of the various contributions for 1961-2003; compared to Church et al. (2011) trends for 1971-2008, as discussed in Sect. 4.2.

<table>
<thead>
<tr>
<th>Contribution</th>
<th>This study (1961–2003) (mm yr(^{-1}))</th>
<th>Reference</th>
<th>Church et al. (2011) (1971–2008) (mm yr(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIS</td>
<td>0.19 ± 0.44</td>
<td>Lenaerts et al. (2012); Rignot et al. (2011)</td>
<td>0.30 ± 0.20</td>
</tr>
<tr>
<td>GIS</td>
<td>0.14 ± 0.16</td>
<td>Ettema et al. (2009); Rignot et al. (2011)</td>
<td>0.12 ± 0.17</td>
</tr>
<tr>
<td>GIC</td>
<td>0.52 ± 0.18</td>
<td>Dyurgerov and Meier (2005)</td>
<td>0.67 ± 0.03</td>
</tr>
<tr>
<td>Steric SSH</td>
<td>0.62 ± 0.32</td>
<td>Levitus et al. (2012); Purkey and Johnson (2010)</td>
<td>0.80 ± 0.15</td>
</tr>
<tr>
<td>Atm. pressure</td>
<td>0.00 ± 0.02</td>
<td>Kalnay et al. (1996)</td>
<td>-</td>
</tr>
<tr>
<td>Dams</td>
<td>-0.55 ± 0.17</td>
<td>Chao et al. (2008)</td>
<td>-0.44 ± 0.15</td>
</tr>
<tr>
<td>Groundwater</td>
<td>0.35 ± 0.10</td>
<td>Wada et al. (2012)</td>
<td>0.26 ± 0.07</td>
</tr>
<tr>
<td>CIA</td>
<td>0.00 ± 0.03</td>
<td>Peltier (2004)</td>
<td>-</td>
</tr>
<tr>
<td>Sum</td>
<td>1.29 ± 0.70</td>
<td></td>
<td>1.78 ± 0.36</td>
</tr>
<tr>
<td>Observations</td>
<td>1.80 ± 0.50</td>
<td>IPCC AR4 (Bindoff et al., 2007)</td>
<td>1.83 ± 0.18</td>
</tr>
</tbody>
</table>

Figure 5. Trends in sea-level change (mm yr\(^{-1}\)) over the period 1961–2003, for regions (1) Gulf of Alaska, (2) West coast USA, (3) North Pacific Ocean, (4) East coast USA, and (5) the Caribbean. Zoom of Fig. 4. Regions indicated in Fig. 1.

The steric contribution is the leading pattern in explaining the observations in region 3. All TG trends are positive, up to 2.9 mm yr\(^{-1}\), and the associated grid points are positive but display lower values, up to 1.9 mm yr\(^{-1}\).

In region 4 we observe high positive trends in both TG and models, due to large steric (Fig. 2c) and GIA (Fig. 2d) contributions. The TG range from 0.5 to 4.6 mm yr\(^{-1}\), while the associated grid points are between 1.5 and 4.2 mm yr\(^{-1}\). The TG tend to show larger trends in the south, which is also visible in the models.

Region 5 shows only positive TG trends, and along the coast of Florida they are reproduced by the models. There are two TGs in the west of the region located close to each other, with very different trends, 1.6 vs. 3.1 mm yr\(^{-1}\). The nearest model point indicates a trend of 3.3 mm yr\(^{-1}\), which fits better with the higher value. However, there is a strong gradient in the steric contribution here, which might explain these large local differences.

Figure 6 shows regions 6 to 8. Only part of the observed trends in region 6 can be explained. The two negative TGs on the coast of Peru and Chile are ~1.6 mm yr\(^{-1}\) off, while the southernmost gauge displays a very large trend of 2.7 mm yr\(^{-1}\), while the models are very small. Because this region is relatively far from the ice melt regions, the steric contribution is strongest here.

The observed negative trend in the south of region 7 is 0.8 mm yr\(^{-1}\) lower than the nearest point in the contributions, but both show a strong negative trend due to the Antarctic melt. However, in the north the trends in the observations range from 1.1 to 2.9 mm yr\(^{-1}\), while the models indicate trends around 0.5 mm yr\(^{-1}\).

Most of the trends observed in region 8 match rather well with the models. The pattern in this region is determined by the steric contribution in combination with GIA. However, there is a negative trend of ~1.0 mm yr\(^{-1}\) at the Canary Islands, which is not captured by the models.

Regions 9 to 12 are shown in Fig. 7. Region 9 is just outside the GIA uplift region in the Baltic, in contrast to region 10, which is heavily influenced by GIA uplift. In both regions, the agreement between the observations and net contributions is high due to the absence or presence of GIA, with mostly positive values in region 9 and negative values in region 10.

In the Mediterranean (region 11), the observations range between ~1.3 and 3.2 mm yr\(^{-1}\). Nevertheless, the contributions match the observations better than might be expected...
The TG around India, in region 12, range between 0.3 and 1.8 mm yr\(^{-1}\). The models tend to be lower, with values between -0.2 and 0.9 mm yr\(^{-1}\). This is due to the large groundwater extraction in this region (Fig. 2f). A possible explanation for the observation-model discrepancy could be large subsidence, which is often a consequence of the extraction of groundwater (Holzer and Johnson, 1985), and not included in these models.

Figure 8 shows regions 13 and 14. Region 13 contains the largest number of observations (68 records), of which the majority is located along the Japanese coast. Most of the TG trends are positive, although the variation is large and covers a wide range between -1.1 and 6.9 mm yr\(^{-1}\). The models also show large variations, albeit on a smaller range, between -1.5 and 2.5 mm yr\(^{-1}\). Some of the TG indicate very high trends, not reproduced by the models. However, for this specific region, it is important to keep in mind that this is a tectonically active region, which influences the TG measurements. Even though records with sharp jumps are removed, earthquakes may cause crustal movements on longer timescales as well, which contaminates the TG signal.

In conclusion we see that, although observed values may not be captured exactly, the observations and models often fall within a similar range. Both GIA and the steric contribution explain large parts of the observations. Especially in regions with strong GIA, the agreement between TG and models is good. Generally, TG values show larger variability than the model values, indicating that the models are probably too coarse to fully capture local changes, or that maybe there is a process missing. To partly eliminate the local effect, the next section will focus on regional averages.

### 3.3 Regional comparison

The individual values are now sorted in 14 regions, and a mean and standard deviation is computed for each region (Fig. 9a), showing the observations in blue and the average of the nearest model points in red. In all regions, the observed mean \( \pm 1\sigma \) and the model mean \( \pm 1\sigma \) overlap at least partially. A good agreement between regional tide-gauge observations and models is found in regions 3, 4, 5, 6, 8, 9 and 14, with differences less than 0.3 mm yr\(^{-1}\). This indicates that, although the point-by-point comparison may not be perfect, the models do capture the regional tendency quite well. With differences between 0.4 and 0.7 mm yr\(^{-1}\), regions 2, 11, 12 and 13 are not as good, but still reasonable. Only in three regions are the differences larger than 0.9 mm yr\(^{-1}\) (1, 7, 10). However, if we look at the relative difference with respect to...
the mean of the TG observations, region 10 actually shows a rather good match, with only a 20% difference. In region 1, the modelled pattern shows a strong gradient towards the open sea due to glacier melt and GIA. Since at each TG the nearest ocean value is taken from the net contributions, this leads to an overestimation in the net contribution average. There is also a large difference between the observed and model mean in region 7. While in this region there is mostly an agreement on the sign between observations and models, the values in the models are much smaller than the observed values. This is due to the modelled land ice contribution, which causes a large gradient at the South American coast (Fig. 2a, b). Overall, Fig. 9a shows that on a regional scale the models can explain the observations reasonably well in most of the regions.

In Fig. 9b, the regional values are denoted by the red crosses, and the individual values in black crosses. The individual values are scattered around the regional mean values, displaying a large variability within the regions, which is represented by the regional standard deviation. A linear least squares regression on the regional values results in the solid green line, which has an $R^2$ value of 0.87, and a regression coefficient of 1.07. For the individual values, the $R^2$ is 0.61 and the regression coefficient 0.83, shown by the dashed green line. This means that the models slightly overestimate the regional values, but underestimate the individual measurements more. It also demonstrates that the regional values are better captured than the individual values. We note that these results are heavily influenced by the inclusion of region 10, the Northern Baltic. Without this region, the regional $R^2$ drops to 0.46, although the regression coefficient is still 0.64 (solid blue line). For the local values, the $R^2$ is
only 0.25 and the regression coefficient 0.59, which means that about half of the measurements can be explained by the models (dashed blue line).

Figure 9a and b also show that the variability in the TG observations is mostly larger than in the net contributions. There may be several reasons for the smaller range in the net contributions. It might be caused by the relatively coarse spatial resolution of the grid, since the net contributions are computed on a $1 \times 1$ degree grid, averaging all contributions within the grid box and neglecting sub-grid variability. However, it may also indicate that there is a process missing from the contributions, which might not be directly related to climate change, such as subsidence, local sedimentary processes or tectonics. These particular processes, acting on a small local scale, may be responsible for the larger spread in TG observations.

Figure 10 shows a histogram of the individual TG observations (blue, 285 points), models at the TG locations (red, 285 points) and all ocean grid points (black, 41434 points). The maximum of the TG is in the $1 \text{ mm yr}^{-1}$ bin, as is the maximum for all model points. For the model points near the TG, the maximum is in the $1.5 \text{ mm yr}^{-1}$ bin, and they have the smallest total range and a large central value. The TG have slightly longer tails and a flatter shape, thus indicating a larger variability for the TG. The series showing all model points has a long tail of lower values, which is due to the inclusion of land ice patterns with negative values close to the ice melt regions. The difference between the red and black series indicates that the locations where the TG are located are not fully representative for the entire ocean surface area, which is not surprising since the TG are generally located at the coast and heavily biased towards the Northern Hemisphere.

4 Discussion

4.1 Varying the contributions

So far, the fields of the different contributions have remained unchanged throughout this study. In this section however, the dependency of the results on the estimates of the contributions used in the previous section will be examined in order to see how changes in the individual contributions affect the explained variance.

As a simple test, each of the contributions is varied by scaling them by 50 and 150%, one contribution at a time. We find that the regional $R^2$ (0.87 in Sect. 3.3) varies between 0.81 and 0.90, with the exception of a 50 % reduction in GIA, which led to an $R^2$ of only 0.62. The regression coefficient (originally 1.08), varies marginally between 1.04 and 1.09, again with the exception of GIA, which gives 1.70 for 50 % GIA and 0.72 for 150 % GIA. If the $1\sigma$ uncertainties of each contribution are used instead of simple scaling, the differences in regional $R^2$ vary between 0.82 and 0.89, and the regression coefficients between 1.05 and 1.08, again with the exception of GIA, which gives 1.29 for GIA– $1\sigma$ and 0.89 for GIA+$1\sigma$. This shows that, although small improvements may be made in some regions, in other regions the agreement decreases when one contribution at a time is changed. None of the options gives a structural improvement for all regions, and only varying GIA showed significant influence on the results. This shows that it is very important to have a good GIA estimate, while for all other contributions the response to scaling is minimal and thus the magnitude less critical.

We therefore test how the results change when we replace the GIA contribution of Peltier (2004) by the GIA model of Lambeck (ANU model Nakada and Lambeck, 1988, updated in 2004–2005). We find that this improves the results in 5 regions, but it decreases the match in the other regions. The $R^2$ is 0.80 and the regression coefficient 0.95, which is a lower $R^2$ and similar regression coefficient as before. We therefore decided to use the Peltier (2004) GIA as the standard data set in this study.

Instead of varying the contributions one at a time, we can also allow all contributions to change at the same time, and minimise the error for all tide gauge locations. Using simple linear regression, we find

$$
\text{Obs} = (0.01 \times \text{steric}) + (1.10 \times \text{ice sheets}) + (2.24 \times \text{GIC}) + (0.89 \times \text{GIA}) + (0.71 \times \text{AL}) + (-0.58 \times \text{terr}).
$$

For some contributions the optimised scaling seems physically reasonable, such as for ice sheets and GIA. However, others are required to scale far outside their error bounds or even switch sign, such as the terrestrial contribution.
Since there is a difference between the global mean of the observations (1.8 mm yr\(^{-1}\)) and the contributions (1.3 mm yr\(^{-1}\)), the option for a spatial field with a constant value was included in the optimisation, which results in the following:

\[
\text{Obs} = (-0.09 \times \text{steric}) + (0.54 \times \text{icesheets}) + (1.89 \times \text{GIC}) + (0.90 \times \text{GIA}) + (1.15 \times \text{AL}) + (-0.48 \times \text{terr}) + 0.58.
\]  

(3)

In this case, the scaling in GIA and AL seems physically possible, while the other values again suggest changes far outside the error bounds or a reverse of the signal. The constant of 0.58 mm yr\(^{-1}\) suggests that the entire field should be increased by this value, which is about the initial difference in the global mean. This all shows that while it is mathematically possible to minimise the error, this does not give physically meaningful results. These tests indicate that changes in magnitude of the contributions are not the sole solution to better closure, but that changes in the regional patterns or the addition of other, more local, contributions are needed to further improve and constrain the results.

One of the shortcomings is the estimate of the vertical displacement, which includes more than just GIA, such as for instance land subsidence. In a recent publication, Wöppelmann et al. (2014) used observations from the global positioning system (GPS) to correct TG measurements for vertical movements. Of their 76 TG stations, 51 overlap with the TGs used in this study. Although the data presented by Wöppelmann et al. (2014) cover a different period, we extracted the GPS correction from their supplementary data under the assumption that the GPS signal is stationary over the period studied (as is assumed in Wöppelmann et al., 2014). We compared the 51 GPS-corrected TG stations to the models minus the GIA component (which is already included in the GPS correction), versus the same 51 uncorrected TG stations compared to the full model set. We find that the GPS correction gives similar or better results in 11 of the 13 regions covered by the 51 TG stations. This means that if GPS corrections were available for a larger set of TGs, it would be beneficial for the amount of explained variability in our TG set and worthwhile to include in the analysis. It also implies that the explained variability can be improved by including more local processes rather than large-scale climate-driven processes.

4.2 Global mean budget closure

While this paper focuses on regional sea-level change, we here discuss the closure of the global mean sea-level budget. In Church et al. (2011) (hereafter C11), the different contributions and the observed global mean sea-level change were found to agree within 0.05 mm yr\(^{-1}\) for the period 1972–2008, while for the contributions used in this study there is a difference of 0.51 mm yr\(^{-1}\) (Table 2).

The contribution for AIS in this study is smaller than in C11, but C11 states that the AIS contribution can vary between 0 and 0.4 mm yr\(^{-1}\). For GIS, there is only a very small difference. The difference seems larger for the GIC, but since the trend in the Cogley (2009b) data used in C11 for the period 1961–2003 is lower than for 1972–2008, the difference is only 0.05 mm yr\(^{-1}\).

For the steric contribution, Domingues et al. (2008) data are used for the upper 700 m, while we use Levitus et al. (2012) for the upper 2000 m. This results in a difference of 0.18 mm yr\(^{-1}\) for the steric component. However, the data from Domingues et al. (2008) give a 0.15 mm yr\(^{-1}\) lower estimate for the period 1961–2003 than for the C11 period. Hence the difference is again mainly caused by the different time periods considered.

For the terrestrial exchange component, C11 use the same data for the water impoundment behind dams, but due to the difference in period their contribution is less negative than the value used in this study as a result of larger groundwater extraction and fewer dams being constructed in more recent periods. In addition, C11 uses the lower estimates from Konikow (2011) for the groundwater extraction component, and adds a third component to the terrestrial exchange, termed natural terrestrial storage, both of which could not be included in this study because the spatial data was not available.

Overall, the difference between the budget closure in C11 and this study can be explained mainly by the difference in time period. While the contributions indicate larger trends for the later period, the TG-observed change is very similar, leading to a discrepancy over the 1961–2003 period. However, the availability of regional data limits the current analysis to the period up to 2003.

5 Summary and conclusions

This study compared TG-observed sea-level trends to regional sea-level patterns of different contributions for the period 1961–2003 to see how much of the measurements could be explained. The following contributions are included: land ice, steric, GIA, terrestrial water storage and atmospheric loading.

When comparing the individual observations to the net contributions (Sect. 3.2), we found that some of the observations could be explained rather well, while others showed large differences from the net contributions. Key processes in the explanation are the steric contribution, because of its high spatial variability, and the GIA, which can have a large regional influence. The regional means (Sect. 3.3) showed a better match of TG and net contributions in the regions than for the individual values, with high values for \(R^2\) and a regression coefficient close to 1. Moreover, the observations and models overlap within a 1σ uncertainty range in all regions. The reason for the improvement is probably that by averaging over the regions, the extreme values of local measurements become less important.
A comparison of probability distributions showed that the variability in the TG observations is slightly larger than in the net contributions. This can point to either too little variability in the contributions included, a missing contributing process, or may be inherent to the observations, which measure highly localised changes and might thus include non-climate related changes such as harbour works, local sedimentary processes or local tectonics.

The influence of variations on the estimates of the contributions, and how this might improve the explained variability in some regions, was discussed in Sect. 4.1. It appeared that changing the contributions one at a time, either by scaling or by using the 1σ uncertainties, leads to marginal changes and none of them improved the results in all regions at the same time. Only scaling the GIA contribution leads to significant changes, but it does not give any improvements, nor does replacing the GIA by another estimate. When optimising for all contributions simultaneously, the results were not physically meaningful and required scaling the contributions far out of their respective uncertainty ranges. From this we can conclude that improvements need not necessarily be expected from changing the magnitude of the included contributions, but rather from spatial changes in the patterns of the regional distributions.

It can be concluded that the understanding of the processes seems to be relatively good at a larger, regionally averaged scale. The inclusion of the GIA contribution plays a large role in explaining the measurements. However, there is still a long way to go in the explanation of individual TG measurements. This includes not only improving the regional distributions of each of the modelled contributions, but possibly also adding other, more localised processes such as wind effects, changes in sediment transport or subsidence. A useful addition on the measurement side would be to equip each TG station with GPS measurements to correct for vertical and horizontal movements of the earth, which is being done at some TG stations now.
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