In situ variability of mass-specific beam attenuation and backscattering of marine particles with respect to particle size, density, and composition
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Abstract

This study analyzes relationships between concentration of suspended particles represented by dry mass, [SPM], or area, [AC], and optical properties including particulate beam attenuation ($c_p$), side scattering ($b_s$), and backscattering ($b_{bp}$), obtained from an intensive sampling program in coastal and offshore waters around Europe and French Guyana. First-order optical properties are driven by particle concentration with best predictions of [SPM] by $b_{bp}$ and $b_s$ and of [AC] by $c_p$. Second-order variability is investigated with respect to particle size, apparent density (dry weight-to-wet-volume ratio), and composition. Overall, the mass-specific particulate backscattering coefficient, $b_{bp}^{m} (= b_{bp} / [SPM])$, is relatively well constrained, with variability of a factor of 3-4. This coefficient is well correlated with particle composition, with inorganic particles having values about three times greater ($b_{bp}^{m} = 0.012 m^2 g^{-1}$) than organic particles ($b_{bp}^{m} = 0.005 m^2 g^{-1}$). The mass-specific particulate attenuation coefficient, $c_p^{m} (= c_p / [SPM])$, on the other hand, varies over one order of magnitude and is strongly driven (77% of the variability explained) by particle apparent density. In this data set particle size does not affect $c_p^{m}$ and affects $b_{bp}^{m}$ only weakly in clear (case 1) waters, despite size variations over one order of magnitude. A significant fraction (40–60%) of the variability in $b_{bp}^{m}$ remains unexplained. Possible causes are the limitation of the measured size distributions to the 2–302-µm range and effects of particle shape and internal structure that affect $b_{bp}$ more than $c_p$ and were not accounted for.

The inherent optical properties (IOPs, see Table 1 for notation and abbreviations) of particles suspended in seawater (e.g., phytoplankton, detritus, heterotrophic bacteria, viruses, and mineral particles) are driven to first order by their concentration. Second-order effects are caused by variations in particle size, material composition (i.e., refractive index), shape, and internal structure. Strong relationships are generally found between IOPs and suspended particulate matter concentration, [SPM] (Babin et al. 2003; Boss et al. 2009a), or chlorophyll a concentration, [Chl a], widely used as an index of phytoplankton biomass (Bricaud et al. 1998; Loisel and Morel 1998). Such relationships were derived from in situ measurements, whereas our present understanding of the effect of particle characteristics on IOPs is mainly based on laboratory measurements and theoretical calculations. For instance, studies investigating optical variability of phytoplankton cells with cell size and refractive index (Morel and Bricaud 1986; Ahn et al. 1992; Vaillancourt et al. 2004) or induced by environmental factors (Stramski and Morel 1990; Stramski et al. 2002) were performed in laboratories. Other laboratory studies focused on optical variability of mineral particles (Volten et al. 1998; Stramski et al. 2007). Studies of optical variability with respect to particle size and refractive index (Morel and Bricaud 1981; Morel and Ahn 1991; Stramski and Kiefer 1991) as well as shape and refractive index (Morel and Bricaud 1981; Morel and Ahn 1991; Stramski and Kiefer 1991) as well as shape and French Guyana. First-order optical properties are driven by particle concentration with best predictions of [SPM] by $b_{bp}$ and $b_s$ and of [AC] by $c_p$. Second-order variability is investigated with respect to particle size, apparent density (dry weight-to-wet-volume ratio), and composition. Overall, the mass-specific particulate backscattering coefficient, $b_{bp}^{m} (= b_{bp} / [SPM])$, is relatively well constrained, with variability of a factor of 3-4. This coefficient is well correlated with particle composition, with inorganic particles having values about three times greater ($b_{bp}^{m} = 0.012 m^2 g^{-1}$) than organic particles ($b_{bp}^{m} = 0.005 m^2 g^{-1}$). The mass-specific particulate attenuation coefficient, $c_p^{m} (= c_p / [SPM])$, on the other hand, varies over one order of magnitude and is strongly driven (77% of the variability explained) by particle apparent density. In this data set particle size does not affect $c_p^{m}$ and affects $b_{bp}^{m}$ only weakly in clear (case 1) waters, despite size variations over one order of magnitude. A significant fraction (40–60%) of the variability in $b_{bp}^{m}$ remains unexplained. Possible causes are the limitation of the measured size distributions to the 2–302-µm range and effects of particle shape and internal structure that affect $b_{bp}$ more than $c_p$ and were not accounted for.

It is generally observed that particulate attenuation ($c_p$), scattering ($b_s$), and backscattering ($b_{bp}$) coefficients (units: $m^{-1}$) increase with concentration of suspended particles. The mass-specific attenuation ($c_p^{m}$), scattering ($b_s^{m}$), and backscattering ($b_{bp}^{m}$) coefficients are expected to vary with the nature of the particles (size, refractive index, structure, shape, and composition). These mass-specific optical coefficients represent an optical cross-section per unit mass in units of $m^2 g^{-1}$. Understanding their variability is of fundamental importance for radiative transfer studies in marine waters, studies coupling optics with ecosystem and biogeochemical models, in situ monitoring of suspended particle dynamics, as well as for ocean color remote sensing. For instance, $b_{bp}$ normalized by [SPM] or [Chl a] strongly influences the remote-sensing retrieval accuracy of [SPM] or [Chl a], respectively (Brown et al. 2008; Loisel et al. 2010; Nechad et al. 2010). Suspended particles affect the propagation of light in the ocean and light availability to marine organisms. Direct laboratory measurements of
Table 1. Notation and abbreviations.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Parameter definition, units</th>
</tr>
</thead>
<tbody>
<tr>
<td>([\text{AC]})</td>
<td>Total particle projected area concentration, m(^{-1})</td>
</tr>
<tr>
<td>([\text{AC}]_i)</td>
<td>Particle projected area concentration in the (i)th bin of the LISST</td>
</tr>
<tr>
<td>(a_p)</td>
<td>Particulate absorption coefficient, m(^{-1})</td>
</tr>
<tr>
<td>(b_p)</td>
<td>Particulate scattering coefficient, m(^{-1})</td>
</tr>
<tr>
<td>(b_p^m)</td>
<td>(b_p\cdot\text{[SPM]}), mass-specific scattering coefficient, m(^2) g(^{-1})</td>
</tr>
<tr>
<td>(b_{by})</td>
<td>Particulate backscattering coefficient, m(^{-1})</td>
</tr>
<tr>
<td>(b_{by}^m)</td>
<td>Backscattering ratio, (b_{by}/b_p), dimensionless</td>
</tr>
<tr>
<td>(b_s)</td>
<td>Side scattering coefficient, relative to a formazine particle suspension, FNU</td>
</tr>
<tr>
<td>(b_s^m)</td>
<td>(b_s\cdot\text{[SPM]}), mass-specific side scattering coefficient, FNU m(^3) g(^{-1})</td>
</tr>
<tr>
<td>CDOM</td>
<td>Colored dissolved organic matter</td>
</tr>
<tr>
<td>([\text{Chl} a])</td>
<td>Chlorophyll (a) pigment concentration, (\mu \text{g}) L(^{-1})</td>
</tr>
<tr>
<td>(c_p)</td>
<td>Particulate beam attenuation coefficient, m(^{-1})</td>
</tr>
<tr>
<td>(c_p^m)</td>
<td>(c_p\cdot\text{[SPM]}), mass-specific beam attenuation coefficient, m(^2) g(^{-1})</td>
</tr>
<tr>
<td>(D_s)</td>
<td>Mean particle diameter, weighted by area, (\mu \text{m})</td>
</tr>
<tr>
<td>(D_i)</td>
<td>Mean diameter of the (i)th LISST size class, (\mu \text{m})</td>
</tr>
<tr>
<td>(\chi)</td>
<td>Hyperbolic slope of the particle number concentration size distribution</td>
</tr>
<tr>
<td>IQR</td>
<td>Interquartile range, difference between 75({}^{th}) and 25({}^{th}) percentile value</td>
</tr>
<tr>
<td>MPE</td>
<td>Median relative prediction error, see Web Appendix for definition</td>
</tr>
<tr>
<td>(N(D)dD)</td>
<td>Number of particles in the size range (D) to (dD), dimensionless</td>
</tr>
<tr>
<td>(N(D_i)dD)</td>
<td>Number of particles in the (i)th LISST size class per unit volume and per unit diameter increment, (\mu \text{L}) L(^{-1}) (\mu \text{m})(^{-1})</td>
</tr>
<tr>
<td>(N)</td>
<td>Real part of the refractive index, relative to water, dimensionless</td>
</tr>
<tr>
<td>(n_o)</td>
<td>Total number of observations</td>
</tr>
<tr>
<td>(n_s)</td>
<td>Number of outliers, identified as described in the Web Appendix</td>
</tr>
<tr>
<td>([\text{PIC]})</td>
<td>Particulate inorganic carbon concentration, (\mu \text{g}) L(^{-1})</td>
</tr>
<tr>
<td>([\text{PIM]})</td>
<td>Particulate inorganic matter concentration, g m(^{-3})</td>
</tr>
<tr>
<td>([\text{POC]})</td>
<td>Particulate organic carbon concentration, (\mu \text{g}) L(^{-1})</td>
</tr>
<tr>
<td>([\text{POM]})</td>
<td>Particulate organic matter concentration, g m(^{-3})</td>
</tr>
<tr>
<td>PPE</td>
<td>Particle size distribution</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root mean square error (see Web Appendix)</td>
</tr>
<tr>
<td>([\text{SPM]})</td>
<td>Suspended particulate matter concentration, g m(^{-3})</td>
</tr>
<tr>
<td>([\text{VC]})</td>
<td>Total volume concentration of particles, (\mu \text{L}) L(^{-1})</td>
</tr>
<tr>
<td>([\text{VC}]_i)</td>
<td>Volume concentration of particles in the (i)th LISST size class, (\mu \text{L}) L(^{-1})</td>
</tr>
</tbody>
</table>

Biogeochemical components are not practically feasible at the spatial and temporal scales required to validate ecosystem and biogeochemical models. Optical measurements can be used to accommodate this need.

Since the early 1970s, when the first commercial transmissometers became available, relationships between [SPM] (in g m\(^{-3}\)) and \(c_p\) or \(b_p\) have been examined in open ocean and coastal waters (Gibbs 1974; Carder et al. 1975; Pak and Zaneveld 1977). Values of \(c_p^m\) or \(b_p^m\) reported in the literature vary over one order of magnitude, from 0.05 m\(^2\) g\(^{-1}\) to 1.5 m\(^2\) g\(^{-1}\) (Baker and Lavelle 1984; Wells and Kim 1991; Gardner et al. 2001, but see Hill et al. 2011 for a comprehensive overview). Theoretical and experimental work focused on the effect of particle size on \(c_p^m\) and \(b_p^m\) (Pak et al. 1970; Spinrad et al. 1983; Baker and Lavelle 1984). However, despite large variability in particle size, in situ measurements of \(c_p^m\) vary much less (Bunt et al. 1999; Mikkelsen and Pejrup 2000). The recent modeling work of Boss et al. (2009b) suggests that the process of particulate aggregation, the formation of flocs composed of mineral and organic particles with water trapped in between, constrains the sensitivity of \(c_p^m\) to particle size. This hypothesis is supported by in situ measurements of Hill et al. (2011). Inverse relationships between \(b_p^m\) and particle diameter may, however, be found when particles are less aggregated (Wozniak et al. 2010).

An explanation of the observation that \(b_p^m\) is significantly lower in coastal waters (\(\sim 0.5\) m\(^2\) g\(^{-1}\)) than in open ocean waters (\(\sim 1\) m\(^2\) g\(^{-1}\)) was given by Babin et al. (2003) on the basis of Mie scattering calculations, modeling marine particles as homogeneous, solid spheres. In coastal waters, where mineral material is more common than organic
material, the larger apparent density, $\rho_{ap}$ (particle dry weight:wet volume), of the former counterbalances the effect of its higher refractive index. This explanation has, however, been challenged by several studies (Martinez-Vicente et al. 2010; Woźniak et al. 2010). Seasonal changes of $b_p^m$ in a low-turbidity station in the western English Channel have been related to the composition of particulate organic matter, POM (Martinez-Vicente et al. 2010). Bowers et al. (2009) show that the variability of $b_p^m$ in a shallow shelf sea dominated by mineral aggregates is mainly explained by changes in the aggregate apparent density, $\rho_{ag}$ (dry weight:wet volume ratio of material in the aggregate), whereas particle size has only little effect on $b_p^m$. Note that there is a difference between $\rho_{ap}$ and $\rho_{ag}$. Whereas wet volume in $\rho_{ap}$ refers to the particle internal fluid volume, it refers to the aggregate interstitial fluid volume in $\rho_{ag}$. Hill et al. (2011) suggest that the large range of $e_p^m$ and $b_p^m$ values are caused by variability in particle composition, size, and the finite acceptance angle of the optical instruments. Also, [SPM] has been measured using various protocols with varying filter pore sizes, filter types, and corrections for residual salts. The choice of statistical approach (e.g., simple descriptive statistics vs. regression analysis) may also influence the apparent range of variability of normalized IOPs (see McKee et al. 2009 for similar effects on the particulate backscattering-to-scattering ratio, $b_{hp}$).

Much less is known about the relationship between $b_{hp}$ and [SPM], the variability of $b_p^m$, and even about the sources of $b_{hp}$ itself. This is due to a lack of an appropriate theoretical framework for modeling $b_{hp}$ and of commercial in situ sensors for determination of $b_{hp}$ that became available only since the mid-1990s. Our understanding of the major contributors to $b_{hp}$ in natural waters is uncertain and it is unknown which particles backscatter light most efficiently (Stramski et al. 2004). Mie scattering theory suggests substantial contributions to $b_{hp}$ from submicron particles (Stramski and Kiefer 1991), but there is strong evidence that application of this model is inappropriate for computations of $b_{hp}$ for natural particle assemblages (Bohren and Singham 1991; Kitchen and Zaneveld 1992; Clavano et al. 2007). In situ measurements of bulk and size-fractionated measurements of $b_{hp}$ in the open ocean showed strong contributions to $b_{hp}$ from particles larger than 3 $\mu$m and negligible contributions from particles below 0.2 $\mu$m (Dall’Olmo et al. 2009).

Studies of the relationship between $b_{hp}$ and [SPM] are not always consistent. Some studies show good correlations between $b_{hp}$ and [SPM] (Boss et al. 2009a), whereas others find better correlations with particulate inorganic matter concentration ([PIM]) than with [SPM] (Deyong et al. 2009; Martinez-Vicente et al. 2010). McKee and Cunningham (2006) observed good correlations between $b_{hp}$ and both [SPM] and [PIM] in mineral-dominated turbid waters in the Irish Sea, whereas much weaker correlations were found in clear, more organic-dominated waters. Snyder et al. (2008) show evidence of spatial variability of $b_{hp}$ along the U.S. coast and found significant differences between the mass-specific coefficients $b_{hp}$:[PIM] and $b_{hp}$:[POM], where [POM] is the particulate organic matter concentration, and [SPM] = [PIM] + [POM]. Several studies in U.S. coastal waters showed that [SPM] correlates better with $b_{hp}$ than with $c_p$ or $b_p$ (Snyder et al. 2008; Boss et al. 2009a). The projected surface area concentration of suspended particles, [AC], is also known to correlate well with $b_{hp}$. On the basis of a laboratory experiment, Hatcher et al. (2001) found $b_{hp}$ to increase with [AC] of phytoplankton-mud aggregates larger than 10 $\mu$m, despite a drop in [SPM]. Flory et al. (2004) found $b_{hp}$ to linearly increase in situ with [AC] of aggregates larger than 100 $\mu$m.

Various types of instruments are available to obtain the particle size distribution (PSD), such as electrical impedance particle sizers (Coulter Counter), laser diffractometers (laser in situ scattering and transmissometry device, Sequoia Scientific, LISST), and particle imaging systems (FlowCAM), but none of these instruments operates over the full optically significant size range from submicron particles to large millimeter-sized flocs. Electron microscopy could cover a broader range (including submicron particles), but is hampered by complex sample preparation, treatment, and analysis (Wells and Goldberg 1994; Peng and Effler 2007, 2010). The LISST-100X instrument series offer several advantages including rapid in situ measurements over relatively large volumes of water and coverage of a broad size range (1.25–250 $\mu$m for type B and 2.5–500 $\mu$m for type C). Also, unlike the Coulter Counter and the FlowCAM, there is no need for discrete water sampling or sample handling, which may disrupt fragile aggregates. LISST instruments have been shown to provide PSDs that are comparable with other sizing instruments over a wide range of environmental particle types (Agrawal et al. 2008; Andrews et al. 2010; Reynolds et al. 2010). However, to obtain particle size information, an optical model needs to be assumed for inversion of the angular pattern of near-forward scattered light recorded by the LISST. Assumptions on the refractive index of the particles significantly affect the retrieved PSD (Andrews et al. 2010), especially for particles below 20 $\mu$m. Other disadvantages of the LISST are its lower size resolution and hence its inability to detect narrow features in the PSD (Reynolds et al. 2010).

Despite recent availability of the required optical instrumentation, studies combining measurements of optical properties of marine particles with investigations of the fundamental causes driving their variability (particle size, apparent density, refractive index, and composition) are rare. Particularly, investigations of optical variability with respect to particle size are limited by the lack of measurements of the PSD over the full optically significant size range. Coverage of submicron particles is of special concern, given that under typical conditions in the open ocean and at 550 nm Mie theory predicts dominant contributions (70–90%) to $b_{hp}$ and significant contributions (up to 50%) to $c_p$ (Stramski and Kiefer 1991). Fractionation experiments in open ocean and coastal waters, however, suggest contributions from submicron particles to $b_{hp}$ of only 10–30% and a much greater importance of particles larger than 3 $\mu$m of 53% ± 7% (at 470 nm, Dall’Olmo et al. 2009) and about 70% (at 440 nm, Roesler and Boss 2008), respectively.
In the present study, we present and analyze combined measurements of in situ optical properties, particle concentration, apparent density, composition, and size distribution (obtained with a LISST, covering the size range 2.4-302 µm). An intensive sampling program (366 stations) in optically complex coastal and more offshore waters around Europe and French Guyana was carried out. Optical properties ($c_p$, $b_s$, and $b_{bp}$), [SPM], and the PSD were determined by the same people using the same instruments and protocols. The objectives are to reinvestigate the relationships between optical properties ($c_p$, $b_s$, and $b_{bp}$) and proxies of particle concentration, such as [SPM] and [AC]. We also investigate the feasibility of assessing variability of $b_{bp}^m$ and $c_p^m$ with respect to bulk particle composition, apparent density, and size.

Methods

Description of the study areas—Fourteen sampling campaigns in coastal and offshore waters were conducted between April 2008 and July 2010, covering a wide variety of suspended particles in terms of concentration, composition, and size. A total of 366 stations was visited: 213 in the southern North Sea and the English Channel (April, June, July 2008, 2009, and 2010; September 2008 and 2009; January 2010), 59 in the northeast Atlantic Ocean (June 2008, 2009 and 2010), 60 in the Ligurian Sea (March 2009), and 34 in French Guyana waters (October 2009). A map of the sampling locations is shown in Fig. 1.

The southern North Sea and the English Channel are shallow sea regions, rarely deeper than 50 m, subject to strong semidiurnal tidal currents with a typical amplitude of 1 m s$^{-1}$. Particles in suspension originate from various sources, including coastal and sea-bottom erosion, river discharges, inflow from the Atlantic Ocean, atmospheric dust, and dredging operations. A decrease of [SPM] with distance from the coast is generally observed, from above 100 g m$^{-3}$ in the nearshore waters to below 0.5 g m$^{-3}$ in the deepest offshore waters. The cruise periods in the southern North Sea cover the bloom onset, development, and collapse of the prymnesiophyte Phaeocystis globosa and the dinoflagellate Noctiluca scintillans, as well as periods of lower biological activity. Particle composition shows high seasonal variability (Loisel et al. 2007; Astoreca et al. 2009; Martinez-Vicente et al. 2010).

The northeastern Atlantic waters between the Bay of Biscay and the Galicia Bank are typically case 1 waters with IOPs driven by phytoplankton and associated materials.
Water samples were taken on and off the continental shelf with water depths varying between 20 and 300 m and [SPM] usually below 2 g m$^{-3}$. In June 2010, a bloom of an as yet unidentified heliozoan species occurred (F. Gomez pers. comm.). The Ligurian Sea between Corsica and northwest Italy is typically case 1, though a number of case 2 stations were sampled close to the Italian coast near the Arno River outflow. Samples were taken on and off the continental shelf with water depths varying between 30 and 500 m.

The French Guyana coastal waters are turbid and their IOPs are mainly driven by mineral particles of terrestrial origin (Loisel et al. 2009). These waters are strongly influenced by the Amazon river and affected by local features such as mud banks (Froidefond et al. 2002, 2004; Vantrepotte et al. in press).

**Optical measurements**—At each station, an optical profiling package was deployed in surface waters for several minutes, followed by a vertical profile from the surface to 2–3 m above the bottom. The package included a conductivity–temperature–depth profiler (Sea Bird), a Western Environmental Technology Laboratory (WET Labs) ECO BB-9 backscattering instrument, a WET Labs ECO-Fl chlorophyll fluorometer, a WET Labs C-Star transmissometer for beam attenuation, a WET Labs ac-s for hyperspectral attenuation and absorption measurements, and a Sequoia Scientific LISST-100X (type C) device for PSD and beam attenuation measurements. The ac-s was equipped with a SeaBird 3K pump with a coarse mesh steel screen for water flow into the 10-cm path-length tubes. Data from the WET Labs instruments were collected and recorded with a WET Labs data handler (DH-4) as a function of time for each of the instruments, enabling simultaneous collection, time stamping, storage, and merging of data from different instruments. The sampling frequency of all instruments was 1 Hz. At each station and for each instrument, about 100–200 surface water scans were collected and median averaged. The difference between the 75th and 25th percentile value, known as the interquartile range (IQR), was taken as a measure of dispersion. These statistics are more robust to outliers than the mean and the standard deviation.

Beam attenuation ($e$) is calculated from light transmission ($T$), which is the light intensity reaching a detector through a sample relative to a blank. Let $l$ be the path length of the instrument, then $e = -l^{-1} \ln(T)$. The C-Star measures $e$ at 660 nm ($\pm 20$ nm) over a 10-cm path length and has an in-water acceptance angle of $1.2^\circ$. The C-Star instrument was calibrated by WET Labs on a yearly basis and additional calibrations with MilliQ water were carried out three times per campaign. After calibration, the C-Star measurement directly gives $e_p$ (units: $m^{-1}$), assuming that colored dissolved organic matter does not absorb at 660 nm. In addition to near-forward scattering (which is inverted to provide particle size information as described in the next section), the LISST records $e$ at 670 nm ($\pm 0.1$ nm) over a 5-cm path length with an in-water acceptance angle of 0.0135°. The LISST gives $e_p$ after calibration with MilliQ water performed before and after each campaign assuming that CDOM does not absorb at 670 nm.

The ac-s records the absorption and attenuation spectrum at 4-nm resolution between 400 and 730 nm with 15-nm bandwidth, has a 10-cm path length, and an in-water acceptance angle of 0.93°. A MilliQ water calibration was performed before and after each campaign. Temperature and salinity corrections were performed on the raw data (Pegau et al. 1997), and absorption measurements were corrected for residual scattering following Sullivan et al. (2006).

During two selected campaigns, a WET Labs ac-s instrument was deployed vertically on a bench in the wet lab of the ship. Surface water sampled simultaneously with the optical package was passed through the measuring tubes manually. The instrument measures absorption and attenuation in nine bands: 412, 440, 488, 510, 555, 630, 650, 676, and 715 nm, has a 25-cm path length, and an in-water acceptance angle of 0.93°. A water calibration using MilliQ water was performed on a daily basis. Data were recorded for 2 min, and then median-averaged over 0.5 min of noise-free data. Temperature and salinity were recorded together with the data using a Hanna digital thermometer and a Seabird thermosalinometer SBE-21, respectively. Temperature and salinity corrections, as well as a residual scattering correction, were performed similarly to the ac-s measurements.

Backscattering coefficients $b_p(\lambda)$ at nominal wavelengths of 488, 510, 532, 595, 650, 676, 765, and 865 nm were collected with the ECO BB-9. The instrument records the volume-scattering function, $\beta$, at a fixed angle in the backward direction (124°, M. Twardowski pers. comm.). Data conversion from raw $\beta$ to calibrated $\beta$ was performed using the WAP software provided by WET Labs. Data were corrected for temperature and absorption effects and the contribution by pure water (Zhang et al. 2009) to $\beta$ was subtracted to obtain particulate volume-scattering function, $\beta_p$. Particulate backscattering coefficients, $b_{hp}$, were obtained from $\beta_p$ by multiplying by $2\pi x_\chi$, with $\chi = 1.1$ (Sullivan and Twardowski 2009). The BB-9 instrument was calibrated by WET Labs on a yearly basis. An additional correction of $b_{hp}$ by a factor 0.82 ($= 0.9:1.1$) was applied following Sullivan et al. (2005).

Turbidity, defined by ISO 7027 (1999) as “the reduction of transparency of a liquid caused by the presence of undissolved matter,” can be quantified in various ways (e.g., Secchi disk, light attenuation, side scatter). The Hach 2100P portable turbidity instrument measures the ratio of light scattered at an angle of 90° at a wavelength of 860 nm to forward transmitted light, as compared with the same ratio for a standard suspension of formazine. This optical measurement technique of turbidity from the side-scattering coefficient, $b_s$, is in accordance with ISO 7027 (1999). Turbidity, or $b_s$, expressed in formazine nephelometric units (FNU), was recorded on 10-mL subsamples in triplicate before and after filtration. These replicates were median averaged and the IQR was computed.

The spectral dependency of $e_p$ or $b_{hp}$ is beyond the scope of this paper and has been investigated by other authors (Snyder et al. 2008). Instead, we focus on $e_p$ and $b_{hp}$ at a wavelength of 650 nm, where the attenuation by particles ($e_p = a_p + b_p$) is essentially determined by their scattering.
properties because \( a_p \), the absorption by living and nonliving particles, only makes a very small contribution (Loisel and Morel 1998). For example, in this data set (272 observations) the median contribution of \( a_p \) to \( c_p \) is 1.5%, with a maximum of 6%.

**Water sampling**—At each station, water samples were collected just below the sea surface with 10-liter Niskin bottles simultaneously with in situ optical measurements. [SPM] was determined gravimetrically (Van der Linde 1998) by filtration of a known volume of seawater onto 47-mm Whatman GFF glass fiber filters with a nominal pore size of 0.7 \( \mu \)m, which effectively retain particles larger than about 0.4 \( \mu \)m in size. The filters were preashed at 140°C for 1 h, gently washed in 0.5 liters of MilliQ water, dried at 75°C for 1 h, preweighed on a Sartorius LE 2445 analytical balance with an accuracy of 0.1 mg, and stored in a desiccator for use within 2 weeks. Seawater samples were filtered immediately after collection on triplicate filters. To remove salt, filters were washed with 250 mL of MilliQ water after filtration. The samples were stored at \(-20^\circ\)C until further analysis in MUMM’s Marine Chemistry Laboratory, usually within a few months after sampling. Filters were dried for 24 h at 50°C and reweighed to obtain [SPM]. All SPM filtrations were carried out by G.N. in triplicate using the same protocol. From these, the median and IQR were computed for each sample. Observations where the IQR exceeded 45% of the median [SPM] value were rejected. Concentration of Chi \( u \) was determined by high-performance liquid chromatography. Water samples were filtered in duplicate through 0.7-\( \mu \)m Whatman 47-mm GFF glass fiber filters, which were stored in liquid nitrogen until analysis in the laboratory. Pigment data were then averaged.

During some selected campaigns (92 stations) the SPM sample filters were burned for 5 h at 450°C and then reweighed to obtain [PIM] and [POM] by difference. From April 2010 onward, seawater samples were analyzed for concentration of particulate organic (POC) and inorganic (PIC) carbon determined with a Thermo scientific carbon/hydrogen/nitrogen (CHN) elemental analyzer. Note that [SPM] includes all organic and mineral material above approximately 0.5–0.7 \( \mu \)m and [POC] and [POM] include autotrophic organisms, heterotrophic bacteria, and detritus. Observations were classified into clear (case 1) and turbid (case 2) waters using the relationship between \( b_{hp} \) (532 nm) and [Chl \( a \)] established by Loisel et al. (2010): \( b_{hp} = 0.00299 \times [\text{Chl } a]^{0.704} \). On the basis of their in situ data set, the threshold between case 1 and case 2 waters was set at \( b_{hp} = 3 \times 0.00299 \times [\text{Chl } a]^{0.704} \).

**Particle size and mean apparent density**—The scattering pattern at a wavelength of 670 nm in 32 logarithmically spaced scattering angles in the near-forward direction is recorded with a Sequoia Scientific LISST-100X type C described by Agrawal and Pottsmith (2000). The volume concentration for each of its 32 particle size classes is obtained through inversion of the angular forward-scattering pattern based on the principles of light diffraction. This inversion has traditionally been done using Sequoia Scientific’s inversion matrix based on a combination of Mie theory calculations (applicable strictly to homogeneous spherical particles) for several refractive indices.

Recently, empirically based inversion techniques for random-shaped particles became available (Agrawal et al. 2008). The term “random shaped” refers to the particles not having a preferred axis, excluding platy or elongated particles, and can be thought of as “spherical surfaces with random bumps, scratches, and digs superimposed” (Agrawal et al. 2008). This inversion mitigates the problem of an artificial rising tail at the fine-particle end of the number concentration PSD. This artifact was first attributed to particle shape effects by Agrawal et al. (2008), but Andrews et al. (2010) attributed it to a mismatch between the refractive index of small particles and the refractive index of the inversion matrix.

Although all aforementioned LISST inversions assume that particles are solid, the LISST has been found to size aggregates as well, if sufficiently opaque (Hill et al. 2011; Slade et al. 2011). This is consistent with Latimer’s (1985) modeling of an aggregate as a combination of a particle with lower index of refraction and a coated particle.

The random-shape inversion matrix (Agrawal et al. 2008) was used in this study, giving volume concentration, \([VC]\) (in \( \mu L^{-1} \)), in each size class \( i \) with geometric mean diameter \( D_i \) in the range 2–350 \( \mu m \). Note that Mie inversion shifts the size range to 2.5–500 \( \mu m \) for a type C LISST 100X operating at a wavelength of 670 nm. Basic MATLAB scripts for data processing, provided by Sequoia Scientific, were adapted by G. Neukermans for adequate data quality control, custom data processing, and visualization purposes. LISST data have been reported to show considerable instability in the smallest and largest size ranges (Traykovski et al. 1999; Jouon et al. 2008), likely due to the presence of particles smaller and coarser than the measured size range. Hence, data from the outer and inner rings were excluded from further analysis. Instability in the smallest size ranges has also been related to effects of stray light (Reynolds et al. 2010; Andrews et al. 2011).

Assuming spherical particles, the cross-sectional area concentration of particles in size bin \( i \), \([AC_i]\), (in \( m^{-1} \)), can be obtained from \([VC_i]\):

\[
[AC_i] = \frac{3}{2D_i} [VC_i],
\]

where \( 2 \leq i \leq 31 \) and \( 2.4 \mu m \leq D_i \leq 302.1 \mu m \). The total cross-sectional area and volume concentrations, \([AC]\) and \([VC]\), are obtained by summation over size classes 2 to 31. Andrews et al. (2010) compared \([AC]\) and \([VC]\) derived from a LISST 100X (type B) using various inversion matrices against microscopy data for phytoplankton and mixed field samples. They report ratios of LISST-derived \([AC]\) and \([VC]\) obtained with the random-shape matrix inversion to microscopy-derived \([AC]\) and \([VC]\) within the ranges of 0.56–0.98 and 0.34–1.08, respectively.

The mean apparent density of the suspended particle population, \( \rho_a \) (in \( kg \ L^{-1} \)), is the dry weight-to-wet-volume ratio:
\[
\rho_s = \frac{[\text{SPM}]}{[\text{VC}]}
\]  
(2)

The wet volume concentration, [VC], can refer to both the particle internal fluid volume as well as the aggregate interstitial volume. Note that particles with diameter above approximately 0.4 \(\mu m\) are retained on a GFF glass fiber filter (effective pore size of 0.7 \(\mu m\)), whereas [VC] only accounts for particles in the 2.4–302-\(\mu m\) range.

Marine particles are comprised of water and solid material. Let \(V_s\) and \(V_w\) be the volumes of solid and watery material, respectively, of which a particle is comprised and \(\rho_s\) be the density of the solid material. Then, \(\rho_a\) can be written as:

\[
\rho_a = \frac{V_s}{V_s + V_w} \rho_s
\]  
(3)

When the particle contains any water, \(\rho_a\) will be less than \(\rho_s\) and can be less than the density of seawater. For phytoplankton, \(\rho_a\) varies between 1.24 and 1.53 kg L\(^{-1}\) and \(V_w\) between 40% and 80% (Aas 1996), giving \(\rho_a\) between 0.25 and 0.92 kg L\(^{-1}\). For aggregated particles consisting of organic or inorganic compounds (or both), \(V_w\) is mostly interstitial and size dependent (Boss et al. 2009b) and can approach 100% for the largest aggregates. This results in \(\rho_a\) as low as 0.01 kg L\(^{-1}\).

A Junge power law distribution was fitted to the LISST data:

\[
N(D) =KD_i^{-\gamma}
\]  
(4)

with \(2 \leq i \leq 31\), where \(N(D)\) is the number of particles in size class \(i\) per unit volume and per diameter increment and \(\gamma\) is called the Junge parameter. The size distribution of marine particles is influenced by various physical and biological processes, so it is unlikely that its full complexity can be completely described by a relatively simple mathematical model such as the Junge model. This model, however, remains the most frequently used in optical studies. Its goodness of fit is evaluated by the \(R^2\) statistic, the relative deviation of the model from the observations, and the 95% confidence interval on the least-square estimation of \(\gamma\). Typical values of \(\gamma\) range between 3 and 5 (Jonasz 1983; Buonassissi and Dierssen 2010; Reynolds et al. 2010).

For a given particle population we define the mean diameter weighted by area, \(D_A\) (in \(\mu m\)), as follows:

\[
D_A = \frac{\sum_{i=1}^{31} [AC_i] D_i}{[AC]}
\]  
(5)

In sedimentology, this is termed the Sauter diameter.

**Mass-specific attenuation and backscattering coefficients**—For a population of spherical particles of identical \(\rho_p\), the mass-specific beam attenuation coefficient, \(\epsilon_p^m\) (or analogously, the mass-specific particulate backscattering coefficient, \(b_{bp}^m\)), can be written as:

\[
\epsilon_p^m = \frac{\epsilon_p}{\rho_p [\text{VC}]} = \frac{\pi}{4} \int \frac{N(D)Q_{c}(D,n,\lambda)D^2dD}{\rho_p \pi \frac{4}{6} \int N(D)D^3dD}
\]  
(6)

where \(N(D)dD\) is the number of particles per unit volume in the size range from \(D\) to \(D + dD\) and \(Q_c\) (dimensionless) is the attenuation efficiency factor, which varies with size \((D)\), wavelength \((\lambda)\), and refractive index \((n)\) of the particles (Van de Hulst 1957). This efficiency factor is dimensionless and represents the ratio of the attenuation (backscattering) cross-section to the geometric cross-section.

The refractive index, \(n\), can be estimated from the particulate backscattering ratio \(b_{bp}\) using the Mie theory-based model of Twardowski et al. (2001):

\[
n = 1 + 1.671b_{bp}^{0.582}
\]  
(7)

This model performs reasonably well for \(\gamma < 4\), with differences of only a few percent between Eq. 7 and the more complex model for \(n\) based on \(b_{bp}\) and \(\gamma\) (Twardowski et al. 2001). Equation 7 is preferred here for the sake of simplicity and presentation purposes and because \(\gamma\) exceeds 4 in only 5% of the cases in our data set. The particulate backscattering ratio, \(b_{bp}\), represents the fraction of light scattered in the backward direction and has been related to the biogeochemical composition ([POC] : [Chl \(a\)] of the particles (Loisel et al. 2007) and to the PSD (Ulloa et al. 1994; Loisel et al. 2007).

Consider a particle population composed of spheres of a single diameter \(D\); then Eq. 6 simplifies to:

\[
\epsilon_p^m = \frac{3}{2 \rho_p} \frac{Q_c}{D}
\]  
(8)

For particle populations consisting of spheres of identical composition and density it follows that \(\epsilon_p^m\) is inversely proportional to particle diameter. For particles large compared with the wavelength of light, smaller particles attenuate more light per unit mass than large particles because their surface-to-volume ratio is larger (e.g., Hill et al. 2011). We can rewrite Eq. 6 in the form of Eq. 8 by defining the effective attenuation efficiency, \(Q_{ce}\), the mean attenuation efficiency of all particles weighted by area (Eq. 3.2 in Morel 1973; Bowers et al. 2009):

\[
Q_{ce} = \frac{\int N(D)Q_{c}(D,n,\lambda)D^2dD}{\int N(D)D^3dD}
\]  
(9)

and \(D_A = \frac{\int N(D)D^2dD}{\int N(D)D^3dD}\) the mean particle diameter weighted by area, which is equivalent to Eq. 5. Eq. 6 then becomes:

\[
\epsilon_p^m = \frac{3}{2 \rho_p} \frac{Q_{ce}}{D_A}
\]  
(10)

The coefficient \(\epsilon_p^m\) (in m\(^2\) g\(^{-1}\)) is also the attenuation cross-section per unit mass of particles in suspension. Equation 6 and Eqs. 8–10 can be written for backscattering in the same way. \(Q_{ce}\) can be assessed either directly from its definition,
\[ Q_{ce} = c_{sp} \cdot [AC] \] (see Eq. 6), or indirectly, from linear regression between \( c_{sp}^{m} \) and the inverse of the product of \( \rho_{a} \) and \( D_{g} \) (see Eq. 10). Computations of \( Q_{hbc} \) can be done by analogy.

The experimental value of \( Q_{ce} (= c_{sp} \cdot [AC]) \) can be used to check whether the bulk of the particles contributing to \( c_{sp} \) are sized by the LISST, through a comparison with its theoretical value (Behrenfeld and Boss 2006). According to optical theory, the value of \( Q_{c} \) for a single spherical particle large compared with the wavelength of the light should be around 2 and not exceed 3.2 (Van de Hulst 1957).

Underestimation of \([AC]\) will lead to higher \( Q_{ce} \) values. The first cause of underestimation of \([AC]\) is the limited size range of the PSD (2.4-302 \( \mu \)m in this study). Oubelkheir et al. (2005) reported \( [AC] \) ratios up to 14 due to particles outside their PSD range (1.6-50 \( \mu \)m). The second cause is the underestimation of \([AC]\) of particles that are sized by the LISST. Andrews et al. (2010) report underestimates of LISST-derived \([AC]\) values obtained from an inversion for random-shape particles compared with microscopy-derived \([AC]\) values by a factor of 1.02 to 1.79. Therefore, a maximum value for \( c_{sp} \cdot [AC] \) of 5.7 (3.2 \( \times \) 1.79) is expected if the bulk of the particles are sized by the LISST. Observations exceeding this maximum value are rejected.

From Eq. 10 it follows that particle size, density, and composition affect \( c_{sp}^{m} (b_{pp}^{m}) \) directly through \( D_{g} \) and \( \rho_{a} \) and indirectly through \( Q_{ce} (Q_{hbc}) \). The effect of size, density, and composition on mass- and area-specific \( c_{sp} \) and \( b_{pp} \) is investigated in this paper. Correlation analysis and “least squares cubic” regressions (York 1966), which take into account measurement uncertainties in the data, are used throughout the paper. The derivation of uncertainties on optical and biogeochemical variables is given in the Web Appendix at www.aslo.org/lo/toc/vol_57/issue_1/0124a.pdf.

The least-squares cubic regression is applied after removal of outliers identified by the MATLAB robustfit.m routine (see Web Appendix for details). Correlation coefficients obtained from bootstrapping are given with their 95% confidence intervals, which is also described in the Web Appendix.

Results

Intercomparison of \( c_{sp} \) obtained with different instruments—\( c_{sp} \) measured by the LISST, C-Star, ac-9, and ac-s instruments, are compared. The first three instruments measure \( c_{sp} \) at slightly different wavelengths (670, 660, and 650 nm, respectively). On the basis of 158 spectra of \( c_{sp} \) recorded by the ac-s, a median \( c_{sp}(650):c_{sp}(670) \) ratio of 1.01 was found, with 90% of the ratios in the interval [0.99, 1.03], indicating that the spectral variation of \( c_{sp} \) between 650 and 670 nm is negligible. Good linearity in log-log space \((r = 0.87 \pm 0.04) \) was found for 188 simultaneous observations of \( c_{sp}(\text{LISST}) \) and \( c_{sp}(\text{C-Star}) \). Results are shown in Fig. 2A. As expected, \( c_{sp}(\text{LISST}) \) values are larger than \( c_{sp}(\text{C-Star}) \) values in most cases because of the smaller acceptance angle of the LISST. Occasionally, however, the C-Star reported higher \( c_{sp} \) values than the LISST, possibly due to slight differences in sampling time between the two instruments, high temporal variability of IOPs, and other measurement uncertainties. The median measurement uncertainty on \( c_{sp}(\text{LISST}) \) was used as a tolerance distance from the 1:1 line (represented by the dotted line in Fig. 2A), below which observations were removed from further analysis \((n_{o} = 16, \text{with } n_{o} \text{ denoting the number of observations})\). The correlation coefficient for the remaining 172 observations is 0.91 \( \pm \) 0.03. The median \( c_{sp}(\text{LISST}):c_{sp}(\text{C-Star}) \) ratio is 1.6 with 90% of the ratios in the interval [0.9, 3.3], and increases with increasing particle size as shown in Fig. 2B \((r = 0.88 \pm 0.08, n_{o} = 158 \text{ after removal of observations with } Q_{ce} > 5.7) \). Similar results were found by Boss et al. (2009c), who reported a mean LISST-B (acceptance angle of 0.0269°)-to-C-Star \( c_{sp} \) ratio of 1.4 (90% in the interval [1.1, 1.8]) at a coastal station in the Northeast of the U.S.A.

Both \( c_{sp}(\text{ac-s}) \) and \( c_{sp}(\text{ac-9}) \) are in good agreement with \( c_{sp}(\text{C-Star}) \), with correlation coefficients of 0.97 \( \pm \) 0.01 \((n_{o} = 149) \) and 0.98 \( \pm \) 0.02 \((n_{o} = 57) \), respectively (see Fig. 2C). Because of the smaller acceptance angles of the ac-9 and ac-s instruments, data generally lie above the 1:1 line. Some observations, however, are found below the 1:1 line. Recall that the ac-9 measurements were carried out in the wet lab of the ship on seawater sampled simultaneously with the optical profiling package. Small differences in sampling time or depth between the sample bottle and the profiling package may result in ac-9 observations below the 1:1 line. All ac-s observations below the 1:1 line were recorded in April 2010 during a bloom of \( P. \text{globosa} \) colonies. It is hypothesized that these did not entirely pass through the ac-s steel mesh screen on the intakes to the sample chambers of the ac-s, or the pump got clogged by mucilage present in high concentrations during blooms. This analysis suggests that pumping seawater through the chambers of the ac-s can reduce \( c_{sp} \) if particles larger than the steel mesh screen size are present or the pump is clogged by mucilage. Boss et al. (2009b) showed that in a coastal environment dominated by aggregates, pumped \( c_{sp}(\text{LISST-B}) \) was about 30% higher than undisturbed \( c_{sp}(\text{LISST-B}) \), possibly caused by disruption of aggregates.

\( c_{sp}, b_{so} \) and \( b_{hp} \) vs. [AC] and [SPM]—Relationships and correlations between various IOPs and area ([AC]) and mass ([SPM]) concentration are investigated. Observations are retained where all optical properties \((c_{sp}, b_{so}, \text{and } b_{hp})\), [SPM], and [AC] were recorded \((n_{o} = 119) \) and where the bulk of the particles were sized by the LISST \((Q_{ce} < 5.7) \). A total of 107 data points remain, of which 35 are classified as case 1 and 72 as case 2 waters. The ac-s \( c_{sp} \) measurements are not included because of uncertainties on the effect of the steel mesh screen as described above.

Scatter plots of \( c_{sp}, b_{so} \) and \( b_{hp} \) as a function of [SPM] and [AC] in log-log space are shown in Fig. 3. Each parameter covers about two orders of magnitude. All scattering properties correlate well with both area and mass concentration, with correlation coefficients above 0.93 (see Table 2). For \( c_{sp} \), no significant differences between correlations with [AC] \((r_{\text{LISST}} = 0.98 \pm 0.01, r_{\text{C-Star}} = 0.95 \pm 0.04) \) or with [SPM] \((r_{\text{LISST}} = 0.94 \pm 0.04, r_{\text{C-Star}} = 0.95 \pm 0.02) \) were found. The coefficients \( b_{so} \) and \( b_{hp} \) are significantly better correlated with [SPM] \((r_{b_{so}} = 0.988 \pm 0.04) \).
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0.007, $r_{bbp} = 0.986 \pm 0.007$) than with [AC] ($r_{ba} = 0.93 \pm 0.05$, $r_{bbp} = 0.92 \pm 0.05$). In the case of $b_n$, this could be attributed to the fact that the exact same volume of seawater on which $b_n$ was recorded was passed through the filter for determination of [SPM]. Recall that whereas [AC] includes particles between 2.4 and 302 μm, [SPM] is the mass concentration of particles larger than approximately 0.4 μm. The lower correlation of $b_{bp}$ with [AC] than with [SPM] might be attributed to differences in particle size ranges covered by each parameter. These include particles smaller than 2.4 μm, which are thought to be important contributors to $b_{bp}$ assuming particles are homogeneous spheres (Stramski et al. 2004), and particles larger than 302 μm, which may contribute substantially to $b_{bp}$ (Hatcher et al. 2001; Flory et al. 2004).

Flory et al. (2004) studied the relationship between $b_{bp}$ and [AC] for flocks larger than 100 μm during the onset, development, and collapse of a spring phytoplankton bloom in Nova Scotia. Their $b_{bp}$ and [AC] data ranges were comparable with this study. They report $b_{bp}(589 \text{ nm}) : [\text{AC}]$ values as the slope of a $b_{bp}$ vs. [AC] regression with a value of 0.012 ± 0.001 before the bloom when particles were mainly inorganic, and 0.0029 ± 0.0001 during and after the bloom when the suspended particulate matter was dominated by larger organic particles and aggregates. In this study we find higher values of 0.041 ± 0.003 for case 2 waters (with median $n$ of 1.15, 90% in the interval [1.10, 1.20], $n_0 = 72$) and 0.012 ± 0.002 for case 1 waters (with median $n$ of 1.07, 90% in the interval [1.04, 1.13], $n_0 = 35$).

The 5th, 50th, and 95th percentile values of the ratios of optical properties to area and mass concentration are shown in Table 2. Rejecting the 10% most extreme values, $Q_{pp}(\text{LISST})$, that is, $c_p(\text{LISST}) : [\text{AC}]$, varies by about a factor of 2 between 1.86 and 4.54, whereas $c_p^m(\text{LISST})$ covers almost one order of magnitude ranging between 0.36 and 3.46. Comparable results are observed for $c_p(\text{C-Star})$. For $b_{bp}$ and $b_n$, however, $Q_{bbe}(\text{ac-9})$ spans more than one order of magnitude, whereas $b_{bp}^m$ and $b_n^m$ vary by factors of 3 to 4.

Carder et al. (1975) argued that in the case of solid spherical particles $b_{bp}^m$ would vary less than $b_{bp} : [\text{AC}]$ because of the more or less concomitant variations in $n$ and $\rho_p$. Whereas $b_{bp}^m$ varies less than $b_{bp} : [\text{AC}]$, the opposite is observed for $c_p^m$ (which is comparable with $b_{bp}^m$ at 650 nm) and $c_p : [\text{AC}]$. In what follows, the sensitivity of mass-specific (back) scattering to each of the components in Eq. 10 (i.e., particle size, density, efficiency, and composition) is examined. Next, a similar sensitivity analysis is done for efficiency factors of attenuation ($Q_{ce}$) and backscattering ($Q_{bbe}$).

---

Fig. 2. (A) Scatter plot of particulate beam attenuation ($c_p$) measured simultaneously with LISST and C-Star instruments, coded according to particle size ($D_a$). The 1 : 1 line (solid) and the rejection threshold line ($\log_{10}(c_p([\text{LISST}])) = \log_{10}(c_p(\text{C-Star}) - 0.1124$, dotted) are shown. (B) Scatter plot of $c_p(\text{LISST}) : c_p(\text{C-Star})$ vs. $D_a$. The type II regression line (see Web Appendix for details) is shown, with its equation and statistics. Error bars corresponding to uncertainties above 100% are not shown for clarity. (C) Scatter plot of $c_p$ measured simultaneously by the C-Star and the ac-s or ac-9. The 1 : 1 line is also shown. On each panel, error bars denote uncertainty estimates as derived in the Web Appendix.
Mass-specific scattering properties vs. $D_A$, $\rho_a$, efficiency, and composition

Correlation coefficients, regression equations, and goodness-of-fit statistics for $c_p^{\text{LISST}}$ and $b_{sp}^{\text{m}}$ vs. $D_A$, $\rho_a$, efficiency factors, and composition are shown in Table 3. A selection of corresponding scatter plots and best-fit lines are shown in Fig. 4A-G. A large portion of the variability in $c_p^{m}$ (LISST) is explained by $(\rho_a D_A)^{-1}$ ($r = 0.95 \pm 0.03$, Fig. 4A). Attenuation efficiency factors, $Q_{\text{ce}}$, were obtained from a linear regression of $c_p^{m}$ and $(\rho_a D_A)^{-1}$ by multiplication of the slope of the regression line in Table 3 by 2:3 (see Eq. 10). Median $Q_{\text{ce}}$(LISST) values of $2.13 \pm 0.07$ ($r = 0.96 \pm 0.04$) and $3.07 \pm 0.02$ ($r = 0.84 \pm 0.06$) are obtained for case 1 and case 2 waters, respectively. Bowers et al. (2009) find $Q_{\text{ce}} = 1.27 \pm 0.05$ for mainly mineral particles along the south and west coasts of Britain where $b_{sp}^{m}(670 \text{ nm})$ varied between 0.06 and 1.01 m$^2$ g$^{-1}$. Differences in $Q_{\text{ce}}$ could be due to acceptance angle effects.
When the effects of $\rho_a^{-1}$ and $D_A^{-1}$ are considered separately, we find that changes in $\rho_a$ almost entirely control changes in $c_p^m$(LISST) ($r = 0.88 \pm 0.06$), with denser particles having lower $c_p^m$, whereas changes in particle size have little influence (see Table 3 and Fig. 4B). Bowers et al. (2009) also find that most of the variability in $b_p^m$ is explained by $\rho_a$ (59%) with little contribution from $D_A$ (15%). In case 2 waters, $c_p^m$(C-Star) increased with decreasing $D_A$ ($r = 0.54 \pm 0.15$ with $D_A^{-1}$, $n_o = 72$, $p < 0.001$, not shown). This size effect could be caused by the large acceptance angle of the C-Star instrument: the particles incorporate water in their structure and their density is lower in case 2 waters than in case 1 waters ($r = 0.93 \pm 0.05$). This size effect could be caused by the large acceptance angle of the C-Star instrument: the particles incorporate water in their structure and their density is lower in case 2 waters than in case 1 waters ($r = 0.93 \pm 0.05$).

The relative size independency of $c_p^m$ has been explained by the process of particle aggregation (Boss et al. 2009a, 2009b; Hill et al. 2011). When particles aggregate and grow in size, they incorporate water in their structure and their density decreases. When $\rho_a$ is inversely proportional to diameter ($\rho_a \propto D_A^{-1}$), it follows from Eq. 10 that $c_p^m$ is independent of size, as pointed out previously by several authors (Hill et al. 1994; Ganju et al. 2006; Curran et al. 2007). The relationship between $\rho_a$ and $D_A$ is shown in Fig. 5. Overall, $\rho_a$ and $D_A$ are inversely related ($r = -0.78 \pm 0.12$, $\rho_a \propto D_A^{-1.24 \pm 0.08}$, $n_o = 140$). The relationship is tighter in case 2 waters ($r = -0.83 \pm 0.12$, $\rho_a \propto D_A^{-1.31 \pm 0.05}$, $n_o = 81$) than in case 1 waters ($r = 0.49 \pm 0.29$, $\rho_a \propto D_A^{-1.30 \pm 0.21}$, $n_o = 35$). Significant deviations from the Junge PSD model given in Eq. 4 were observed (not shown). The Junge PSD model generally overestimated number concentrations by up to a factor of 3 at the fine ($< 4 \mu$m) and large ($> 60 \mu$m)-particle end of the PSD and underestimated in between. Even though the Junge model provided a relatively poor fit to the measured PSDs, the Junge parameter, $\gamma$, can be used as a rough indicator of the relative proportion between the number of small and large particles. No significant correlations are found between $c_p^m$ or $b_p^m$ and $\gamma$ (see Fig. 4C). According to Mie theory, $c_p^m$ should increase over one order of magnitude with increasing $\gamma$, and the increase is steeper with increasing real part of the refractive index (see gray lines in Fig. 4C from Boss et al. 2009b for a wavelength of 660 nm). If, however, particles are modeled as aggregates rather than solid spheres, $c_p^m$ is rather insensitive to $\gamma$ (see black lines in Fig. 4C from Boss et al. 2009b). Also shown in Fig. 4C are the 10% highest density observations ($n_o = 16$, $\rho_a > 0.45$ kg L$^{-1}$), which are thought to be least aggregated. These observations show a sharp increase in $c_p^m$ with $\gamma$ increasing from 3 to 4 and then a plateau between 4 and 4.5. This is in accordance with Mie theory, although there is an offset in absolute values of $c_p^m$, possibly due to differences in densities between the model and the in situ measurements. A mean $\gamma$ of $3.4 \pm 0.3$ and

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Case ($n_o$)</th>
<th></th>
<th></th>
<th></th>
<th>Population percentile values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>50</td>
<td>95</td>
<td></td>
</tr>
<tr>
<td>$c_p^m$(LISST)</td>
<td>1 (44)</td>
<td>0.85±0.10 (0.75±0.16)</td>
<td>0.57 (0.46)</td>
<td>1.40 (1.29)</td>
<td>3.46 (3.73)</td>
</tr>
<tr>
<td></td>
<td>2 (96)</td>
<td>0.78±0.08 (0.68±0.12)</td>
<td>0.36 (0.28)</td>
<td>0.71 (0.72)</td>
<td>1.14 (2.99)</td>
</tr>
<tr>
<td></td>
<td>1+2 (180)</td>
<td>0.94±0.04 (0.88±0.04)</td>
<td>0.38 (0.31)</td>
<td>0.79 (0.80)</td>
<td>2.22 (3.19)</td>
</tr>
<tr>
<td>$Q_{ac}$(LISST)</td>
<td>1</td>
<td>0.98±0.02</td>
<td>1.86</td>
<td>2.5</td>
<td>4.2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.92±0.05</td>
<td>2.24</td>
<td>3.35</td>
<td>4.54</td>
</tr>
<tr>
<td></td>
<td>1+2</td>
<td>0.98±0.01</td>
<td>2.03</td>
<td>3.08</td>
<td>4.47</td>
</tr>
<tr>
<td>$c_p^m$(C-Star)</td>
<td>1 (65)</td>
<td>0.89±0.09 (0.86±0.08)</td>
<td>0.33 (0.44)</td>
<td>0.97 (0.81)</td>
<td>2.01 (1.79)</td>
</tr>
<tr>
<td></td>
<td>2 (105)</td>
<td>0.78±0.08 (0.92±0.03)</td>
<td>0.25 (0.25)</td>
<td>0.45 (0.45)</td>
<td>0.71 (0.78)</td>
</tr>
<tr>
<td></td>
<td>1+2 (206)</td>
<td>0.95±0.02 (0.94±0.02)</td>
<td>0.26 (0.25)</td>
<td>0.54 (0.53)</td>
<td>1.39 (1.36)</td>
</tr>
<tr>
<td>$Q_{ac}$(C-Star)</td>
<td>1</td>
<td>0.85±0.18</td>
<td>0.84</td>
<td>1.84</td>
<td>3.04</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.83±0.06</td>
<td>1.31</td>
<td>2.14</td>
<td>3.32</td>
</tr>
<tr>
<td></td>
<td>1+2</td>
<td>0.95±0.04</td>
<td>1.18</td>
<td>2.03</td>
<td>3.3</td>
</tr>
<tr>
<td>$b_p^m$</td>
<td>1 (80)</td>
<td>0.95±0.05 (0.89±0.06)</td>
<td>0.50 (0.57)</td>
<td>0.84 (0.96)</td>
<td>1.34 (1.82)</td>
</tr>
<tr>
<td></td>
<td>2 (145)</td>
<td>0.95±0.04 (0.99±0.004)</td>
<td>0.75 (0.79)</td>
<td>1.04 (1.08)</td>
<td>1.30 (1.50)</td>
</tr>
<tr>
<td></td>
<td>1+2 (333)</td>
<td>0.98±0.007 (0.987±0.003)</td>
<td>0.63 (0.66)</td>
<td>0.99 (1.08)</td>
<td>1.32 (1.82)</td>
</tr>
<tr>
<td>$Q_{bac}$</td>
<td>1</td>
<td>0.86±0.11</td>
<td>0.77</td>
<td>1.55</td>
<td>4.62</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.83±0.07</td>
<td>2.52</td>
<td>5.3</td>
<td>7.81</td>
</tr>
<tr>
<td></td>
<td>1+2</td>
<td>0.93±0.05</td>
<td>0.98</td>
<td>4.47</td>
<td>7.54</td>
</tr>
<tr>
<td>$b_p^m_{lp}$</td>
<td>1 (80)</td>
<td>0.96±0.03 (0.86±0.06)</td>
<td>0.0038 (0.0038)</td>
<td>0.0054 (0.0069)</td>
<td>0.0097 (0.0127)</td>
</tr>
<tr>
<td></td>
<td>2 (137)</td>
<td>0.92±0.04 (0.97±0.01)</td>
<td>0.0067 (0.0065)</td>
<td>0.0100 (0.0104)</td>
<td>0.0141 (0.0152)</td>
</tr>
<tr>
<td></td>
<td>1+2 (229)</td>
<td>0.98±0.007 (0.97±0.01)</td>
<td>0.0043 (0.0043)</td>
<td>0.0091 (0.0094)</td>
<td>0.0133 (0.0149)</td>
</tr>
<tr>
<td>$Q_{bbce}$</td>
<td>1</td>
<td>0.83±0.16</td>
<td>0.0041</td>
<td>0.0103</td>
<td>0.034</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.81±0.12</td>
<td>0.0256</td>
<td>0.0489</td>
<td>0.0828</td>
</tr>
<tr>
<td></td>
<td>1+2</td>
<td>0.92±0.05</td>
<td>0.0067</td>
<td>0.0424</td>
<td>0.0797</td>
</tr>
</tbody>
</table>
Table 3. Correlations and regression analysis of mass-specific attenuation ($c'_m$) and backscattering ($b'_m$) vs. mean particle diameter ($D_A$), mean apparent density ($\rho_a$), mean optical efficiency factors ($Q_{ce}$, $Q_{bbe}$), and particle composition. ns, not significant (i.e., $p > 0.05$). * $p < 0.001$, $n_o$ is the number of observations, $n_x$ is the number of outliers removed as described in the Web Appendix.

<table>
<thead>
<tr>
<th></th>
<th>$c'_m$</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>$b'_m$</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$x$</td>
<td>case</td>
<td>$n_o$</td>
<td>$n_x$</td>
<td>$r$</td>
<td>Equation</td>
<td>RMSE (%)</td>
<td>$n_x$</td>
<td>$r$</td>
<td>Equation</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>$(\rho_a D_A)^{-1}$</td>
<td>1</td>
<td>35</td>
<td>3</td>
<td>0.96±0.04*</td>
<td>3.2(±0.1)x+0.17(±0.04)</td>
<td>0.23</td>
<td>12</td>
<td>0</td>
<td>ns</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>72</td>
<td>1</td>
<td>0.84±0.06*</td>
<td>4.6(±0.3)x+0.04(±0.05)</td>
<td>0.13</td>
<td>15</td>
<td>1</td>
<td>0.28±0.23</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>1+2</td>
<td>107</td>
<td>4</td>
<td>0.95±0.03*</td>
<td>3.5(±0.1)x+0.18(±0.03)</td>
<td>0.16</td>
<td>13</td>
<td>1</td>
<td>0.43±0.14*</td>
<td>-0.014(±0.001)x+0.0117(±0.0004)</td>
</tr>
<tr>
<td>$D_A^{-1}$</td>
<td>1</td>
<td>35</td>
<td>5</td>
<td>0.92±0.07*</td>
<td>0.113(±0.007)x+0.20(±0.05)</td>
<td>0.30</td>
<td>12</td>
<td>0</td>
<td>ns</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>72</td>
<td>1</td>
<td>0.53±0.19*</td>
<td>0.12(±0.01)x+0.21(±0.06)</td>
<td>0.22</td>
<td>22</td>
<td>1</td>
<td>0.36±0.23</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>1+2</td>
<td>107</td>
<td>5</td>
<td>0.88±0.06*</td>
<td>0.123(±0.006)x+0.21(±0.04)</td>
<td>0.25</td>
<td>19</td>
<td>1</td>
<td>0.37±0.21*</td>
<td>0.09(±0.03)x+0.002(±0.001)</td>
</tr>
<tr>
<td>$Q_{ce}$ or $Q_{bbe}$</td>
<td>1</td>
<td>35</td>
<td>2</td>
<td>ns</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0</td>
<td>0.35±0.28</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>72</td>
<td>3</td>
<td>0.37±0.22</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>4</td>
<td>0.76±0.10*</td>
<td>0.11(±0.01)x+0.004(±0.001)</td>
</tr>
<tr>
<td>[POC]</td>
<td>1</td>
<td>17</td>
<td>1</td>
<td>ns</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2</td>
<td>0.12(±0.01)x+0.004(±0.0004)</td>
<td>0.0002</td>
</tr>
<tr>
<td>[POC] + [PIC]</td>
<td>1+2</td>
<td>47</td>
<td>1</td>
<td>0.51±0.26*</td>
<td>0.95(±0.25)x+0.35(±0.15)</td>
<td>0.35</td>
<td>31</td>
<td>0</td>
<td>-0.56±0.21*</td>
<td>-0.008(±0.002)x+0.014(±0.001)</td>
</tr>
<tr>
<td>[POM]</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>ns</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0</td>
<td>-0.64±0.14*</td>
<td>-0.009(±0.002)x+0.014(±0.001)</td>
</tr>
<tr>
<td>[SPM]</td>
<td>1+2</td>
<td>22</td>
<td>2</td>
<td>0.58±0.39</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1</td>
<td>-0.43±0.30</td>
<td>—</td>
</tr>
</tbody>
</table>
3.5 ± 0.4 is observed in case 1 and case 2 waters, respectively, which is in close agreement with the mean value of 3.5 found by Reynolds et al. (2010) from many PSDs measured in coastal waters.

Whereas 90% of the variability in $c_p^m$ could be attributed to $(\rho_a D_a)^{-1}$, variability in $b_{bp}^m$ was more difficult to discern and correlation coefficients for the parameters tested are lower (see Table 3). In contrast to $c_p^m$, variability in $b_{bp}^m$ is not explained well by $(\rho_a D_a)^{-1}$, though there is a clear separation between case 1 and case 2 waters as shown in Fig. 4D. Higher correlations are found between $b_{bp}^m$ and particle composition, as quantified by the ratio of [POC] to
Mass-specific scattering properties

\[ \log_{10} \rho_a = -1.31(\pm 0.05) \log_{10} D_a + 1.30(\pm 0.07) \]
\[ n_o = 81, n_c = 1, r = -0.83(\pm 0.13) \]
RMSE = 0.11 (kg L^{-1}), MPE = 22%

Fig. 5. Mean particle apparent density \( \rho_a \) vs. mean particle diameter weighted by area \( D_a \). The relationship is shown for all data (black circles), for case 1 (gray dots) and case 2 waters (black dots). Statistics and equations of the type II regression lines (see Web Appendix for details) fitted to each data set are also shown. Error bars denote uncertainty estimates as derived in the Web Appendix.

Waters dominated by inorganic particles backscatter up to 2.4 times more per unit dry mass \( b'_{bp} = 0.0121 \pm 0.0023 \text{ m}^2 \text{ g}^{-1} \) than waters dominated by organic particles \( b'_{bp} = 0.0051 \pm 0.0023 \text{ m}^2 \text{ g}^{-1} \). The [POC] data set comprises 47 observations in southern North Sea and northeastern Atlantic waters, with \( D_a \) ranging between 14 and 49 \( \mu \text{m} \) and \( \rho_a \) ranging between 0.07 and 0.86 kg L^{-1}. A similar, but weaker, relationship \( r = -0.43 \pm 0.30 \) is found for 22 [POM]:[SPM] observations in the southern North Sea, giving the following robust fit:

\[ b'_{bp} = -0.009(\pm 0.002) \frac{[\text{POC}]}{[\text{POC}]+[\text{PIC}]} + 0.014(\pm 0.001) \] (11)

Here, \( D_a \) varied between 23 and 135 \( \mu \text{m} \), \( \rho_a \) between 0.04 and 0.39 kg L^{-1}, and [POM]:[SPM] between 20% and 90%. [POM]- and [PIM]-specific \( b'_{bp} \) vary between 0.001 and 0.05 m^{2} g^{-1}, which is in good agreement with the 0.001–0.025 m^{2} g^{-1} range reported by Snyder et al. (2008) where [POM]:[SPM] varied between 34% and 70%. Martinez-Vicente et al. (2010) report a \( b_{bp}(532 \text{ nm}) \):[PIM] of 0.0055 \pm 0.0012 m^{2} g^{-1} (n_o = 16), at the lower limit of our observations.

In case 1 waters, none of the variables correlated significantly with \( b'_{bp} \) at the \( p < 0.001 \) level, except particle size (see Table 3). Smaller particles with \( D_a \) around 15 \( \mu \text{m} \) have \( b'_{bp} \) values of 0.0080 \pm 0.0017 m^{2} g^{-1} and backscatter about twice as much per unit mass than larger particles with \( D_a \) around 50 \( \mu \text{m} \). However, this relationship is weak (see Fig. 4E), explaining only 14% of the variability. In case 2 waters no correlation with size is found, which is in accordance with the clay particle aggregation experiment by Slade et al. (2011). Possible causes for lower correlations in case 1 waters are higher contributions to \( b_{bp} \) from submicron particles that are not included in the PSD and higher measurement uncertainties compared with case 2 waters.

Whereas no sensitivity of \( c_m \) to \( Q_{ce} \) is found (see Table 3), significant positive correlations are found between \( b'_{bp} \) and \( Q_{bhe} \) for case 2 waters and pooled case 1 + case 2 waters, with correlation coefficients of 0.43 \pm 0.21 and 0.76 \pm 0.10 respectively. The relationship between \( b'_{bp} \) and \( Q_{bhe} \) is shown in Fig. 4G. In what follows we investigate the effect of \( D_a, \rho_a, \) and composition on the optical efficiency factors, \( Q_{ce} \) and \( Q_{bhe} \).

\textit{Attenuation and backscattering efficiency vs.} \( D_a, \rho_a, \) and composition—Correlation coefficients, regression equations, and goodness-of-fit statistics between the optical
efficiency factors ($Q_{ce}$ and $Q_{bbe}$) and potential drivers of optical variability ($D_p$, $\rho_s$, and composition) are shown in Table 4. Both $Q_{ce}$ and $Q_{bbe}$ are mostly driven by particle composition, with correlation coefficients of $-0.65 \pm 0.14$ and $-0.69 \pm 0.12$, respectively. Inorganic-dominated waters with 80% [PIC] have mean $Q_{ce}$ values of 3.6 ± 0.42, which is about twice as high as the mean $Q_{ce}$ value of 2.29 ± 0.42 for organic-dominated waters with 5% [PIC]. Variability of $Q_{bbe}$ covers about one order of magnitude, from 0.007 for organic-dominated waters to 0.067 ± 0.018 for inorganic-dominated waters. No further drivers of $Q_{ce}$ were identified. This efficiency factor did not correlate with particle size and only 15% of its variability could be attributed to $\rho_s$.

Besides particle composition, other drivers of $Q_{bbe}$ were identified depending on the water type. In case 1 waters, 90% of the $Q_{bbe}$ values range between 0.004 and 0.034 with a median value of 0.010 (see Table 2). Vaillancourt et al. (2004) report $Q_{bbe}$ factors at $\lambda = 620$ nm between 0.001 and 0.068, with a mean of 0.011, for 28 phytoplankton cultures with diameters from 1.4 to 35 $\mu$m. This is in good agreement with our case 1 observations. About 85% of the variability is attributed to $\rho_s$ (see Table 4 and Fig. 4H). The densest particle suspensions ($\rho_s = 0.37$ kg L$^{-1}$) have mean $Q_{bbe}$ values of 0.036, and backscatter light 20 times more efficiently than porous particle suspensions ($\rho_s = 0.02$ kg L$^{-1}$). In case 2 waters we find higher $Q_{bbe}$ factors, with 90% of the values ranging between 0.026 and 0.083 and a median value of 0.049. These values correspond well with the $Q_{bbe}$ range of 0.046 to 0.062 and mean value of 0.051 at $\lambda = 650$ nm as reported by Peng and Effler (2010) for mineral particle populations. A small fraction (21%) of the variability in $Q_{bbe}$ is attributed to particle size (see Table 4). Since only particles between 2.4 and 302 $\mu$m were sized and included in [AC], these results should be interpreted cautiously.

c_p, b_s, and b_bp as proxies for [$SPM$]—When all observations are considered ($n_o = 366$), regardless of whether information on size or composition is available, optical and [SPM] data each span over three orders of magnitude. The data range is slightly lower for $b_{bp}$ because of saturation of the instrument at high levels of [SPM]. Correlation coefficients and 5th, 50th, and 95th percentile values of mass-specific scattering properties are shown in Table 2. Correlations are similar to the values found for the more limited data set presented in Table 2: $b_s$ correlates best with [SPM], followed by $b_{bp}$ and $c_p$.

The median $c_p(C\text{-Star})$ values are close to the mean $b_{bp}(555 \text{ nm})$ values of 1 and 0.5 m$^2$ g$^{-1}$ reported by Babin et al. (2003) for case 1 and case 2 waters, respectively, whereas the $c_p(LISST)$ values are about 60% higher because of acceptance angle effects. The best-fit value of McKee and Cunningham (2006) of $c_p(650 \text{ nm, ac-9}) = 0.34 \pm 0.01$ m$^2$ g$^{-1}$ for mineral-rich case 2 waters in the Irish Sea is at the lower end of our C-Star observations. Values of $b_{bp}$ by Martinez-Vicente et al. (2010) and Loisel et al. (2009) at $\lambda = 532$ nm are 0.0034 ± 0.0008 m$^2$ g$^{-1}$ ($n_o = 19$) and 0.0065 ± 0.0025 m$^2$ g$^{-1}$ ($n_o = 13$) respectively, and are at the lower end of our observations.

<table>
<thead>
<tr>
<th>$Q_{ce}$</th>
<th>$Q_{bbe}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td>$n_o$</td>
</tr>
<tr>
<td>0.92 ± 0.11</td>
<td>0.32 ± 0.19</td>
</tr>
</tbody>
</table>

Table 4. Correlations and regression analysis of optical efficiency factors ($Q_{ce}$, $Q_{bbe}$) vs. mean particle diameter ($D_p$), mean apparent density ($\rho_s$), and particle composition, not significant (i.e., $p \geq 0.05$). $n_o$ is the number of observations. $n_s$ is the number of outliers removed as described in the Web Appendix.
Mass-specific scattering properties

\[ \log_{10} c_p = 0.83 (\pm 0.02) \log_{10} [\text{SPM}] + 0.08 (\pm 0.03) \]

\[ r = 0.939 (\pm 0.021), \ n_p = 180, \ n_x = 12 \]

RMSE = 11.9 m⁻¹, MPE = 31%

\[ \log_{10} b_{bp} = 1.03 (\pm 0.02) \log_{10} [\text{SPM}] - 2.06 (\pm 0.01) \]

\[ r = 0.974 (\pm 0.008), \ n_p = 229, n_x = 4 \]

RMSE = 0.025 m⁻¹, MPE = 23%

\[ \log_{10} b_s = 0.98 (\pm 0.01) \log_{10} [\text{SPM}] + 0.04 (\pm 0.01) \]

\[ r = 0.992 (\pm 0.002), \ n_p = 333, n_x = 19 \]

RMSE = 10.7 FNU, MPE = 12%

Fig. 6. Scatter plots of (A) \( c_p \) (LISST), (B) \( c_p \) (C-Star), (C) \( b_{bp} \), and (D) \( b_s \) vs. [SPM]. Robust regression lines are shown in black, together with their 90% prediction bounds, equations and statistics. (A, B) For comparison, the 90% prediction bounds of the \( c_p \) (676 nm)-[SPM] data of Babin et al. (2003) and the \( c_p \) (650 nm)-[SPM] data of McKee and Cunningham (2006).

Scatter plots of \( c_p \) (LISST), \( c_p \) (C-Star), \( b_{bp} \), and \( b_s \) as a function of [SPM] for all available data are shown in Fig. 6. On each plot, the least-squares regression line, its 90% prediction bounds, equation, and statistics are also shown. For comparison, the 90% prediction bounds of the \( c_p \) (676 nm, ac-9) vs. [SPM] data from Babin et al. (2003) are also indicated in Fig. 6A,B, as well as the \( c_p \) (650 nm, ac-9) vs. [SPM] data from McKee and Cunningham (2006). The effect of the smaller acceptance angle of the ac-9 instrument used by Babin et al. (2003) is clearly visible in Fig. 6A.

To compare the performance of \( c_p \), \( b_s \), and \( b_{bp} \) as proxies for [SPM], data points where all optical properties and [SPM] were recorded were retained (\( n_0 = 126 \)). Linear regression prediction models for [SPM] were established. All scattering properties are relatively good predictors of [SPM], with correlation coefficients above 0.90. Model performances were evaluated through comparison of the ratio of the absolute difference between [SPM] from regression and its observed value to its observed value, the prediction percentile error (PPE). Results are shown in Table 5. In 50% and 95% of the cases, a \( b_{bp} \)-based [SPM]
Table 5. Optical properties as proxies for [SPM]. Prediction percentile error, PPE, i.e., the ratio of the absolute value of the difference between a type II regression model-derived [SPM] and its observed value to its observed value. Values between brackets for an optical model with 1.2 < [SPM] < 82.4 g m⁻³ for our data set and for the data set of Boss et al. (2009a) in italic. r is the correlation coefficient with its 95% confidence interval (see Web Appendix for details).

<table>
<thead>
<tr>
<th>PPE</th>
<th>r</th>
<th>Population percentiles (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>c_p (LISST)</td>
<td>0.90±0.05</td>
<td>4</td>
</tr>
<tr>
<td>c_p (C-Star)</td>
<td>0.95±0.01 (0.89±0.04, 0.970±0.005)</td>
<td>4 (3, 2)</td>
</tr>
<tr>
<td>b_s</td>
<td>0.990±0.006 (0.97±0.02, 0.962±0.008)</td>
<td>1 (1, 2)</td>
</tr>
<tr>
<td>b_{hp}</td>
<td>0.987±0.006 (0.96±0.02, 0.982±0.005)</td>
<td>1 (1, 1)</td>
</tr>
</tbody>
</table>

model agrees with the observed [SPM] within 18% and 47%, respectively. The b_s-based [SPM] model performs best, predicting [SPM] within 41% of its true value in 95% of the cases. Boss et al. (2009a) found b_{hp} to be the best proxy for [SPM], followed by b_s and c_p. Their comparison was based on 85 samples from the eastern and western coasts of North America with [SPM] ranging between 1.2 and 82.4 g m⁻³. For comparison with Boss et al. (2009a), PPEs obtained from our observations covering the same [SPM] range are shown between brackets in Table 5 (n_o = 98), as well as the PPEs and correlation coefficients found by those authors. In the present study, b_s was recorded on a subsample of the Niskin seawater sample, which might explain the better performance of the b_s-based model compared with models based on optical properties recorded in-water.

Discussion

In this study, we show that first-order variability of c_p, b_{hp}, and b_s is driven by particle concentration with best predictions of dry mass concentration, [SPM], by b_{hp} and b_s and of surface area concentration, [AC], by c_p. Second-order variability of c_p and b_{hp} was investigated with respect to the nature of the particles in suspension through analysis of variability in mass-specific (c_p^n) and b_{hp}^m) and area-specific coefficients in response to changes in particle composition, size, and density. PSDs were derived from a LISST particle sizer, covering the size range 2.4–302 μm. We have shown that the variability of c_p^n (LISST) covers more than one order of magnitude from 0.28 to 3.45 m² g⁻¹. About 90% of its variability is due to the direct combined effect of particle apparent density and size, (ρ_a × D_A)⁻¹, with the strongest contribution coming from ρ_a, which explains 77% of the variability. The coefficient b_{hp}^m shows less variability with 90% of the observations varying by a factor of 3–4 between 0.004 and 0.014 m² g⁻¹. Factors driving variability in b_{hp}^m are more difficult to discern, although particle composition, which acts indirectly on b_{hp}^m via Q_bhc, explains about 40% of the variability. Inorganic particles are, on average, about two to three times more efficient per unit mass (b_{hp}^m = 0.012 m² g⁻¹) than organic particles (b_{hp}^m = 0.005 m² g⁻¹).

Carder et al. (1975) reasoned that for solid spherical particles b_{hp}^m would vary less than b_{hp} [AC] because of the more or less concomitant variations in n and ρ_a. Figure 7 shows the variability of b_{hp} (related to n via Eq. 7) with ρ_a and particle composition. Significant correlations are found between b_{hp} and n and particle composition, as quantified by (1) [POC]: [POC] + [PIC]), with r = −0.62 ± 0.15 and n_o = 48 (see Fig. 7A), (2) [POM]: [SPM], with r = −0.65 ± 0.19 and n_o = 23 (see Fig. 7B), and (3) [POC]: [SPM], with r = −0.75 ± 0.09 in log-log scale and n_o = 48 (see Fig. 7D).

These relationships agree with expectations of low n (1.02–1.10) for particles dominated by organic material (Aas 1996) and higher n (1.15–1.22) for inorganic particles (Woźniak and Stramski 2004). Both b_{hp} and n are positively correlated with ρ_a with correlation coefficients (in log-log scale) of 0.75 ± 0.09 for 111 observations (see Fig. 7C).

Since n increases with ρ_a, optical efficiency factors (Q_bhc, Q_ce) and ρ_a will compensate each other in Eq. 10 if they are sufficiently sensitive to n (particle composition) and if the mass-normalized optical property shows sufficient sensitivity to optical efficiency. The coefficient c_p^n shows no sensitivity to Q_ce, hence variability in c_p^n is almost entirely controlled by ρ_a × D_A. This explains the order-of-magnitude variability in c_p observed in this study. In the case of b_{hp}^m, Q_bhc, and ρ_a compensate each other (see Fig. 4H and Tables 3, 4), which explains why b_{hp}^m shows less variability.

Potential drivers of mass-specific optical properties were identified via Eq. 10. These are particle composition (via optical efficiency), ρ_a, and D_A. Although 90% of the variability in c_p^n is explained by variations in the denominator, ρ_a × D_A, this approach was not so successful in explaining variability in b_{hp}^m. Only 40–60% of the variability in b_{hp}^m could be explained, and even less in case 1 waters. Possible causes are uncertainties in the assessment of Q_bhc × (ρ_a × D_A)⁻¹ due to the limited size range covered by the LISST PSD, and the potential inappropriateness of Eq. 10 for b_{hp}^m due to sensitivity to particle shape and internal structure.

We recall that ρ_a and D_A are derived from a PSD between 2.4 and 302 μm (Eqs. 2 and 5). Mie theory predicts that the contribution of submicron particles, which are not included in the PSD, to b_{hp} may be overestimated (Roesler and Boss 2008; Dall’Olmo et al. 2009) and that the homogeneous spherical model is inappropriate for modeling b_{hp} (Kitchen and Zaneveld 1992; Clavano et al. 2007).

We further note that Eq. 10 is based on sphericity of the particles, material homogeneity across the PSD, and the assumption that IOPs can be related to bulk particle
Mass-specific scattering properties

It is known that nonsphericity and a heterogeneous interior of particles affect light scattered in the backward direction more than when integrated over all directions (Kitchen and Zaneveld 1992; Clavano et al. 2007). Hence, Eq. 10 may be inappropriate in the case of \( b_{bp} \).

PSDs obtained with a LISST are affected by the assumed optical model, particularly by the assumed index of refraction of the particles. A priori knowledge of particle composition, however, does not necessarily improve the accuracy of LISST-derived PSDs (Andrews et al. 2010). Overall, Mie-based models with low indices of refraction, such as Sequoia's Mie composite model, lead to artificially high concentrations of small particles, whereas models assuming a high index of refraction, such as Sequoia's random-shape inversion model used here, do not have this artifact (Agrawal et al. 2008; Andrews et al. 2010). A Mie model with inorganic refractive index was found to produce the most accurate results for PSD shape, \([AC]\), and \([VC]\) (Andrews et al. 2010). Theoretical models allowing for more realistic particle shapes and structures than homogeneous spheres are expected to help improve the accuracy of LISST PSDs, but concerns remain about small out-of-range particles (Andrews et al. 2010) and effects of stray light, particularly for surface-water deployments (Reynolds et al. 2010; Andrews et al. 2011).

Fig. 7. Scatter plots of the backscattering ratio, \( b_{bp} \) \( = \) \( b_{bp} : c_p \) [LISST] vs. (A) \([\text{POC}] : ([\text{POC}] + [\text{PIC}])\), (B) \([\text{POM}] : [\text{SPM}]\), (C) mean apparent density \( (\rho_a)\), and (D) \([\text{POC}] : [\text{SPM}]\). Regression lines, with equations and statistics, are shown on each panel (see Web Appendix for details). Case 1 waters are shown in gray and case 2 waters in black. Error bars denote uncertainty estimates as derived in the Web Appendix.
Efforts to explain the in situ variability of $b_{w}$ may be more successful with acquisition of PSDs over the full range of optically significant particles, from submicron-sized particles to large aggregates several millimeters in diameter, and inclusion of particle shape and internal structure information. Underwater digital holographic particle imaging sensors, such as Sequoia's LISST-200M operating over the 25–250-μm size range, have become available recently and research is ongoing for extension of these systems into the submicron range (A. Nimmo-Smith and M. Twardowski pers. comm.). These sensors may offer new capabilities for obtaining PSDs, including information on complex particle shapes and structures that will facilitate development of new models relating IOPs to PSDs.
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