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Design aspects of breakwaters and sea defences

Jentsje van der Meer'

Abstract

As a keynote lecture this paper does not focus on one subject, but treats four main aspects to
some depth, including new not yet published items. The first item is on definition of design wave
climate and parameters. The design method for rock slopes, the Van der Meer formulae, have
been related to the version in the new Rock Manual. A method has been given to calculate
cumulative damage in an easy way. A new proposed classification of berm breakwaters has
been given with new design information on berm breakwaters. Berm breakwaters can be
divided in hardly, partly and fully reshaping berm breakwater. Finally, the Wave Overtopping
Simulator has been described with its main results and conclusions on strength of grass
covered landward slopes of dikes. Moreover, the Simulator has also been used to test vertical
storm walls. The most recent innovation is the wave run-up simulation.

Keywords: rock slope, berm breakwater, overtopping, run-up, stability, grass slope

1 Design wave climate, definitions and parameters

For breakwater design in this paper it is assumed that physical site conditions and data
collection have been established and are available. These are mainly the bathymetry, the
hydraulic boundary conditions and geotechnical investigations and data. Required design
conditions are mainly on wave heights, wave periods, water depths, water levels and tidal
variation for various return periods.

The conditions have to be described at the toe of the structure as these are the waves that will
attack the structure and by using these conditions, the design methods will give a fair prediction
of behaviour. In case the conditions change quickly in the last wave length before reaching the
breakwater, it may be a good design decision to take the conditions half a wave length or more
in front of the structure, instead at the toe. Such a decision will give a design with more safety,
but will actually give a less accurate description of the behaviour of the structure.

The wave height to be used is the incident significant wave height Hg at the toe of the structure.
Often the spectral wave height, Ho = 4(mp) % is taken as this wave height comes from wave
climate studies. Another definition of significant wave height is the average of the highest third
of the waves, H;;3. This wave height is, in principle, the wave height that should be used in the
Van der Meer formulae (Van der Meer (1988-1). In deep water both definitions produce almost
the same value, but situations in shallow water can lead to differences of 10-15%. In shallow
water conditions one may also consider the use of the Hy,, especially if stability formulae are
used.

In many cases, a foreshore is present on which waves can break and by which the significant
wave height is reduced. There are models that in a relatively simple way can predict the
reduction in energy from breaking of waves and thereby the accompanying wave height at the
toe of the structure. The wave height must be calculated over the total spectrum including any
long-wave energy present.

Based on the spectral significant wave height, it is reasonably simple to calculate a wave height
distribution and accompanying significant wave height Hq3 using the method of Battjes and
Groenendijk (2000).

Various wave periods can be defined for a wave spectrum or wave record. Conventional wave
periods are the peak period T, (the period that gives the peak of the spectrum) and the average
period T, (calculated from the wave record). The relationship T,/T, usually lies between 1.1
and 1.25. A wave period that is used more often in recent years, certainly in wave run-up and

"Van der Meer Consulting BV. P.O. Box 423, 8440 AK, Heerenveen, the Netherlands. jm@vandermeerconsulting.nl
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overtopping formulae, is the spectral period T.1.0 (= m.4/mg). This period gives more weight to
the longer periods in the spectrum than an average period and, independent of the type of
spectrum, gives similar wave run-up or overtopping for the same values of T,.1 o and the same
wave heights. In this way, wave run-up and overtopping can be easily determined for double-
peaked and "flattened" spectra, without the need for other difficult procedures. It is a wave
period that has not been used a lot in breakwater design, yet. For a single peaked spectrum the
ratio Ty/Tm.1, is close to 1.1. Any formulae can actually be rewritten by the use of this ratio and,
in case of bi-modal or flattened spectra, the use of T..1o will then give a more accurate
prediction.

Wave steepness is defined as the ratio of wave height to wave length, s, = Hs/L,. Here L, is the
deep water wave length L, = 2TrHS/(gT2). With use of T, the steepness becomes s, with the
mean period T, it becomes som and finally, with the period Tn.1 it becomes som.10. The wave
steepness tells something about the wave’s history and characteristics. Generally a steepness
of som = 0.01 indicates a typical swell sea and a steepness of sy, = 0.04 to 0.06 a typical wind
sea. Swell seas will often be associated with long period waves. But also wind seas may
become seas with low wave steepness if the waves break on a gentle foreshore. By wave
breaking the wave period does not change much, but the wave height decreases. This leads to
a lower wave steepness. A low wave steepness on relatively deep water means swell waves,
but for depth limited locations it often means broken waves on a (gentle) foreshore.

Stability formulae include often the stability number H/AD,5. Here A is the relative buoyant
density, A = (p; - pw)/pw, With p; is the mass density of the rock and p,, the mass density of the
water. The nominal diameter Dnso = (Mso/ p;)"°, Where Ms, is the average mass of the stone
class. Actually, D,so is the "cubical" size of the rock with the average mass, regardless of the
actual shape of the rock.

Dynamically stable structures like rock, gravel and shingle beaches, can be described by a
dynamically stable profile, see Van der Meer (1988-1). Such profiles change with the wave and
water level conditions. The wave period has similar effects on the profile as the wave height,
meaning that a longer wave period as well as a larger wave height would results in a "longer"
profile. It is for this reason that Van der Meer (1988-1) introduced the dimensionless wave
height - wave period parameter H,T,, which can be described by:

HoTo = Hy/ADps0 T(9/Drso)>® (1)

With a mean period T, the parameter becomes H,T,n, and with the peak period HoTp. It is this
parameter that also has been used in the past, like in PIANC (2003) to describe the recession of
berm breakwaters.

Dynamically stable structures show some stability for a certain wave condition if a certain profile
has been formed and this profile does not change as long as the wave conditions do not
change. During every wave action (wave breaking, wave run-up and wave run-down) it is
possible that individual stones move up and down, but this does not affect the profile. This is of
course not a good situation for a breakwater. Dynamically stable for a berm breakwater means
that under severe wave conditions and after reshaping still some stones move up and down the
slope during individual wave action. This is different from the movement of rock during
reshaping as in that situation rock move to a more stable position and then remain there.

Statically stable structures are stable under severe wave attack and only then may show a little
movement of rock, called damage. Such damage, S, is related to the eroded area, A., around
the water level, see Figure 1. This graph shows the original definition as given in Van der Meer
(1988-1) with S as damage and A as erosion area. The definition of damage is:

S¢ = Ae/Drso’ (2)

Dynamically stable structures can be given by a profile, statically stable structures by the
damage S,. But what about berm breakwaters? In many cases the berm is not as stable as a
statically stable structure and will reshape to some extent. PIANC (2003) used the recession,
Rec, of the berm as a parameter to describe the behaviour of berm breakwaters. Figure 2 gives
the principle idea of the recession parameter.
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Figure 1: Definition of damage for a statically stable structure, Van der Meer (1988-1).
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Figure 2: Principle idea of recession to describe the behaviour of a berm breakwater.

2 Rock slope stability

2.1 Van der Meer formulae

The original Van der Meer formulae for statically stable rock slopes were published in Van der
Meer (1988-1), but also in journal papers Van der Meer (1987) and Van der Meer (1988-2).
These formulae were also described in the first Rock Manual, 1992. The new Rock Manual,
2007, however, treats a rewritten version of the original Van der Meer formulae, and added the
so-called modified Van der Meer formulae for shallow water. It should be noted that these latter
formulae were not modified by Van der Meer, but were based on the limited and confidential

work of Van Gent et al. (2004).

Different from the Rock Manual (2007), only the original Van der Meer formulae will be applied
here. The formulae can be applied to shallow water conditions where the significant wave height

on the foreshore has reduced to a minimum of 50% of its original value on deep water.

The original formulae are given by:
For plunging waves:
Hy/ADyso = 6.2P°*%(S4/VN,) 265,

and for surging waves:

H,/AD,5, = 1.0P~°13(S, /VN,,)%Vcota &,

The transition of plunging (breaking) waves to surging (non-breaking) waves is given for:

1
¢ = [6.2P%3Wtana]P+os
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with:  Hs = significant wave height at the toe of the structure (actually Hyj3)
A = relative buoyant density: A = (p; - pw)/Pw
Pr = mass density of rock
Pw = mass density of water
Dnso = nominal diameter: D50 = (Msg /p,)”3
Msg = average mass of the rock class
P = notional permeability factor
P = 0.1: impermeable core beneath the armour layer
P = 0.5: permeable core beneath the armour layer
P = 0.6: homogeneous structure (only one rock class)
Sy = damage level
Nuw = number of waves in the considered sea state
Em = breaker parameter: ¢, = tan0(/(21'rHS/(ngZ))°'5
g = acceleration of gravity
T = mean period from time domain analysis
o = slope angle

For &, < &, Equation 3 applies and for & > ¢, this is Equation 4.

For detailed description of the notional permeability factor P, short sea states with N,, < 1000
and long seas states with N,, > 7500, as well as the reliability of the formulae, one is referred to
Van der Meer (1988-1, 1988-2, 1987-1) or the Rock Manuals (1992 and 2007). The easiest way
to apply the formulae is to use the program Breakwat (commercial software from Deltares) as
limitations with respect to the formulae are embedded in this program.

The classification of the damage level S, for a two-diameter thick rock slope is given in Table 1.
The initial damage (some settlement, first rocks moving) is given as Sy = 2 or 3, depending on
the slope angle. Failure of the rock layer is defined as under layer visible. In average about a
layer of one diameter thickness will then be removed, with at certain locations a little more,
showing the under layer. Intermediate damage is in between initial damage and failure. Table 1
has to be used in designing rock slopes on stability.

Table 1: Classification of the damage level Sq.

slope initial intermediate | failure (under
damage damage layer visible)

1:15 2 3-5 8

1:2 2 4-6 8

1:3 2 6-9 12

1:4 3 8-12 17

1:6 3 8-12 17

The original Van der Meer formulae were modified in the Rock Manual (2007), based on the
work of Van Gent et al. (2004 - confidential data). They applied a bulk analysis on their data,
using the original Van der Meer formulae, but adopting different coefficients. Their work showed
less stability in (very) shallow conditions and explanations for this were not given. For very
shallow conditions it may well be that the trends in the Van der Meer formulae are no longer
valid, like the relationship between damage and storm duration or number of waves, N:
Sq = VN; or the relationship between damage and wave height: S; = HZ. This was not
considered in the analysis by Van Gent et al. (2004). The effect in the Rock Manual (2007) is
that for rock slopes in shallow water one ends up with a (much) larger rock size than with the
original Van der Meer formulae.

Another question is to what conditions of "shallow water" the original Van der Meer formulae
would be correct. It is true that most of the tests of Van der Meer (1988-1) were performed for
relatively deep water. One of the implications is then that the formulae are valid for Rayleigh-
distributed wave heights. A limited number of tests in Van der Meer (1988-1) were performed on
a 1:30 foreshore with breaking wave conditions. These tests showed that in more shallow
conditions the distribution of wave heights is no longer according to a Rayleigh distribution and
that less large wave heights occur. It means that in shallow water the stability increases if the
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same significant wave height is present as in deep water. This is logical as less high wave
heights are present in the shallow water case. For this reason it has been proposed in Van der
Meer (1988-1) to use the Hye, instead of the significant wave height (and adjust the coefficient in
the formulae). The important trend in shallow water is that stability increases if waves start to
break. Using the Hyg-value in the Van der Meer formulae instead of the Hg leads for shallow
water to a smaller required rock mass.

In very shallow water, however, other effects may play a role. If the original significant wave
height reduces by breaking to 30% of its original value or even less, the wave steepness
becomes very long and the shape of the waves may be very different from less shallow water
situations. Short waves or high wave steepnesses do not longer exist for these conditions. It
were mainly these kind of conditions that were the subject of the research of Van Gent et al.
(2004). In their research, however, they never mentioned that the stability increases for first
breaking of waves and they do not distinguish between first breaking and very large breaking.

2.2 Design method for rock slopes

The design of a breakwater or rock slope is often concentrated around extreme conditions close
to or exceeding the estimated design life of the structure. But that is only a part of the whole
picture. The full extreme distribution of wave conditions: wave heights, wave periods and water
levels, should be considered. A picture like Figure 3 gives insight in possible wave climates and
is a reproduction from PIANC (1992). It shows the (deep water) significant wave height versus
the return period, from 1 - 1000 years

The curves show the different levels for the 100-years condition, which give an estimation of the
severity of the wave climate. Another feature in Figure 3, however, is the steepness of the
curves. And this aspect is very important for design of breakwaters or other coastal structures. A
flat curve means that wave heights close to a 100-years condition occur fairly frequently, but
this condition will never significantly be exceeded. On the other hand, a steep curve means that
yearly wave heights may be quite low, but really extreme conditions significantly exceed a 100
years condition.

25 |

20 F —Slnes\
e T rip O

L ~

|| == North Sea
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10 |

1 10 100 1000
Return period (years)

Figure 3: Deep water wave climates (from PIANC (1992)).

A good way to consider the whole wave climate for design of a rock slope is to consider a few
practical return periods and define associated allowable damage levels. For instance, a small
return period should not give any damage, however, for a very extreme return period damage is
acceptable, but failure of the slope is not. An example is shown in Table 2, but it should be
noted that this is an example and could be adjusted according to the client's desire for a more or
less conservative structure.
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Table 2: Example of allowable damage, depending on return period.
Return period Allowable damage

Rock slopes  Concrete units

10y Sd=2 N0d=0.2
50-100 y Sq¢=3-5 Nog = 0.5
300-500 y Sq=8-12 Nog = 1.0 (depending on slope)

Equations 3 and 4 (or the program Breakwat) can then be used to calculate the damages or
required rock weights for each return period. It depends then on the actual wave climate which
condition will be determining for design. In general, for flat curves like the Pozallo curve in
Figure 3, the 10-years condition will govern the design. For steep curves, like Bilbao, it will be
the very extreme conditions.

2.3 Cumulative damage

The Van der Meer formulae are based on one test condition per test. After each test of 3000
waves the slope was reconstructed for the next test. In this way test results were not influenced
by earlier test conditions. But in reality a structure will experience many storms with different
attitude. Also testing of breakwaters for design is often performed with a series of increasing
sea states. The Van der Meer formulae can be applied to such situations by the cumulative
damage method, which has been described in Van der Meer (1985-discussion) and which has
also been implemented in Breakwat.
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Figure 4: Cumulative method to calculate damage for various consecutive sea states.

In fact the method is fairly easy. A first sea state, given by the significant wave height Hg4, or by
H,s,1, mean period T,1 and number of waves N, gives a calculated damage level Sy. A
second sea state would be defined by Hgp,(or Hay2), Tz and N,,. The next calculation is to
determine the number of waves N, that is required for the second sea state to create the
damage Sy that was caused by the first sea state. Then the damage Sq, for the second sea
state can be calculated, but now by applying Ny12 + N2 as the number of waves. A third sea
state would be calculated by repeating the same procedure.

Figure 4 gives an example calculation. The structure has a slope with cota = 1.5, a notional
permeability of P = 0.55 and a rock class with average mass Mg, = 10 t and density p, = 2700
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kg/ms. The mass density of the water is p, = 1025 kg/m3. Three consecutive sea states have
been defined. each lasting for six hours:

Sea state 1; H;=4 m; T,,=10 s; N,,=2160
Sea state 2; H&=5 m; T,,=12 s; N,,=1800
Sea state 1; H=6 m; T,,=14 s; N,,=1543

For each of the sea states the Sy - N,, curve can be calculated using Equations 3 and 4. The
damage development is a straight line for the first 1000 waves and then continues as a square
root function S; =+/N. The damage after the first sea state can directly be calculated:
Sy = 2.24. This damage is reached for the second sea state for 585 waves. The damage for the
second sea state is then calculated for N, = 1800 + 585 = 2385 and amounts to Sy = 5.92. This
damage is reached with 738 waves for the third sea state and the final damage is then
calculated with N,, = 1543 + 738 = 2281 and amounts to Sy = 12.01. The damage for sea state 3
only would be Sq = 9.96, so the two first seas states increased the final damage by about 20%.

3 Berm breakwaters
3.1 Classification

The principle design of reshaping berm breakwaters, as described by Baird and Hall (1984), has
been developed further into less reshaping and more stable berm breakwaters with more rock
classes compared to only a small and a large class, core and rock. PIANC (2003) gave a
classification of berm breakwaters as shown in Table 3.

Table 3: Classification of berm breakwaters by PIANC, 2003.

Type of breakwater Hs/ADnso HoTom

Statically stable non-reshaped. In this condition few stones are < 1.5-2 <20-40
allowed to move, similar to the condition for a conventional rubble
mound breakwater.

Statically stable reshaped. In this condition the profile is allowed 1.5-2.7 40-70
to reshape into a profile, which is stable and where the individual
stones are also stable.

Dynamically stable reshaped. In this condition the profile is >2.7 >70
reshaped into a stable profile, but the individual stones may move
up and down the front slope.

The classification uses both the stability number Hy/AD,s0 as well as the dimensionless wave
height - wave period parameter H,T,,. There is a large difference between the parameters as
the stability number does not include any wave period effect and the H,T,,, parameter gives
similar effect to wave height and wave period. PIANC (2003) does not conclude on which
parameter should be decisive for berm breakwaters, although formulae on recession of the
berm have been given as function of HoTom.

The classes of statically non-reshaped and reshaped berm breakwaters overlap the range of
Hs/AD,50 = 1.5 - 2, although a different range in Ho T, is given. This might suggest that a longer
wave period results in more reshaping and a less stable profile. Proof of this, however, is not
given.

Dynamically stable means that rock will move continuously under (severe) wave attack, which
may lead to breaking of the rock and to longshore transport. Significant longshore transport,
affecting the stability of the structure, should be avoided at all times. This is different from
reshaping, where it is expected that displacement of rock will result in a more stable profile. One
may actually conclude that dynamically stable (berm) breakwaters are not acceptable, as
breakwaters during their life time should be statically stable.

PIANC (2003) has given a classification of berm breakwaters that shows that there are different
types of berm breakwaters with different structural behaviour. In that sense the classification in




5th International Short Conference on Applied Coastal Research
6th-9th June, 2011 - RWTH Aachen University, Germany

Table 3 is very useful. But given the remarks above and developing insight in the stability of
berm breakwaters, the classification can be updated.

The reshaping (mass armoured) berm breakwaterhas a large berm with mainly one rock class.
The berm may be long and just above design water level, but may also be quite high - even
similar to the crest height - and then with a narrower berm. As the berm will reshape it is mainly
the volume or cross-section of the berm that determines the design, not the width of the berm
only. The seaward slope of the berm is often quite steep, up to the angle of repose of rock. The
structure will be unstable as constructed, but statically stable after reshaping. The behaviour is
best described by the profile of the structure and only partly by recession. The construction
should be easy without significant requirements and only a few rock classes have to be made,
without very large sizes. A reshaping berm breakwater will be stable for overload conditions, but
then not much resiliency (reserve capacity) will be left. Experience shows that this kind of berm
breakwater may need some maintenance (adding berm rock) during the life time of the
structure.

A hardly reshaping Icelandic-type berm breakwater will have a high berm and the total cross-
section or volume will be less compared to a reshaping berm breakwater. The high berm has
also a function as it will absorb the energy of large and long waves overtopping the berm. The
hardly-reshaping Icelandic-type of berm breakwaters need fairly large rock, but in small
quantities. Getting large rock, using the right experience, shows that this in many cases will not
significantly increase the cost of the structure. In many cases the largest class of rock above the
water line will be placed according to specifications that enhance stability. In fact these stones
can be placed in such a way that rocks on the outer layer are in contact with each other and
loose rocks do hardly exist.

The mass armoured as well as the Icelandic-type berm breakwater may show only partly
recession when designed for it. In this case it is advised to have the berm level of the mass
armoured berm breakwater at the same level as the Icelandic-type. The ability to absorb wave
energy with a relatively high berm is also good for the partly reshaping mass armoured berm
breakwater, as partly reshaping means that quite some part of the berm is left in place. There
are, however, no placement specifications for the mass armoured berm breakwater and the
seaward slope still may be quite steep. If this is indeed the case, the first reshaping may be
earlier than for an Icelandic-type berm breakwater, but after some reshaping they will show
similar reshaping or stability.

Hardly reshaping berm breakwaters may be described by conventional damage levels Sq4 as
well as start of recession. For partly reshaping berm breakwaters there will be more damage as
well as recession. The fully reshaping berm breakwater only considers recession or actually
reshaping. Based on these types of structures a new classification for berm breakwaters,
including indicative values for the stability number, the damage and the recession, is shown in
Table 4. These values are given for a 100-years wave condition. For wave conditions with
smaller return periods the values will be smaller and consequently, for more severe wave
conditions, like overload tests, the values may be larger.

Table 4: Proposed classification of berm breakwaters.

Breakwater Hs/AD 59 Sq Rec/Dso
Hardly reshaping berm breakwater (Icelandic-type) 1.7-2.0 2-8 05-2
Partly reshaping Icelandic-type berm breakwater 20-25 10-20 2-5
Partly reshaping mass armoured berm breakwater 2.0-2.5 10-20 2-5
Reshaping berm breakwater (mass armoured) 2.5-3.0 - 5-12

3.2 PIANC (2003) recession data for berm breakwaters

PIANC (2003) presented recession data of many research projects, mainly with traditional
reshaping berm breakwaters as well as partly Icelandic-type berm breakwaters, see Figure 5.
Most of the data represent a recession larger than 5*D,5q and a stability parameter H, T, larger
than 70. A large scatter is present due to various influences. Some of them would be the
definition of wave height (at the toe or more at deep water), placement of rock (dumped or
carefully placed), way of measuring recession, seaward slope angle, etc.

10



5th International Short Conference on Applied Coastal Research
6th-9th June, 2011 - RWTH Aachen University, Germany

35

30

[5] n
j=3 o

o0
T

Recession, Rec/Dn50

0 20 40 60 80 100 120 140 160 180 200
HoTo = (He/Deha’DnS0)"((g/OnS0r0.5° Tz , local values

Figure 5: Recession data from PIANC (2003), including the data in Sigurdarson et al. (2008) on
stable Icelandic-type berm breakwaters.

As stated above most of the PIANC (2003) data represented large recession and high stability
numbers, H,T,n. Focusing only on Icelandic-type berm breakwaters changes the area of
interest. With the limits of H T, < 70 and not more than 7-8 stones removed across the berm
(Rec/Dysp < 8) leaves only the data of the lower left corner of Figure 5. In this region there are
data points which do not show any recession for H,T,, = 40-50 and others that show recession
to be 7 or 8 stone wide. Also, there are data points showing recession of 2 stone wide for HyTon,
values of only 10. The only conclusion is that the data given in PIANC (2003) are not able to
give any reliable design guideline for the Icelandic-type berm breakwater. More well-defined
data are required to give such guidelines.

Sigurdarson et a.l (2008 and 2011) defined requirements for reliable data representing the
Icelandic-type berm breakwater and indentified three data sets which fulfilled these
requirements: MAST Il (1996 and 1997), Myhra (2005) and Sveinbjornsson (2008). The
recession data cover the area shown in Fig. 5 and is really focussed around small recession.
They found that the best fit for the recession data was obtained using the parameter H,Tp,
which includes the peak period, Ty, instead of the mean period, T,,. But the difference with using
only the stability number H, = H/AD, 59, SO not considering the wave period, was not large.
Based on that data Sigurdarson et al. (2008) derived the following formula that provided a
reasonable fit to the data shown in Figure 6:

8 r

¢ Sveinbjornsson h=0.59 m
= Sveinbjornsson h=0.645 m S "
A Sirevag test 2
O MAST Il test 3 "

A MAST Il test 4

——Equation 2

= = = 90% confidence bands

HoTop

Figure 6: Recession data for an Icelandic-type berm breakwater, using the peak period T, and
showing the recession formula (6) with 90% confidence band as presented by
Sigurdarson et al. (2008).
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Rec/Dyso = 0.032 (HoTop — Sc)'*
with:  Rec/Dnso = 0 for HoTo, < Sc (6)
and:  p(Sc)=35and o(Sc) =5 and HyT,, <70

3.3 New and accurate data set including analysis
3.3.1  Optimized definition of recession

A statically stable design of an Icelandic-type berm breakwater has been tested in a wave flume
at HR Wallingford, where the behaviour from the start of moving of the first stones, up to a few
times an overload condition, was measured very precisely.

At the start of damage the recession of the berm profile varies considerably along the profile.
But when the damage gets larger and the berm really reshapes into the well-know S-profile, the
recession becomes more. In that case it is sufficient to measure only a few profiles, average
them and measure the recession, the horizontal retreat of the berm, given in nominal diameter
of the armour stone protecting the berm, D.s,. This has often been done in berm breakwater
research, also for the less reshaping Icelandic-type berm breakwater.

In the research at HR Wallingford a very accurate laser profiler has been used and according to
the method in Van der Meer (1988-1) ten profiles have been averaged to give a good
description of the behaviour of the structure. Figure 7 shows an example of damage
development of the averaged 10 profiles from the pre-test condition, through the full sequence
of testing. Some profile or damage development starts, ending in a little reshaping at the end of
the test series. Figure 8 shows on the other hand the individual ten profiles after two times the
design condition. It is clear that the scatter between the different profiles is considerably larger
than the average profile development over the full test sequence.

Figure 7: Development of profiles of an Icelandic-type berm breakwater under increasing wave
conditions, measured with a laser profiler; each profile is the average of 10 individual
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Figure 8: Ten individual profiles of the same Icelandic-type berm breakwater measured with a
laser profiler after two times the design event, showing the large scatter of individual
profiles.
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The recession of a berm breakwater is usually defined as shown in Figure 2, that is the
horizontal recession on top of the berm. This may be alright for structures that experience
considerable recession but not so good for structures experiencing less recession. The damage
or displacement of stones usually starts at around the still water level and then proceeds
upward. For limited damage, as for the Icelandic-type berm breakwater, the damage might not
have proceeded up to the top of the berm where the recession usually is measured. Another
practical issue is that the recession on top the berm is not easy to define. The front slope and
top of the berm of the Icelandic-type berm breakwater is covered with large stones and when
these are profiled, the profile rarely shows a sharp intersection between the front slope and top
of berm.

Therefore, it was necessary to modify the definition of recession to take note of profile
development on the full slope from top of the berm down to low water level, not only on top of
the berm. The recession is taken as the horizontal difference between the as-built profile of the
Class | armour and the profile recorded after the test, see Fig. 9. Two recession parameters
have been proposed. The maximum recession distance, Rec.x, is the greatest recession
measured on any individual profile, and the average recession distance, Rec,,, is the recession
of the average profile averaged between low water level and top of the berm.

Rec-av ~
e

Initial profile
LWL
S
7 — Reshaped profile
..--’/"
-~
rd
iy

ya

Figure 9: The modified definition of a berm recession.

3.3.2 The dataset

The seaward slope of the berm had a slope of 1:1.5. The berm itself is very porous with large
rock in the whole berm. According to Van der Meer (1988-1) this would give a notional
permeability factor of around P = 0.55 - 0.6. The erosion area A, can also be found from the
profile, which results in the damage parameter Sy = Ae/Dnsoz. It is, therefore, interesting to make
a comparison between damage measured for the Icelandic-type berm breakwater and damage
calculated by stability formulae for rock slopes.

Details of wave conditions, damage and recession for the three tests are given in Table 5.
Design conditions for about 100-years return period are reached for stability numbers of
Hs/AD,50 =1.5-1.7. Overload conditions are reached for Hy/AD,50 = 2.0 - 2.4. Note that in many
tests the wave steepness was quite low and therefore the wave period fairly long. This results in
fairly large HoTom and HoTo, values. Maximum recessions in Tests 1 and 2 amount to about
Rec,,/Dnso = 5 with damage up to Sy = 9-12. This is well in the range of rock slope stability, see
Van der Meer (1988-1). In Test 2 the rock below swl was placed a little more randomly, resulting
in a slightly more damage and recession compared to Test 1. The rock used in Test 3 was
slightly larger and more elongated and placed with good interlocking above swl. This resulted in
hardy increase in damage and recession for the overload situations.
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Table 5: Recession and damage results of 3 tests on Icelandic-type berm breakwater.

H/ADuso  Sop  HoTom  HoTop Sq Rec,, 'S4 Breakwat
Test1 0.95 0.011 24.6 28.0 0.00 0.20
1.50 0.013 45.7 51.0 1.39 0.29
1.67 0.012 53.3 62.0 2.81 0.82
1.79 0.031 47.1 43.5 4.87 1.54
1.75 0.015 55.6 61.1 5.73 1.69
1.99 0.015 66.2 73.8 7.18 244
2.40 0.039 55.0 60.4 8.94 3.92
Test2  0.95 0.011 24.8 28.2 0.00 0.29 0.08
1.49 0.013 45.4 50.7 2.45 0.86 0.84
1.68 0.012 48.9 63.6 5.13 2.10 2.33
1.65 0.019 43.6 48.8 5.80 231 2.96
1.69 0.013 51.2 62.5 6.26 2.55 3.54
1.94 0.014 64.5 71.9 9.15 4.10 4.90
2.36 0.038 53.9 59.2 11.56 5.20 7.16
1.66 0.014 52.9 58.1 11.62 5.19 7.16
Test3 0.88 0.010 22.5 25.8 0.00 0.15 0.05
1.38 0.012 41.5 46.4 0.71 0.25 0.54
1.50 0.013 45.0 52.0 137 0.20 1.07
1.56 0.013 44.9 54.9 1.56 0.36 171
1.71 0.031 44.2 40.4 1.90 0.50 2.61
1.60 0.013 50.1 56.1 231 0.51 2.64
1.54 0.013 46.0 54.2 2.01 0.56 2.64
1.85 0.014 60.5 68.3 2.40 0.56 3.67
2.30 0.037 51.9 58.0 2.43 1.21 5.86

3.3.3 Description and comparison of damage Sd

The stability formulae of Van der Meer (1988-1) include the significant wave height, mean wave
period, slope angle and notional permeability. It is also possible to calculate cumulative damage
(mainly through BREAKWAT), which makes it possible to simulate the whole test sequence in a
test. In the test sequence (see Table 5) sometimes the wave height was kept the same or even
lowered, while the wave period was changed. The stability formulae suggest that stability would
increase with increasing wave period, as surging or non-breaking waves are present for a steep
slope and with a large notional permeability.

Figure 10 shows the measured damage as a function of the stability number. Damage
increases as long as the wave height is increased and the increase in damage is small if tests
with similar wave heights have been performed. As explained before, only the overload situation
in Test 3 (Hs/AD,50 =2.3) showed remarkable stability, due to specific placement of the larger
rock.
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Figure 10: Damage versus stability number, as measured.
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Figure 11: Damage versus stability number, measured and calculated.

For Test 2 Figure 10 shows a similar damage of S4 = 11.6 for H//AD, ;50 =2.36 and 1.66. Actually,
in the last test the wave height was lowered (and the wave period increased), but this did not
lead to larger damage.

Figure 11 is similar to Figure 10, but now the results of the damage calculations have been
included. The cumulative damage was calculated for Test 2 (open squares), which has actually
similar conditions as Test 1, and also for Test 3 with different rock size and test conditions
(open triangles). Results of calculations depend on the input. The original Van der Meer
equations were used through Breakwat and cumulative damage was calculated. The berm is
very permeable, but the structure is not completely a homogeneous structure. For this reason a
notional permeability factor of P = 0.55 was used. The seaward slope of the berm breakwater is
1:1.5. But it would not give a correct comparison if this slope was used in the calculations. The
berm breakwater has a horizontal berm and also some horizontal parts below water level
(between rock classes | and Il and at the toe). The average slope from toe to the crest level was
close to 1:2 and therefore this slope angle was used for calculations.

Calculated damages are slightly lower for Test 3 than for Tests 1 and 2, which is according to
the measurements. It is clear, however, that the berm breakwater in Test 3 showed very good
behaviour for the final wave height, better than the prediction of the stability formulae.

Note also that the calculations give similar damage for the last two test series in Test 2, where
the wave height was lowered (with an increase in wave period). This is completely according to
the measurements, although the damage in average was a little larger in the tests than
predicted by the stability formulae.

It can be concluded that the stability formulae for rock slopes in average give a fairly good
prediction of the damage at the seaward side of a statically stable Icelandic-type of berm
breakwater. The measurements also confirm the stability formulae in the sense that a larger
wave period does not really increase damage. Wave height seems to be more important than
wave period.

3.4 Detailed analysis of recession Rec

Figures 12 and 13 show the development of the average recession, as defined in Figure 9, for
the three tests. In Figure 12 the recession is given versus H,To, which is comparable with
Figure 6. Figure 13 uses Hs/AD,s instead of HyTp, and is more comparable with Figure 10.

The data points have been connected by lines as this shows better the sequence of the test
series in the test. Figure 12 clearly shows where sometimes the H,T,, condition was lowered
(similar or even larger wave height, but with smaller wave period). If the use of H,T,, would be
correct, then a significantly lower H,T,, value should not lead to significant increase of
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recession. All tests, however, show that recession increases, even with a much lower HyTo,
value.
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Figure 12: Average recession Recay versus HoTop.

That is different in Figure 13, where damage increases if H/AD,5 increases and where damage
remains the same if the wave height is reduced. Figure 13 shows a similar behaviour as for the
damage in Figure 10. Again it must be concluded that the wave period has hardly any effect on
recession and that the wave height is the governing parameter.
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Figure 13: Average recession Recay versus Hs/ADpso.

It does not mean that the parameter H,T,, is not a good parameter to describe recession or
reshaping. The parameter was developed for dynamically stable structures like gravel and
cobble beaches, see Van der Meer (1988-1), and also performs well for really reshaping berm
breakwaters with Hs/AD 50 around 3. But start of damage or recession describes more statically
stable rock slopes (specifically almost homogeneous structures) and here stability and
recession are not really influenced by the wave period.

Figure 6, taken from Sigurdarson et al. (2008), shows three data sets with Equation 6 as
prediction formula. Figure 14 shows the same data, but now with the data of the new tests. As
in many test series long wave periods were applied, most of the tests are on the right side of the
prediction curve and far outside the 90% confidence band. As concluded above, it is not a good
way to include the wave period for start of recession, comparable to statically stable rock
slopes.

Figure 15 shows the average recession versus the stability number Hy/AD.sy. The results of
Test 2 fall exactly within the earlier data, Test 1 shows a little more reshaping and Test 3, for the
final wave height, a little lower. The points of Sveinbjornsson (2008) with Rec = 0 are mainly
due to inaccuracy as only one profile was measured, not ten as in the latest tests.
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Figure 14: Average recession versus HoTop and data of Sigurdarson et al. (2008).
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Figure 15: Average recession Recay versus Hs/ADyso, with data from Sigurdarson et al. (2008) and
with a new prediction formula.

A formula that fits closely to the majority of the data points in Figure 15 is given by:
ReCa/Dpso = 3.5 (Hs/ADys0 — Sc)'°

Rec,/Dnso = 0 for H/AD,59 < Sc

M(Sc) = 1.3 and o(Sc) = 0.2 and Hy/AD50 < 2.8

The formula shows that for a statically stable Icelandic-type berm breakwater with a design
value of Hi/AD, 5o = 1.5 the expected recession is not more than about half a stone diameter.
For Hy/AD,s0 = 2.0 this may increase to 1.5 to 3 stone diameters, depending on how accurate
the rock above swl has been placed.

(7)
with:

and:

4 Wave overtopping and run-up simulation and destructive tests at
grassed slope of dikes and boulevards
4.1 The Wave Overtopping Simulator

The Wave Overtopping Simulator was developed in 2006 and destructive tests have been
performed in February and March of 2007 - 2011 and in November and December 2010. The
tests show the behaviour of various landward slopes of dikes, embankments or levees under
simulation of wave overtopping, up to a mean overtopping discharge of 125 I/s per m.
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All research performed was commissioned by the Dutch Rijkswaterstaat, Centre for Water
Management. The research was performed by a consortium of partners and was led by
Deltares. Consortium partners were Deltares (project leader, geotechnical issues, model
descriptions, hydraulic measurements), Infram (logistic operation of testing), Alterra (grass
issues), Royal Haskoning (consulting) and Van der Meer Consulting (performance of Wave
Overtopping Simulator and hydraulic measurements).

The process of wave overtopping on a dike, levee, seawall or embankment is well known, see
the Overtopping Manual (2007). In contrast, the erosive impact of wave overtopping on these
structures is not known well, mainly due to the fact that research on this topic cannot be
performed on a small scale, as it is practically impossible to scale clay and grass down properly.
Only some tests have been performed in large wave flumes, like the Delta flume in the
Netherlands and the GWK in Germany, see Smith (1994) and Oumeraci et al. (2000). But these
tests are costly and the dike can only partly be modelled. Therefore, the Wave Overtopping
Simulator has been developed, see Van der Meer et al. (2006, 2007 and 2008) for more details.

The Simulator consists of a high-level mobile box to store water. The maximum capacity is
55 m’ per m width (22 m® for a 4 m wide Simulator). This box is continuously filled with a
predefined discharge and emptied at specific times through a butter-fly valve and a guidance to
the crest, in such a way that it simulates the overtopping tongue of a wave at the crest and inner
slope of a dike. The discharge of water is released in such a way that for each overtopping
volume of water the flow velocity and thickness of the water tongue at the crest corresponds
with the characteristics that can be expected. See Figure 16 for the principle of the Wave
Overtopping Simulator. Various overtopping volumes are released randomly in time, see

Figure 17.
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Figure 16: Principle of Wave Overtopping Simulator.

Field tests on real dikes have been carried out from 2007 - 2011, all at the end of the winter and
one in November/December, when grass roots are in worst condition. Figure 18 shows the set-
up of the simulator at the crest and seaward side of a dike and very close to a highway. The
design and calibration of the Wave Overtopping Simulator has been described by Van der Meer
(2007) and the test results of the first tested dike have been described by Akkerman et al.
(2007-1 and 2007-2). Part of the tests in 2008 have been described by Steendam et al. (2008).
A summary report on all the testing in 2007 and 2008 has been described by Van der Meer
(2008). Tests and results of 2009 - 2010 have been described in Steendam et al. (2010, 2011)
and Van der Meer et al. (2009, 2010, 2011).
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Figure 17: Release of a wave.

Figure 18: Set-up of Wave Overtopping Simulator close to a highway (February 2009).

Most test conditions were given by a mean discharge and lasted for 6 hours. Test conditions
increased from 0,1 I/s per m to 1; 10; 30; 50 and 75 I/s per m. A full test on a dike section took
about one week and often more than 14,000,000 litres of water flowed over the inner slope of
4 m width. Each test condition consisted of simulation of the required distribution of overtopping
volumes (see the Overtopping Manual (2007)). Such a distribution depends on expected
conditions at sea: a larger significant wave height (as at sea dikes) will show fewer overtopping
waves, but the volume in the overtopping waves will be bigger than for a smaller wave height
(as for example at river dikes). All tests until now have assumed a significant wave height of 1, 2
or 3 m with a wave steepness of 0.04 (using the peak period). Distributions of overtopping
volumes for a condition with 2 m wave height and for various mean discharges are given in
Figure 19.

Figure 19 clearly shows that for each mean discharge there are only a small number of waves
that give large overtopping volumes. The general behaviour of wave overtopping can be
described by a large number of fairly small overtopping waves and a few which are much
bigger. These few but bigger waves often cause the damage to the inner slope.

In the first years of testing it appeared to be very difficult to measure any hydraulic parameter on
the inner slope, like flow velocity or flow depth. The velocities can approach 8 m/s and the water
is very turbulent with a lot of air entrainment, see also Figure 17. Laboratory instruments have
not been designed for this kind of conditions. In 2009 a lot of attention was focussed on
improving the measurements. Amongst them a floating device to measure the flow depth and
front velocities of an overtopping wave. The floating device is a curved board which has been
hinged about 1 m above the slope and which floats on top of the flowing water. The rotation at
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the hinge is measured and gives the flow depth. Figure 20 shows the record of this floating
device for three consecutive overtopping volumes of 3.0 m® per m width each. Recording
started exactly when the signal was given to open the valve. The overtopping volumes and the
records of flow depth reproduce very nicely. The maximum flow depth was about 0.25 m.
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Figure 19: Distribution of overtopping volumes of waves for sea dikes and various mean
overtopping discharges, as simulated by the Wave Overtopping Simulator.

0.30
025
0.20
015
0.10
0.05
0.00

Flow depth (m)

0 1 2 3 < 7 8 9 10 1"

5 6
Time (s)
Figure 20: Record of flow depth with floating device for 3 overtopping waves of 3 m>/m.

4.2 Destructive field tests
4.2.1 Failure mechanisms

Wave overtopping may lead to failure of the crest and landward slope of a dike. In principle
there are two different failure mechanisms. Fast overtopping water may damage the surface of
the crest and landward slope and, if initial damage or erosion has occurred, this may continue to
the layer underneath the grass cover and may lead to an initial breach. This is actually the
process which is simulated by the Wave Overtopping Simulator: erosion of the slope.

A major failure mechanism on steep landward faces (typically 1:1.5 and 1:2) in the past was slip
failure of the landward slope. Such slip failures may lead directly to a breach. For this reason
most dike designs in the Netherlands in the past fifty years have used a 1:3 landward slope,
where it is unlikely that slip failures will occur due to overtopping. This mechanism might
however occur for landward slopes steeper than 1:3 and should then be taken into account in
safety analysis. This failure mechanism is NOT simulated by the overtopping tests, as a slip
failure needs more width to develop than the 4 m wide test section. Another test method should
be used to investigate this failure mechanism, which is not described in this paper.
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4.2.2 Locations of tests

In total eight locations, seven in the Netherlands and one in Belgium were tested on wave
overtopping, see Figure 21. Various tests were performed at each location, in total 27 tests on
grassed or reinforced slopes, with or without objects like trees and stair cases.

primaire waterkeringen, 1 januari 2006 - Delfzijl
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Figure 21: Locations of testing in the Netherlands and Belgium.

4.2.3 Some observations

The easiest way to describe observations of the testing is by photographs. This section gives an
some examples of observed damages for each tested location. Each photograph has a legend
describing the observation. For a complete overall view one is referred to the given references
above.

0.15%0. 15:(0 15m

Figure 22: Final result Delfzijl, Groningen, sections 1 and 2. No damage after 50 I/s per m. Left:
test section 1 of the present dike after manual initiation of damage (four holes in the
slope: 1x1x0.05 m; 0.4x0.4x0.15 m; in the upper part two holes 0.15x0.15x0.15 m) and
after 6 hours with 50 I/s per m. Gulley development for the two largest holes, none for
the smaller. Right: a reinforced section 2 with geotextile, again after manual initiation of
damage, where no gulleys were developed.
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Figure 23: Delfzijl, Groningen, section 3. Bare clay (0.2 m grass cover was removed). Mean
discharges of 1; 5; and 10 I/s per m, each during 6 hours. Ongoing erosion during each
condition, which resulted in head cut erosion: a horizontal part with a vertical slope; the
vertical slope erodes by lumps of clay from the vertical front and the hole increases
upwards.

Figure 24: Final result Boonweg, Friesland, sections 1 and 2. No damage after 75 I/s per m. In the
last hour of 75 I/s per m damage to the toe (hidden path of brick stone, see photo right).

Figure 25: Final result Boonweg, Friesland; section 4. After 5 hours and 51 minutes with 75 I/s per
m. The sand core has been eroded to at least 1 m depth and the right side wall is about
to collapse. Final result about 45 minutes after first damage was observed.
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Figure 26: Final result St Philipsland, Zeeland. Damage to the rear side at the maintenance road,
which started at 30 I/s per m. Removal of the whole maintenance road. Picture taken
half way the 75 I/s per m test. The hole became at the end 15 m wide and about 1 m
deep.

Figure 27: Kattendijke, Zeeland, section 1. Damage to the rear side at the maintenance road,
which started at 30 I/'s per m. Removal of the whole maintenance road. Picture taken
half way the 75 I/s per m test. The hole became at the end 15 m wide and about 1 m
deep.

Figure 28: Afsluitdijk. Grass toe, section 1. Grass ripped off on many locations on the slope and
completely at the horizontal part, where a section of 4x4 m2 was created without grass.
The good clay (still with roots) showed hardly any erosion and resisted without
problems 75 I/s per m. Erosion holes near toe about 0.4 m deep.
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Figure 29: Afsluitdijk. Staircase with fence, before and after testing, section 3. Left: before testing
and right: after 2 hours of 75 I/s per m. The concrete staircase is near failure. Grass
ripped off the slope, but gulley development occurred only along the staircase where
concentration of flow was observed. Hardly damage to the clay layer. The brick path to
the staircase was completely destroyed, as well as the fence gate. Two erosion holes
developed at the toe, due to the concentrated flow along the staircase. Holes about 1 m
deep, but not reaching the sand core (cover by 0.4 m clay and 1 m boulder clay).
Situation after 2 hours of 75 I/s per m.

A tested landward slope of a dike, covered with a good grass cover on clay, never failed by
erosion due to overtopping for a mean overtopping discharge of 30 I/s per m or less. Only one
section failed at 50 I/s per m; some at 75 I/s per m, but part of the sections did not fail, even not
for 75 I/s per m. More recent tests at Tholen and near Antwerp with a very bad grass cover,
however, showed early failure, even up to 1 I/s per m. The grass cover is very essential for the
strength of the slope.

It seems that the large erosion resistance of the landward slope of a dike is determined by the
combination of good grass cover and clay. The grass cover or mattress seems stronger if it
grows on a sandy clay. Such a grass cover may resist even up to 75 I/s per m, but if significant
damage occurs, the clay layer is not very erosion resistant (Figure 25). On the other hand, a
good quality clay does not produce a very strong grass cover (it is difficult for roots to penetrate
into the clay) and the grass may rip off for overtopping discharges around 30 I/s per m
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(Figure 28). But in that case the remaining good quality clay layer, still reinforced with some
roots, has a large erosion resistance against overtopping waves.

This leads to the conclusion that a good grass cover on a sandy clay and a worse grass cover
on good clay show different failure mechanisms, but they show more or less similar strength
against wave overtopping. The variability of the grass sod may, therefore, have less influence
on the total strength than previously anticipated, except that there should be a fairly well closed
grassed cover layer. This could lead to the conclusion that the way of maintenance of the grass
has only minor effect on the strength of the landward slope as long as closed grass cover is
present. The test at St Philipsland may show that the bad grass coverage (small open areas
without grass) on sandy clay may show less resistance (Figure 26).

Transitions from slope to horizontal are probably the most critical locations for initial and
increasing damage (Figures 24, 26 - 28). During the tests this was often the transition from the
landward slope to the toe of the dike, with or without a maintenance road. The tests in 2009
were focused on these kind of transitions. Damage was initiated by a mean discharge of 10 I/s
per m or more. As the damage occurred at the lowest part of the landward slope it will take time
for damage to extend to the crest level and subsequently cause a dike breach. Transitions
higher on the landward slope (cycle paths, stability or piping berms with or without maintenance
road, tracks of tractors, roads crossing the dike), which have not yet been investigated, might be
more critical. Further investigation may give more confirmative conclusions.

A hole in the layer of clay, which reaches the under laying sand core and created at a large
mean overtopping discharge of 50 I/s per m or more, will give a very quick ongoing erosion. This
has not been observed for smaller overtopping discharges, for the simple reason that these
smaller discharges never created significant damage to the landward slope. But a test on a
parking place of bricks showed that sand erosion with 30 I/s per m, and even with 10 I/s per m,
goes fairly quickly. It must be noted that although the test was stopped for 30 I/'s per m due to
fast ongoing damage to the parking area, the dike itself was not in danger at all.

Small obstacles like poles did not show any erosion. Small holes from mice and moles did not
initiate damage to the grass cover layer. Also a fence and a little bigger pole (0.15 m by 0.15 m)
showed no initiation of erosion. The grass around a fence at the toe of the dike had some
influence on initiation of erosion, probably due to larger forces in this area. An obstacle like a
concrete staircase on the landward slope was totally destroyed at a stage with 75 I/s per m
overtopping (Figure 29). It should be noted, however, that also here the dike itself was not in
danger, due to the large erosion resistance of the clay. Still, further research may give more
final conclusions on other large obstacles.

4.3 Erosional indices

The first three years of testing in the Netherlands with the Wave Overtopping Simulator was
done for an assumed wave condition of H; = 2 m and T, = 5.7 s, being an average wave
condition for the Dutch dikes. But estuaries, rivers and small lakes may have design conditions
which are smaller, whereas dikes directly facing the North Sea may have larger conditions. It is
the crest freeboard that governs the actual overtopping discharge, but the wave conditions
determine how overtopping occurs. Larger waves give larger overtopping volumes, but less
overtopping waves. From that point of view the overtopping discharge does not describe the full
story of wave overtopping.

The objective of tests with the Wave Overtopping Simulator is to test the erosional strength of
the crest and landward slope against wave overtopping. But do different wave conditions indeed
give different moments for damage or failure of the grass? Tests performed in February and
March 2010 at the Vechtdijk near Zwolle were performed with different wave conditions, in order
to establish the influence of wave climate on erosional resistance. The tests have been
described by Steendam et al. (2010). The wave conditions are given in Table 6 and can be
characterized by wave heights of 1 m, 2 m and 3 m. A wave height of 1 m gives almost two
times more incident waves in 6 hours than a wave height of 3 m.
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Table 6: Wave conditions simulated at the Vechtdijk, Zwolle.

Seaward slope 1:4 Wave height Hs
Test duration 6 hours

1m 2m 3m
Peak period Tj, (S) 4.0 5.7 6.9
Mean period T, (S) 3.3 4.7 5.8
Number of waves N, 6545 4596 3724
Run-up, Ruzy, (M) 1.99 3.98 5.94

The three wave conditions give different overtopping parameters, like the crest freeboard,
percentage of overtopping waves, number of overtopping waves and largest overtopping wave
volume, all related to a certain overtopping discharge. All these values have been given in
Table 7. A wave height of 1 m, for example, gives for an overtopping discharge of 10 I/s per m
2336 overtopping waves in 6 hours. For a 3 m wave height this reduces to 456 overtopping
waves, which is only 20% of the number for 1 m waves, but the overtopping discharge is the
same. It is clear that the larger wave height will then give larger overtopping volumes, which in
this example is 4.5 m*/m as largest volume for a 3 m wave height and only 1.2 m%m fora 1 m
wave height.

Table 7:  Wave overtopping for three wave heights.

Mean overtopping discharge g (I/s per m)

0.1 1 5 10 30 50

Crest freeboard R (m) 2.24 1.63 1.2 1.02 0.73 0.6

Hs =1 m | Percentage overtopping waves Poy, 0.7 7.2 24 35.7 59 70
Number overtopping waves Ny 45 471 1573 2336 3861 4583

Maximum overtopping volume Vmax (I/m) 256 440 831 1197 2359 3401

Crest freeboard R (m) 5.06 3.84 2.98 2.61 2.03 1.76
Hs =2 m | Percentage overtopping waves P, 0.2 2.7 11.4 18.9 36.6 47
Number overtopping waves Ny 9 126 525 867 1683 2160

Maximum overtopping volume Vmax (I/m) 769 1222 2018 2697 4707 6387

Crest freeboard R. (m) 7.98 6.16 4.89 4.35 3.48 3.08
Hs =3 m | Percentage overtopping waves Po, 0.085 1.49 7.05 12.3 26.1 34.9
Number overtopping waves Ny 3 55 262 456 972 1300

Maximum overtopping volume Vp,x (I/m) 1424 2254 3478 4509 7375 9709

The Vechtdijk was a 100% sandy dike, strengthened with only a good grass cover. It was
expected that failure of the grass would certainly be achieved for each of the wave conditions
and probably for different overtopping discharges. This was, however, not always the case due
to early failure of a tree in the slope and a particular transition (see Steendam et al. (2010)) and
it was not always possible to reach failure of the grassed slope itself.

It became also clear that it is not so easy to decide when a grassed slope has start of damage,
developing damage or failure. Failure is the most easy definition: the sand core underneath the
soil layer becomes free and damage develops fast. Start of damage would actually be the first
small hole in the grass cover and this is not a consistent parameter as it may depend on the
existence or non-existence of one weak spot on a fairly large surface. A more consistent
definition would be "various damaged locations", meaning that it does not depend solely on one
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weak spot. In the case the grassed slope did not fail the condition "no failure" became also a
criterion.

In summary the following damage criteria were used:
e First damage (Figure 30);
e Various damaged locations (Figure 31);
e Failure (Figure 32);

e Non-failure after testing (Figure 33).

Figure 31: Various damaged locations.

Figure 32: Failure. Figure 33: Non-failure after testing.

The theory of shear stress with a threshold was taken as a basis for development, see also
Hoffmans et al. (2008). The development, however, took place at the same time when Dean et
al. (2010) worked on their erosional equivalence, but it was not yet published at that time. Dean
et al. (2010) considered three possible developments, which in essence can be described as
follows:

Erosion due to excess velocity: E=KZ((u-uy)t) [m/s] (8)
Erosion due to excess shear stress:  E = K Z((u? — u%) t) [m%s] (9)
Erosion due to excess of work: E=KZ(u®-u®)t) [m%/s] (10)

In all cases the velocity of the overtopping wave plays a role and a critical velocity, which should
be exceeded before erosion will take place. In the equations also the time that the critical
velocity is exceeded, is important.
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The analysis of the Vechtdijk results had as basis Equation 9 (Hoffmans et al. (2008)). The
testing showed indeed that only waves of a certain volume (or velocity) damaged the slope.
Smaller volumes did not contribute to the development of damage. This confirms the use of a
threshold like u.. But one main modification was made, based on observed behaviour during
testing. In Equations 8 - 10 the time that u, is exceeded is taken into account. The origin of this
comes from tests with continuous overflow, where indeed time, or the duration that the flow is
present, is important.

But (severe) wave overtopping is different from continuous overflow. First of all, velocities in an
overtopping wave are much larger than velocities in continuous overflow, for the same
discharge. Secondly, the duration that u, is exceeded in an overtopping wave is quite short, in
the order of 1-3 s, and this duration is fairly constant and in total much shorter than for
continuous overflow.

The observation of overtopping waves has taught us that a wave front rushes over the slope
with large velocity. Within tenths of seconds (see Figure 20) the maximum velocity is reached.
The grass feels this as a kind of "impact" and it is this impact that causes initiation or further
development of damage. It is believed that this impact is more important than the duration of the
overtopping wave above a certain threshold. For this reason Equation 9 was rewritten to an
erosional index called "cumulative overload", where the actual time or duration for an
overtopping wave was omitted:

Cumulative overload: £(u” - u?)  [m?/s?] (11)

With known distributions of overtopping wave volumes and known velocities per overtopping
wave volume it is possible to calculate the cumulative overload for each wave overtopping
condition, or a number of tests, to a certain moment when a damage criterion is reached. And
the cumulative overload depends of course on the critical velocity u. that is taken.

The main question is then: what is the critical velocity, u., that brings the damage observed for
different hydraulic regimes, together?

The four damage criteria, see Figures 30-33, were taken for all tests and the results were
compared for critical velocities of 0; 3.1; 4.0; 5.0 and 6.3 m/s, which are in accordance with
overtopping wave volumes of 0; 0.25; 0.5; 1 and 2 m%/m.

The following conclusions could be made for the Vechtdijk:

e A critical velocity should be used of u; = 4 m/s (V, = 0.5 m*/m)

e Start of damage: ¥ (u® - us?) = 500 m?%/s?
e Various damaged locations:  (u” — u,?) = 1000 m?/s?
e Failure (by mole holes): ¥ (u® - us®) = 3500 m?/s®

e Non-failure for normal slope:  (u? — u.?) < 6000 m?/s?

A confirmation of above analysis and conclusions could be established by looking at the
damage on the slope after hydraulic measurements. Here only about 40 overtopping waves
rushed down the slope instead of many hours like for normal testing, but many large volumes
were present. The hypothesis of cumulative overload should work for many hours of testing, but
also for the "artificial" distribution of a small number, but mainly very large overtopping waves.

The observation of the slope after the hydraulic measurements could best be described as
"various damaged locations". A number of small holes were observed and one location with a
little larger damaged area.

The cumulative overload for these 40 waves, using u. = 4 m/s, amounted to 946 m?/s?. This is
very well comparable with the 1000 m?/s® that was given for this damage criterion. It can be
concluded that this very short session of large waves can very well be compared with many
hours of testing of real wave overtopping. The analysis confirmed the hypothesis of cumulative
overload.
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In future also the method of "excess of work" (Equation 10), which was preferred by Dean et al.
(2010), should be elaborated, maybe with ongoing work in the US with a new Wave
Overtopping Simulator (see Van der Meer et al. (2011) and Thornton et al. (2011). The reason
for Dean et al., however, to choose for excess of work instead of excess of shear stress was
that excess of work fitted better to known stability curves for continuous overflow, not wave
overtopping. Dean et al. (2010) did not possess the results of simulation of wave overtopping at
real dikes as in the Netherlands.

Another difference between the two methods is the value of the critical velocity u.. Based on
continuous overflow critical velocities are in the range of 1-2 m/s. But the very "weak" Vechtdijk
(sand with a good grass cover) needs a critical velocity of 4 m/s and this can be considered as a
lower boundary. Other dike sections tested need probably a critical velocity in the range of 5-7
m/s. It is, therefore, still an open question which method would work best with real wave
overtopping at dikes

4.4 Forces on vertical walls

The Belgium Integrated Master Plan for Coastal Safety has been developed to protect the coast
sufficiently against severe storm events. Weak spots have been determined, and safety
measures were proposed, based on an intense campaign of numerical and experimental
research. One of these measures are storm walls located at 10 to 15 m behind the crest of a
dike or boulevard (along the coastline) or quay wall (in harbours). These walls are designed to
withstand wave impacts and are therefore subject to very high forces. The magnitude of these
forces and force-over-time signal will determine the foundation, rebar and dimensions of the
walls. But also a lot of buildings exist on top of the sea wall and overtopping waves could hit
walls of such buildings.

Figure 34: Impression of wave force measurements.

Up till now, there are no theoretical formulae which allow design engineers to estimate these
wave forces on a storm wall due to overtopping waves. The Wave Overtopping Simulator was
therefore used to simulate an overtopping wave which impacts a storm wall located at 10 m
behind the crest (Figure 34). Two aluminium plates acted as storm walls: one vertical (1.7 m
high x 0.5 m wide) and one horizontal (0.5 m high x 1.7 m wide). Each plate was equipped with
4 force sensors, one in every corner of the plate. The force records of the 4 sensors in the
vertical plate are shown in Figure 35.
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Figure 35: Force record over time on a vertical plate, for a wave of 3500 I/m.

The force record of a bottom sensors (red/blue - upper records) shows a very steep rise over
time, and reach much higher values than the top sensors (purple/green - lowest records). The
flow depth, located near the bottom sensor, is a governing parameter for the force distribution
over height.

In Figure 36 the maximum forces per meter width on the horizontal plate (0.5 m high) and the
vertical plate (1.7 m high) have been plotted versus the overtopping wave volume. There is a
very clear trend between both

Horizontal plate: F=224V (11)
Vertical plate: F=0.13V* +2.22V (12)
with:  F = force per meter width (KN/m)

V = overtopping wave volume (m3/m)
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Figure 36: Force as a function of volume. Horizontal plate blue, vertical red.

The difference between horizontal and vertical plate is rather small, despite the vertical plate
being 3 times higher. The flow depth is a governing parameter for the force distribution over
height.

As first analysis it can be concluded that:
e the wave forces rise very fast, but no impulse peak is visible;

e wave forces on a wall oriented 45 degrees to the wave direction result in a force that is
a factor 2 smaller than perpendicular wave attack;

e the wave force above the flow depth is negligible.
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4.5 Wave run-up simulation

The idea of the Wave Run-up Simulator is based on the experiences with the Wave
Overtopping Simulator, see the previous sections. It is possible to simulate wave tongues
overtopping a dike crest in reality. It must also be possible to simulate waves in the run-up and
run-down zone of the seaward slope. This is the zone after waves have broken and when they
rush-up the slope.

This section describes shortly this new idea of the Wave Run-up Simulator, why it is useful to
develop the machine, to perform research with it and to develop a prediction method for slope
strength. In fact, a prediction method can already be developed from the Cumulative Overload
Method, which was developed on the basis of results with the Wave Overtopping Simulator, see
Section 4.3. It also means that tests on the seaward slope will be done for validation purposes
only. Not a lot of research has been performed to describe the wave run-up process in detail,
physically nor statistically.

The first question is whether it is useful to develop and construct a Wave Run-up Simulator to
look at strength of seaward slopes with grass coverage. The majority of Dutch seadikes,
however, have a run-up zone at the seaward side, above a protected berm at storm surge level,
which is covered with grass. Right now no validated safety assessment method exists for these
kind of slopes above the wave impact zone.

Flow velocities, run-up levels and flow depths must be known over the full run-up zone in order
to make a good simulation. Some research has been performed, but never with the objective to
design a Wave Run-up Simulator. For this reason a detailed analysis has been performed on
what is known in literature and on analysis of existing data from tests. One method is to look at
the records of wave run-up gauges. The derivative of the location of the up-rushing wave front
gives the front velocity over the full run-up zone, not only at a fixed position. It appears that the
velocity along the slope does not linearly decrease with the run-up level. Aimost from the start of
run-up to about three quarters of the maximum run-up level the flow velocity is high and close to
the maximum velocity. The velocity decreases suddenly in the last quarter of the run-up.

This conclusion returns in the final description of flow velocities in the run-up zone, see Fig. 37.
An average trend exists that flow velocity increases with increasing maximum run-up level, but a
large range of flow velocities exist for similar run-up levels. This is more or less similar to waves:
various wave periods exist for similar individual wave heights. Wave height as well as wave
periods have both a certain distribution and are not directly correlated by an equation. The
simulation of up-rushing waves in the run-up zone must exist of the simulation of different flow
velocities, whilst a similar maximum run-up has to be reached. This can only be realized if the
opening of the valve of the Simulator is part of the steering for the run-up. This method has
already been developed for the Wave Overtopping Simulator in the US (Van der Meer et al.,
2011).
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Figure 37: Relative maximum velocity versus relative run-up on the slope.
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The maximum velocity on a slope during an individual wave run-up can be calculated by:
Umax (9Hs)™® = €y (Rumax/Hs)™ (13)
with ¢, as stochastic variable with p(c,) = 1.0 and a normal distribution with VV = 0.25.

A first pilot test with the actual Wave Overtopping Simulator has been performed in March 2011,
without any modifications to the Simulator. The Simulator was placed on the seaward slope and
berm at storm surge level (asphalt) and run-up simulation started at this almost horizontal berm.
The upper grass slope had a 1:3 slope and the Simulator was able to create run-up as well as
wave overtopping at the dike crest, see Fig. 38. The maximum run-up was 3.5 m (measured
vertically). After up-rush the water comes back in the run-down and in order to release this
water the Simulator was placed 0.2 m above the slope. Measurements were performed on up-
rush as well as down-rush, on velocities and flow depths.

Five test conditions were conducted, starting with a low 2%-run-up level. This run-up level was
increased with each following test. Damage was developed at the transition from berm to upper
slope, see Fig. 39. The theoretical and practical test procedure will be described elsewhere.

Figure 39: Damage after 5 tests with various Ruyy,  -levels
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Integrated management of risk of coastal flooding and the
European Directive 2007/60/EC for the assessment and

management of risk

Panayotis Prinos’

Abstract

In this work the basic concepts of coastal flooding risk management are presented in relation
with the requirements of the European Directive 2007/60/EC for the assessment and
management of risk. The key terms are defined and the conceptual framework is presented
based on the Source-Pathway-Receptor model. Characteristic examples of flood hazard and
flood risk maps are given. Such maps are the basic elements for the integrated management of
risk and the development of management plans according to the Directive. The data needed
and the methods of calculation for risk sources, pathway and receptor are described.

Keywords: Risk, Coastal Flooding, European Directive, Integrated Management

1 Basic Concepts for Risk Management and Coastal Flooding

The definitions of key terms and concepts presented in this section take into account a number
of existing official glossary definitions (ISO 2009; IPCC 2007a; IPCC 2007b; UNISDR, 2009) but
also reflect the fact that concepts and definitions evolve as knowledge, needs and contexts
vary. Various dynamic fields, like risk management and climate change adaptation, continue to
exhibit an evolution in concepts and definitions of key notions. Key concepts involved in disaster
risk management and climate change adaptation, and the interaction of these with sustainable
development have been under discussion in the upcoming IPCC report (IPCC 2011).

Disaster risk is defined as the potential for loss or damage to lives, livelihoods, health status,
economic and cultural assets, services (including environmental) and infrastructure, which could
occur in a community or society due to the effect of particular physical events occurring within
some specified future time period.

Disaster risk cannot exist without the potential occurrence of damaging physical events. But
such events are not in and of themselves sufficient to explain disaster risk or project its potential
magnitude. When physical events, such as floods, droughts and landslides among others, can
affect exposed elements of human systems in a negative manner, they assume the
characteristic of hazard. Hazard is the potential occurrence of a natural or human-induced
physical event that can contribute to negative effects such as loss of life, injury or other health
impacts, as well as damage and loss to assets, infrastructure, livelihoods, service provision and
environmental resources.

Exposure refers to the presence of people, livelihoods, environmental services and resources,
economic, social and cultural assets, and infrastructure in areas subject to the occurrence of
potentially damaging physical events and which, thereby, are subject to potential future loss and
damage. Quantification of such loss depends, among other things, on the magnitude of an
event in a given location. The definition of exposure subsumes physical and biological systems
under the concept of “environmental services and resources”, accepting that these are
fundamental for human welfare and security (Gasper, 2010).

Under exposed conditions, future loss and damage will be the result of a physical event
interacting with socially constructed conditions denoted as vulnerability. Vulnerability, when
used with reference to human systems, is defined here as the susceptibility or predisposition for
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loss and damage to human beings and their livelihoods, as well as their physical, social and
economic support systems, when affected by physical events. This includes the characteristics
of a person or group and their situation that influences their capacity to anticipate, cope with,
resist and recover from the impact of a physical event (Wisner et al., 2004). Vulnerability may be
evaluated according to a variety of quantitative and qualitative metrics (Schneider et al., 2007;
Cardona, 2010).

Vulnerability is a function of diverse historical, social, economic, political, cultural, institutional,
natural resource, and environmental conditions and processes. The concept has been
developed as a theme in disaster work since the 1970s (Wisner et al., 1977, Gaillard, 2010) and
modified in different fields and applications. Four approaches to understand vulnerability and its
causes can be distinguished between those that are rooted in: political economy, social-
ecology, vulnerability and disaster risk assessment from a holistic view, and climate change
systems science.

a) Pressure and release (PAR) model (Blaikie et al. 1994, Wisner et al. 2004) is common to
social science related vulnerability research and makes emphasis on the social conditions of
exposure and the root causes that generate unsafe conditions. This approach links vulnerability
to unsafe conditions in a continuum of vulnerability that connects local vulnerability to wider
national and global shifts in the political economy of resources and political power.

b) The social-ecology perspective emphasizes the need to focus on coupled human-
environmental systems (Hewitt and Burton, 1971). This perspective stresses transformative
qualities of society for nature and also the effects of changes in the environment for social and
economic systems. It argues that the exposure and susceptibility of a system can only be
adequately understood if these coupling processes and interactions are addressed.

c) Holistic perspectives from vulnerability have tried to extend from technical modelling to
embrace a wider and comprehensive explanation of vulnerability. These approaches
differentiate as causes or factors of vulnerability the fact to be exposed, susceptibility and
societal response capacities (Cardona 2010, Birkmann 2006, Birkmann and Fernando 2008). A
core element of these approaches is the feedback-loop that underline that vulnerability is
dynamic and is the main driver and determinant of current or future risk.

d) In the context of climate change adaptation vulnerability is understood as a function of
exposure, sensitivity and adaptive capacities (IPCC 2007a, O'Brien et al. 2008a, b). These
approaches differ from the understanding of vulnerability in the disaster risk management
perspectives as the rate and magnitude of climate change is considered. The concept of
vulnerability here includes external environmental factors of shock or stress. Therefore, in this
view, the magnitude and frequency of potentially hazard events is to be considered in the
vulnerability to climate change. This view also differs in its focus upon long-term trends and
stresses rather than on current shock forecasting, something not explicitly excluded but rather
rarely considered within the disaster risk management approaches.

Taking into account that the measurement of vulnerability is a challenge and using the more
compatible approaches of the above mentioned frameworks the MOVE project (Methods for
Improvement of Vulnerability Assessment in Europe, www.move.eu) addresses vulnerability and
disaster risk to natural and socio-natural hazards, emphasizing the association of risk
assessment, risk reduction, adaptation and decision making. It provides a summary of the
causal and intervention aspects associated with this holistic vision of risk and vulnerability
including adaptation as a key component of disaster risk management (Birkmann et al. 2011).

Disaster risk management is defined as the systematic process of using administrative
directives, organizations and operational skills, abilities and capacities to implement policies,
strategies and specific mechanisms which promote increased or improved risk awareness and
evaluation, tangible means to reduce disaster risks, disaster response, increased coping
capacities and recovery practices, and lessen the potential or actual adverse impacts of
physical events on society.

Probabilistic Risk Analysis (PRA, Bedford and Cooke, 2001) provides an important set of
quantitative concepts used to estimate various risks and to evaluate alternative options for
reducing and managing them. The disaster risk management and climate change literatures use
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this framework for the risk analysis stage of risk governance. In many contexts, other, qualitative
approaches are preferable to PRA, while in some situations resources and capabilities to
implement PRA are simply unavailable. Nonetheless, PRA provides widely applicable methods
and an important conceptual foundation for much of disaster risk management and climate
change adaptation. In its simplest form, PRA defines risk as the product of the probability that
some event will occur and the adverse consequences of that event (Risk=Probability x
Consequence).

Alternative, more complex formulations express risk as a product of hazard, exposure, and
vulnerability. All three factors contribute to “consequences”. Hazard and vulnerability can both
contribute to the “probability”: the former the likelihood of the physical event (coastal flooding)
and the latter the likelihood of the consequence resulting from the event (casualties and
economic disruption).

While simple in concept the equation for risk is often difficult to implement in practice. Estimates
of the likelihood of consequences arising from some physical event require judgments about a
community’s ability to resist damage and to recover from any damage inflicted. The valuation of
consequences can be determine via a variety of metrics and may vary greatly from person to
person, depending on factors such as their values and interests, their previous experience with
such consequences, and the extent to which they feel they have any control over the
consequences.

The PRA framework supports risk management by providing information that can help in the
evaluation and choice of options for managing, reducing, and transferring risk, and potentially,
contribute to standardizing and integrating information and informing decisions across various
levels of administration. Where one can quantify the costs of such actions in the same units as
the consequences, one can compare those costs to their resulting reductions of risk and
evaluate which combinations of actions provide the greatest expected gains in welfare. For
instance, insurance companies will estimate their expected losses by using simulation models
to project the frequency and intensity of future events (hazards model) and the damage and its
distribution caused by such events (vulnerability models). Firms combine this information with
estimates of the fraction of damage property covered by insurance to help set their prices for
such insurance (SwissRe, 2010). The framework, in conjunction with tools like spatial modeling,
also supports administrative judgments of where risk does and does not exist, for instance flood
risk maps which use estimates of threshold probabilities to categorize particular regions as at
risk for floods. In this way, it can inform resource allocation decisions. Where quantification
proves more difficult, the conceptual framework of PRA may nevertheless provide general
guidance for decisions. The overall risk governance framework put forward by Renn includes
five steps: pre-assessment, appraisal, characterization/evaluation, management, and
communications (Renn, 2008). PRA contributes most significantly to the characteri-
zation/evaluation stage.

The analytical basis for the determination of the coastal flooding impacts is the Source-
Pathway-Receptor-Consequence (SPRC) model with a systems approach which identifies links
between system components to give a comprehensive definition of the flood system (Figure 1).

The SPRC model is a simple linear conceptual model which describes current understanding
and integrates both the natural and human elements and functioning of the flood system. It
therefore captures these complex relationships in a form that can be used for further analysis,
planning, restoration, and management. Essentially, the flood system is defined by identifying
known route(s) for floodwaters (Pathway(s)) between their origin (Source) and impacts
(Receptor). In the SPRC model, potential consequences are inherent to the nature of the source
and, although there may be a number of Sources, areas affected (Receptors), type and nature
of impacts, and linking Pathways, there must be at least one Pathway in order for a Receptor,
Consequence, and ultimately risk, to exist. Use of this conceptual model encourages
clarification of the underlying or implicit assumptions and local knowledge which provides
significant benefit, particularly concerning the assessment of mitigation options (e.g., whether
the greatest benefit for management techniques should be focussed on reducing the probability
of the event at either the source or pathway stage, and/or altering the magnitude of exposure to
the event by managing the Receptors).
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Figure 1: The Concept of Source-Pathway- Receptor for coastal flooding

Essential to the successful application of this model is the identification of the SPR components.
This produces a classification of current land use (including current flood management and
identification of habitats and potential sources of pollution during flood events) and the collection
of information which will help to evaluate the Consequences of flooding, leading ultimately to
assessments of risk.

The following definitions are applied:

Flood Event: Temporary covering of land by water which is outside its normal confines.
Flood System: The physical and human systems that cause, or are influenced by, flooding.
Driver: A process external to the flooding system which changes its state.

Sources (S): The Source is divided into primary and secondary sources:

Primary: The primary Source of a flood event is either the sea or a river i.e. where the flood
waters originate.

Secondary: secondary sources are the physical aspects of the primary source which may
change in response to Driver processes, in this case climate and weather-related phenomena
(e.g. storms), directly generate potential flood waters.

Pathway (P): The Pathway is the link between the Receptor and the Source of the flood waters.
The Pathway for an individual Receptor can be composed of other land-uses, relevant
management infrastructure/regime and geomorphological response. A Pathway must exist for a
Consequence to exist.

Receptor (R): Receptors are what is located on the land that is flooded. This includes people,
residential and non-residential properties, existing coastal management, local infrastructure and
natural habitats.

The SPRC concept has been applied to various European projects (FLOODsite, 2008,
THESEUS 2010) for the assessment and management of flood risk (riverine and coastal).
Figures 2 and 3 show the respective concepts for the two projects. Mapping of flood hazard and
risk is an issue which is also included in the EU Directive 2007/60 for the assessment and
management of risk. Flood hazard maps are detailed flood plain maps complemented with: type
of flood, the flood extent; water depths or water level, flow velocity or the relevant water flow
direction. Flood risk maps indicate potential adverse consequences associated with floods with
several probabilities, expressed in terms of: the indicative number of inhabitants potentially
affected, type of economic activity of the area potentially affected, installation which might cause
accidental pollution in case of flooding. The most simple flood hazard map should be one just
showing the extension of the area to be flooded during an event of a given probability or return
period (Figure 4). A further developed hazard map is one that includes not only the extension of
the area to be flooded but also the expected water depth (Figure 5). The Flood Hazard Map can
also include the information of the different flood-related variables to derive a hazard scale. An
example of such an approach is the development of flood hazard maps for events affecting
people (Figure 6). In coastal sedimentary environments where the coastal fringe is capable of
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responding to the impact of an event (a storm associated to a given probability), the hazard map
can also include an indication of the areas prone to be eroded (Figure 7).

Coastal morphodynamic feedback influences the extension of flooding. Figure 8 shows that the
selection of a given initial beach profile, from an existing dataset to characterize the coastal
fringe, can result in variations of the duration of overtopping events of about 300 % (Alvarado-
Aguilar and Jimenez, 2008).

2 The European Directive 2007/60

The purpose of this Directive is to establish a framework for the assessment and management
oof flood risks (Chapter I). Chapters Ill and IV deal with flood hazard, flood risk maps and flood
risk management plans respectively. The main articles of these chapters are presented below.

Chapter |
GENERAL PROVISIONS

Article 1

The purpose of this Directive is to establish a framework for the assessment and management
of flood risks, aiming at the reduction of the adverse consequences for human health, the
environment, cultural heritage and economic activity associated with floods in the Community.

Article 2

For the purpose of this Directive, in addition to the definitions of ‘river’, ‘river basin’, ‘sub-basin’
and ‘river basin district’ as set out in Article 2 of Directive 2000/60/EC, the following definitions
shall apply:

1) ‘flood” means the temporary covering by water of land not normally covered by water. This
shall include floods from rivers, mountain torrents, Mediterranean ephemeral water courses,
and floods from the sea in coastal areas, and may exclude floods from sewerage systems;

2) ‘flood risk’ means the combination of the probability of a flood event and of the potential
adverse consequences for human health, the environment, cultural heritage and economic
activity associated with a flood event.

CHAPTER IlI
FLOOD HAZARD MAPS AND FLOOD RISK MAPS

Article 6

1. Member States shall, at the level of the river basin district or unit of management referred to
in Article 3(2)(b), prepare flood hazard maps and flood risk maps, at the most appropriate scale
for the areas identified under Article 5(1).

2. The preparation of flood hazard maps and flood risk maps for areas identified under Article 5
which are shared with other Member States shall be subject to prior exchange of information
between the Member States concerned.
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Figure 2: Integrated flood risk analysis flow chart (FLOODsite, 2008)
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Figure 3: The Source-Pathway-Receptor Concept (THESEUS, 2010)
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Figure 4: Delineation of flood hazard areas to a water level associated to a 50 years return
period (dashed blue lines, GIOC 1998).
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Figure 5: Example of maximum flood inundation depth caused by sea flooding in the Netherlands
(EXCIMAP, 2007a).
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Figure 6: Example of Flood Hazard Map with a hazard scale in the UK (DEFRA, 2006).
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Figure 7: Example of Flood and Erosion Risk Maps in USA (NOAA, 2008).

Figure 8: Changes in Flood hazard maps (extension of the flood) in the Ebro delta for a 100 year
return period storm as a function of the initial beach morphology (Alvarado-Aguilar and
Jimenez 2008).

3. Flood hazard maps shall cover the geographical areas which could be flooded according to
the following scenarios:

(a) floods with a low probability, or extreme events scenarios;
(b) floods with a medium probability (likely return period = 100 years);
(c) floods with a high probability, where appropriate.
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4. For each scenario referred to in paragraph 3 the following elements shall be shown:
(a) the flood extent;
(b) water depths or water level, as appropriate;

(c) where appropriate, the flow velocity or the relevant water flow.

5. Flood risk maps shall show the potential adverse consequences associated with flood
scenarios referred to in paragraph 3 and expressed in terms of the following:

(a) the indicative number of inhabitants potentially affected;
(b) type of economic activity of the area potentially affected;

(c) installations as referred to in Annex | to Council Directive 96/61/EC of 24 September 1996
concerning integrated pollution prevention and control (1) which might cause accidental
pollution in case of flooding and potentially affected protected areas identified in Annex IV(1) (i),
(iii) and (v) to Directive 2000/60/EC;

(d) other information which the Member State considers useful such as the indication of areas
where floods with a high content of transported sediments and debris floods can occur.

CHAPTER IV
FLOOD RISK MANAGEMENT PLANS

Article 7

1. On the basis of the maps referred to in Article 6, Member States shall establish flood risk
management plans coordinated at the level of the river basin district or unit of management
referred to in Article 3(2)(b) for the areas identified under Article 5(1) and the areas covered by
Article 13(1)(b) in accordance with paragraphs 2 and 3 of this Article.

2. Member States shall establish appropriate objectives for the management of flood risks for
the areas identified under Article 5(1) and the areas covered by Article 13(1)(b), focusing on the
reduction of potential adverse consequences of flooding for human health, the environment,
cultural heritage and economic activity, and, if considered appropriate, on non-structural
initiatives and/or on the reduction of the likelihood of flooding.

3. Flood risk management plans shall include measures that aim at achieving the objectives
established in accordance with paragraph 2 and shall include the components set out in Part A
of the Annex.

Flood risk management plans shall take into account relevant aspects such as costs and
benefits, flood extent and flood conveyance routes and areas which have the potential to retain
flood water, the environmental objectives of Article 4 of Directive 2000/60/EC, soil and water
management, spatial planning, land use, nature conservation, navigation and port infrastructure.

Flood risk management plans shall address all aspects of flood risk management focusing on
prevention, protection, preparedness, including flood forecasts and early warning systems and
taking into account the characteristics of the particular river basin or sub-basin. Flood risk
management plans may also include the controlled flooding of certain areas in the case of a
flood event.

3 Data and Methodology

A critical issue in flood hazard and risk analysis and management is the collection of necessary
data on the different aspects involved in the process. According to the SPRC methodology this
implies to acquire data to properly describe the risk-sources, risk-pathways and risk-receptor. A
general guide and recommendations for data collection is presented in the following sections for
each type of data. In all the cases and as a general rule, the recommendations are given in
terms of the best possible option. Also the methodology for calculating the various aspect of risk
is presented.
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3.1 Risk Sources
3.1.1 Data

The main input data for calculating flooding of a coastal area and creating coastal flood hazard
and risk maps is the occurrence probability of the total water level at the shoreline. The total
water level, {;, can be expressed as

Ct :Cas +Css +RU+QLF +QLT

in which (s =astronomical tide level, (s =storm surge (meteorological tide), Ru = wave induced
run-up (which also includes the wave set-up at the shoreline), {, =component accounting for
the contribution of low frequency forcing such as seiches and, { 1= long-term component
representing eustatic and/or local land-elevation (isostatic and/or subsidence) changes.

This last component, {1, is usually given as a magnitude associated to a climate scenario
based on projections of climate change (Solomon et al., 2007) together with a local component
accounting for the relative vertical movement of the land due to processes such as subsidence.
This component should be included in any long-term flood hazard analysis. A recent example of
how to deal with this component in coastal flood risk analysis from a probabilistic standpoint can
be found in Purvis et al (2008).

The astronomical tidal level, (,, is a deterministic process that can be easily estimated with
available water level data. This data consists of water level data recorded by tide gauges that
are usually located in major harbours and waterways worldwide. Detailed descriptions of tidal
data analysis can be found in Pugh (1987).

The meteorological tide or storm surge, (s, is also obtained from recorded water levels by tide
gages and it is the residual water level after subtracting the astronomical tide from the recorded
water level (Pugh, 1987). This component integrates all the meteorological effects except the
waves (i.e. atmospheric pressure and wind set-up). If there are no water level data for
estimating this component directly, a storm-surge model can be used which, fed by wind data,
simulates the generation and propagation of storm surge for any coastal domain. An example of
the use of this kind of models (including a wave generation model) can be seen in Cheung et al
(2003).

The long-frequency component, {1, can be obtained from recorded water levels by retaining the
component associated to a range of frequencies longer than the ones associated to waves (25
sec) and shorter than the astronomical frequencies (Pugh, 1987).

The wave-induced runup, Ru, is usually not a measured variable but a calculated one. Wave
data and beach profile characteristics are required for calculating it. With regard to wave data,
most of the existing runup formulas require simultaneous information of wave height and period.
This information is usually obtained from wave records acquired by using coastal buoys. To
calculate runup the required information of the beach morphology is the beach slope, although
in extreme dissipative beaches, the runup is usually considered to be independent of the slope.
This information should be obtained from topographic and bathymetric data acquired in the
coastal fringe. One of the most important aspects to be considered is the duration of the period
covered by these data sets. As they are going to be used to define water levels associated to
long return periods, very long time series are required. Various aspects on quality and length of
time series required to make a reliable estimation of extremes are reviewed by Sanchez-Arcilla
et al (2008). If a long time series of this information is not available elsewhere, it can be
replaced by simulated data. This data consists of time series of water level and wave conditions
generated by wave and surge generation models fed by meteorological time series (wind and
atmospheric pressure fields). For the European coast there exist different data sets of
hindcasted conditions for periods longer than 40 years, which is significantly longer than most of
the existing recorded data sets. Examples of these hindcasts are the obtained data sets within
the WASA and the HIPOCAS projects (WASA, 1998, Guedes Soares et al., 2002).

3.1.2 Calculation Methods

For the risk sources the estimation of the occurrence probability of a given water level is
necessary. There are two main ways to calculate the probability distribution of the total water
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level for coastal flooding analysis: (a) to directly estimate it from existing time series of water
levels and (b) to estimate it by analysing the integrated contribution of each component.

In the first case, the procedure to follow is to analyse existing water level time series to obtain
its extreme distribution and, to define the probabilities (or return periods) for the water levels
required. How extreme distributions can be used in fitting water levels can be seen in Sobey
(2005), Pirazzoli and Tomasin (2007) and a review by Sanchez-Arcilla et al (2008). The main
problem with this approach is that water level records usually do not include wave-induced
contributions. Thus, its use should only quantify the water level components associated to
astronomical and meteorological tides.

In the second case, the contribution of each component has to be estimated and the joint
probability has to be calculated. Here two main approaches exist: (i) response and (ii) event
approaches (FEMA, 2005, Divoky and McDougal, 2006, Garrity et al, 2006). The event
approach is a deterministic approach. It uses one or more combinations of water level and wave
conditions (events) associated to a given probability and it computes the resulting flood level
(response). The response method is based directly on measured or simulated water levels and
waves as they occurred in nature and, the water level of interest (associated to a given
probability or return period) is directly calculated from a probability distribution of total water
levels. It is especially recommended when the variables (events) determining the flood level
(response) are partially or poorly correlated, i.e. when surge and large waves are uncoupled
and, for areas in which wave height and periods during storms (both will determine the wave
run-up) are poorly correlated. At present, this approach is recommended by FEMA guidelines
for flooding studies (Divoky and McDougal, 2006).

When the analysis is performed at a coast able to dynamically react to the impact of the storm,
i.e. to be eroded, the most straightforward approach should be the event one. For this purpose,
joint probability distributions of wave and water level conditions should be used to define the
event assigned to a given probability or return period, which will be used to calculate the risk
pathways. This is due to the fact that erosion and inundation are not necessarily correlated and,
in consequence, hydrodynamic conditions resulting in a water level of a given probability and an
erosion of the same probability should be different.

If the analysis is applied to a coast where one of the two processes (erosion and/or inundation)
clearly dominates, the recommended approach should be the response one. For this purpose,
joint probability distributions of wave and water level conditions should be used to built a
probability distribution of the target variable (e.g. total water level by estimating the contribution
of the different components), from which the value associated to a given return period is directly
obtained. This should be the usual approach for static flooding analysis, i.e. when the coastal
response is not included.

3.2 Risk Pathways
3.2.1 Data

Data required for risk pathways make reference to those used to characterize the intensity of
the processes taking place (coastal erosion, overtopping and flooding). Data required for
defining risk receptors make reference to those used to characterise the consequences of the
inundation. To define both risk pathways and receptor, three main types of data are required:
(a) topographic, (b) bathymetric and (c) land-use data.

Topographic data of the coastal zone will cover all the data to be gathered for the analysis. Due
to the strong spatial gradients in dynamic conditions across the coastal zone, they can be
separated in two major domains: (i) the floodplain and the (ii) coastal fringe (figure 9).
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Figure 9: Domains for data acquisition.

Topographic data of the floodplain are needed to define the relief of the land to be inundated.
The accuracy of these data will control the extension of the flood prone area for a given water
level scenario and, in this sense, they should control the accuracy of the flood hazard map.

The general way to provide these data is through a Digital Terrain Model (DTM) or Digital
Elevation Model (DEM) which is a mathematical 3D representation built from a data set
composed by a collection of points of known elevation and spatial co-ordinates.

The presently most common way to obtain these topographic data in an efficient manner, in
terms of accuracy and cost, is the LIDAR (LIght Detection and Ranging). Essentially it is a
remote sensing technology that derives the elevation of the terrain by measuring the time delay
between the transmission of a laser pulse and the detection of the reflected signal from a plane.
This technology permits to obtain a high density of points per scanned surface, although it has
to be considered that “not always more is better”. Thus, point spacing (distance between points)
and density (coverage of points within the area) are critical considerations in LIDAR mapping.
Their optimum selections depend on the desired vertical accuracy, and type of terrain (slope)
and land cover. Their number will control the cost and time of acquisition time and data
processing (Anderson et al., 2005). Once these data are obtained, they have to be filtered in
order to remove all the noise in the signal which is not corresponding to the real terrain
topography. The whole process can efficiently be done by the service (LIDAR) supplier but it is
important to know all about the process involved and, also to be sure about the accuracy
obtained.

With the so measured data, a DTM or DEM has to be derived. The accuracy of this DEM will
determine the accuracy of the flood mapping. The required DEM resolution to assure proper
map accuracy will depend on the type of terrain to be analyzed. However, a reasonable DEM
resolution should be of the order of 5 m cell (for raster DEMs). Because the size of cells will also
determine the (computational) costs of inundation models, they can be later re-sampled to
larger cells provided the relief is simple enough to do not soften the real topography nor mask
existing canal networks.

In any case, before selecting the definitive cell size to be used in the analysis, it is
recommended to test different options with the selected inundation model and to analyze the
differences. Because this domain is usually of very low intensity dynamics, its updating needs
are relatively small. Thus, it is not expected to significantly change in its relief unless a high
energetic event should take place (e.g. a flood) or, the human influence should produce a major
footprint such as building of infrastructures or artificial changes of the topography that should
affect floodwaters’ paths in the area. Once an accurate DEM is available, it is recommended to
update the information, and later the DEM, of only those areas subjected to any change of any
origin. Depending on the scale of these modifications, the proper acquisition method should be
chosen (conventional surveying techniques such as total stations, DGPS or LIDAR). The new
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data should be used to update the DEM in the corresponding area whereas the rest can remain
as it was.

Topographic data of the coastal fringe are needed to characterize the morphology of the border
between the sea and the land. This relatively narrow zone includes a subaerial (topography)
part and a subaqueous one (bathymetry). It will act on the one hand as a barrier for the flooding,
i.e. the main element of protection for the hinterland and, on the other hand, it will control the
intensity of the flood by modifying wave and surge propagation. In addition to this, the flooding
intensity can be affected by the changes in the morphology of the beach (run-up modification
due to changes in beach slope, overtopping variation due to changes in dune and beach crest
changes, etc.). Topographic data in this domain can be easily acquired when the topography of
the floodplain is being gathered and, then, the same methodology as recommended before
should be used. Moreover, due to the characteristics of this zone in which the terrain is usually
free of obstacles masking the signal (forests, buildings, etc.), this measuring system is very
efficient in this area and, the application of filters to the recorded signal is not required as
frequent as in the previous case.

One of the main problems in coastal flooding analysis is to have a reliable coastal fringe
morphology to represent the pre-storm conditions available. Thus the coastal fringe morphology
is continuously updated at a “reasonable frequency”. This “reasonable frequency” depends on
the intensity of the local littoral dynamics, but assuming that most of sedimentary coasts will
show a seasonal behaviour we can fit the “ideal” update scheme in two configurations per year.
For those coastal environments protected by rigid structures such as dikes or seawalls or for
rocky coasts, the floodplain update requirements should be applicable, i.e. data updating when
significant changes are detected. This information update can be done by using the same
methodology (LIDAR) or alternative techniques that provide enough resolution. This depends on
the extension of the area to be covered and the type of morphology (dunes, low gradient
beaches, etc.). An alternative technique to LIDAR to efficiently monitor coastal fringe
topography in large areas is real time kinematic GPS (RTK-GPS) which allows sampling of the
surface along a given path with the selected density and a 15cm vertical accuracy (Morton et
al., 1999).

Bathymetric data of the coastal fringe are needed to characterize the underwater morphology of
the border between the sea and the land. This is required to describe the coastal processes
taking place in this area and it will affect the magnitude of the flooding. The characterisation of
the bathymetry of this area is of relatively small use if it is not conveniently (frequently) updated.
And unless an efficient system (in terms of cost and time) is available, this will not be the usual
case. The “ideal situation” should be an area of analysis formed by relatively clear water. Under
these conditions, the gathering of bathymetric data can be combined with topographic data by
using the SHOALS (Scanning Hydrographic Operational Airborne Lidar Survey) system. This
version of LIDAR is able to measure the bathymetry in shallow waters with accuracies up to +15
cm (Guenther et al. 2000). However, in areas with turbid waters the maximum surveyable depth
could be very small and, even worse, the obtained accuracy should be unacceptable. Maximum
surveyable depths range from around 50 meters in very clean offshore waters to less than 10
meters in murky near-shore waters. For extremely turbid conditions, surveying may not be
possible (Guenther et al, 2000). Under ideal conditions, these bathymetric data should be
collected simultaneously with the topographic ones and at the same frequency. In those cases
where SHOALS cannot be used, an alternative technique should be employed. The traditional
way is to make bathymetric surveys with echo-sounders as in the nearshore zone although with
the additional problem of the existence of very shallow areas where ships cannot easily operate.
Due to this and, to keep costs within reasonable limits, representative transects along the study
area could be selected. These transects should be monitored at a frequency reflecting the
natural seasonal variability as it was the case of the topographic data in this domain. Thus, a
six-month frequency should be a reasonable choice.

Bathymetric data of the nearshore zone are needed to characterize the underwater morphology
of this area where waves and surge propagate towards the coast. The presently most
commonly used technology is the Multi-Beam Echosounder Surveying (MBES), which has
demonstrated high quality with respect to meeting the IHO standards on depth accuracy (IHO,
1998). Because the bottom evolution in this zone (significant enough to modify wave and surge
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propagation) is, usually, very slow, the requirements for data updating are low. Thus, once the
bathymetry of the nearshore area is available, it is not expected to require major updates in
periods shorter than decades. This will also depend on the intensity of the processes taking
place in the area. Thus major changes due to human influence such as dredging will affect
wave propagation and, in consequence, will make these updates necessary.

3.2.2 Calculation Methods

In this section, different methods to calculate the different variables required to characterize the
risk pathways in a coastal flooding analysis are presented. They cover variables related to the
quantification of the two main coastal processes taking place during the impact of a storm in the
coast, inundation and erosion.

(a) Runup estimation

The wave induced runup can be simply defined as the height with respect to the still water level
reached by the uprush of wave action. As it was previously mentioned this is a variable that it is
usually calculated from wave data and, consequently, its accuracy will be strongly dependent on
the model used.

There exist numerous models for estimating wave runup depending on the characteristics of the
coastal fringe on which the waves impact. For runup estimations for coastal structures, a
detailed review of existing formulas for the main coastal structures typologies together their
range of application can be seen in Burcharth and Hughes (2003). For analysis of areas
protected by coastal structures, the formula recommended for the corresponding structure
typology should be used.

For wave runup estimations for beaches, there also exist different options in the literature. The
use of the recently proposed by Stockdon et al. (2006) is recommended. This recommendation
is due to the fact that this formula has been derived from reanalysis of run-up data obtained in
field experiments and large scale laboratories.

(b) Wave overtopping discharge

Wave overtopping will occur when the beach/dune crest height is lower than the calculated
potential run-up. Under these conditions, waves will reach and pass over the crest of the
beach/dune and will flow into the hinterland. Thus, wave overtopping can be defined as the
mean discharge of water per linear meter of width of the beach flowing landwards.

One of the problems when calculating overtopping discharges in beaches is that most of the
existing formulas have been derived for coastal structures such as dikes and seawalls
(EUROTOP, 2007), so their application to beaches can only be used as a approximation of the
potential floodwater discharges occurring during a given event since these formulas are usually
empirically derived. FEMA (2003) proposes a method to estimate wave overtopping discharges
for coastal flood analysis.

(c) Coastal response

Once the storm impacts on the coast, two situations can occur: (i) the coast is rigid (e.g.
protected by coastal structures) and will be inundated if total water level exceeds the crest of
the structure or the structure fails and (ii) the coast is dynamic and reacts to the impact of the
coast by being eroded. In the second case the inundation will not only be controlled by the initial
beach/dune height but by its evolution during the event. Due to this, risk pathways in the case of
coastal flooding analysis must include not only the inundation but the induced coastal changes.

The impact of extreme storms on sedimentary coast causes different morphodynamic
processes and responses that can significantly affect coastal flooding. Their intensity correlates
with the intensity of the storm. As an example, Figure 10 shows a qualitative hazard scale of
coastal changes during storm impacts on barriers (applicable to any low-lying coast). It serves
to illustrate the different regimes of functioning as a function of the water level. These regimes
have been formalized in a conceptual model by Sallenger (2000) in: swash, collision-dune
erosion, overwash and inundation regimes.
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Figure 10: Qualitative hazard scale of coastal changes during storms as a function of water level
(USGS, 2001).

The prediction of the evolution of the coastal fringe under the impact of the storm is a question
far from trivial and, there is not a single morphodynamic model capable of simulating all the
possible conditions at any coast. A discussion on different options for models to be used for
coastal flood forecasting is given by HR Wallingford (2003). Although they are not specifically
for morphodynamic modelling the given recommendations cover most of the aspects to be
considered.

There exist different models to simulate the response of beaches and dunes to the impact of
extreme storms. Generally speaking, the best model is that model that has been calibrated
and/or developed for a specific coastal stretch. In this sense, the most general recommendation
regarding this aspect is to work with calibrated and validated morphodynamic models. The most
complicated model is not necessarily the best. In many cases they are difficult to calibrate
and/or validate, although they give insight into the processes taking place during the storm,

One of the most common analytical models for the estimation of the erosion induced by the
impact of a storm on a beach profile is that introduced by Vellinga (1986). The model has been
widely used even in sites with completely different characteristics (in terms of coastal
morphology and wave and water level climate) to the ones of the Dutch coast where this
empirical model was developed.

Another simple geometric model to predict the erosion (retreat) of beach foredunes induced by
wave runup during extreme storm events has been developed by Komar et al (1999, 2001). The
model is similar to the Bruun’s rule but applied to a shorter time scale in which the total water
level during the storm is the driving force. As in the previous case, this model is an “equilibrium
model” in the sense that it should predict the maximum erosion induced by a given event
without taking into account its duration (storm of unlimited duration). When this type of models is
used, the information to be obtained is the final dune/profile configuration after the impact of the
storm. Under these conditions no intermediate updates on floodwaters can be obtained. The
only possibility is to calculate run-up and overtopping discharges for the initial and final
configurations and to estimate their range of variation due to beach evolution. This problem is
common to any model providing the final configuration without information of the evolution of the
process.

Recently, Larson et al. (2004) presented an analytical model to simulate the impacts of storms
on dunes. The model quantifies the erosion in terms of recession distance and eroded volume.
It uses a transport relationship based on the wave impact theory, where dune erosion is induced
by individual swash waves impacting the dune face. The model was validated using different
datasets obtained in the laboratory and the field. They conclude that the model produce reliable
quantitative estimates of storm-induced dune erosion (retreat and volume loss), provided that
the forcing conditions are known and that the geometry of the dune configuration is similar to
the one assumed in the model (plane-sloping foreshore backed by a vertical dune). Finally,
authors recommended applying the model using a range of transport coefficient values
(calibration parameter) to include some uncertainty estimate in the calculated variables.

Numerical beach/dune erosion models are more versatile than analytical ones because there
are no limitations to describing the initial beach profile and, in most of the cases, are able to
include most of the variables characterising the forcing in a realistic manner. The major
limitation will be the reliability of the sediment transport model included to simulate the process
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(see e.g. Schoones and Theron, 1995) and, as it was mentioned before, they need to be
calibrated/validated for the area of application.

Among the existing beach erosion models, the Sbeach model (Larson and Kraus, 1989, Wise et
al. 1994) is the most common. It is an empirically based model that was originally developed
using a large data set of cross-shore sand transport rates and geomorphic change obtained in
large wave tanks.

It includes a module for wave propagation across the beach profile which is used to estimate
the cross-shore transport rates in different zones from outside the surf zone to the swash zone.
These transport rates are included in the conservation equation to estimate beach profile
changes. The model requires an initial beach profile and the sediment grain size to characterize
the receptor and, the wave height, period furthermore it requires the direction time series and
the water level time series to characterize the forcing. The model has been largely validated via
field cases and now it can be considered as a “standard” for beach/dune erosion calculations. In
fact, it has been used to start beach erosion by overwash to be subsequently complemented
with more sophisticated models such as Delft3D (Canizares and Irish, 2008).

Due to its simplicity and its robustness, this model is recommendable for estimating the
evolution of the beach during the impact of storms. It has to be noted that although coefficients
to be used in the model have been calibrated in numerous applications and, default values have
been recommended, results of its application without an ad-hoc calibration must be interpreted
as an order of magnitude of the expected coastal response.

As storm magnitude increases, the dune and the beach are more frequently overtopped and
overwash transport begins to be important. However, there are few models capable of dealing
with overwash processes in a realistic manner. One of the last attempts to include the transport
in a beach profile model has been made by Larson et al (2004) with the before mentioned
analytical model for dune erosion. It also has to be mentioned that the last version of Sbeach
simulates the effect of overwash transport on the beach profile evolution. However, this is a
subject under development and a realistic model is still required (e.g. Donelly, 2008).

During very intense storms, the final coastal response, especially in low-lying areas, is
breaching. A breach is a new opening in a narrow landmass such as a barrier beach that allows
water to flow from the sea to the area behind the barrier -a water body or a low-lying area-
(Kraus and Wamsley, 2003). They usually occur during extreme events and, in consequence,
they are associated to the inundation stage in the scale of Sallenger (2000). In spite of the
potential importance of this process, the number of existing models able to simulate breaching
is quite limited (Basco and Shin, 1999, Tuan et al, 2006, 2008). In spite of all of these attempts,
there is not yet a morphodynamic model able to accurately simulate the dynamic response of
low-lying coast to the impact of extreme events. Due to this, the USACE-ERDC has launched a
program to develop an open-source program to simulate effects of hurricanes on low-lying
sandy coasts. The aim of this program, XBeach (Roelvink et al., 2007), is to simulate the
different phases taking place during the impact of extreme storms in low-lying coasts, i.e. dune
erosion, overwashing and breaching. An overview of different morphodynamic models to predict
changes in river, coasts and estuaries useful for flood hazard analysis can be seen in Reeve
(2007).

3.3 Risk Receptor
3.3.1 Data

Finally, to fulfil the requirements of the EC Directive, it is necessary to obtain data for
determining the inundation, flood damages and risk in the receptor. For this purpose, the main
type of information to be included is the land-use of the floodplain. This will include all the
relevant categories for economic and environmental damage analysis. In addition to this,
information on the spatial distribution of the population or, in its absence, urbanization types
should also be compiled. This data will also be relevant to gain information on the expected
flood intensity such as roughness and permeability of the land. Moreover major infrastructures
must be localized and, any obstacle to flood propagation should be identified to be included in
the DEM.
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The main source of information are data gathered by field surveys, data obtained from remote
sensing techniques such as aerial photographs, satellite and/or airborne mounted multi-spectral
sensors as well as pre-existing data sources such as the Corine Land Cover (although only
valid for large scale analysis). A detailed review on land use data required for flood hazard and
risk analysis can be seen in Messner et al (2007).

3.3.2 Calculation Methods
e |nundation

Once the design water level, the associated overtopping discharge and related probabilities of
exceedance have been determined, the next step is to determine the extent of the area to be
affected by inundation.

In some cases, depending on the estimated water level, the coastal area can be subjected to a
full inundation with reformed broken waves able to propagate overland. On these occasions, it
should be preferable to estimate the wave propagation to correctly delineate the inland
extension of the inundation. For these situations, a wave propagation model capable of
simulating the wave breaking and reforming in very shallow waters with artificial roughness (due
to vegetation, buildings, etc.) should be used. Examples of such models are the simple
approximation followed by FEMA (2003) with the Whafis model or, more process-oriented ones,
such as the one by Moller et al (1999). Again the selection of the proper model will depend on
the characteristics of the study area and on the importance of the hazard analysis.

However, before estimating any wave propagation overland, the first estimation to be done is
the determination of the surface to be flooded. For this purpose, flood inundation models
combined with Digital Terrain Models are used to describe the processes taking place in the
flood plain.

As in the previous calculation methods, there exist different options to estimate the magnitudes
of the inundation.

The simplest option is the use of the so called empirical models, which are often described as
pure mapping. No physical laws are involved in the simulations performed. They are rather
simple methods and of low cost, but they provide only poor estimates of flood hazard in large
low lying or extensive areas where flows through a breach may be critical in determining the
flood extent. They are usually applied to assess flood extents and flood depths on a broad
scale. In essence they are just GIS routines to delineate areas to be inundated applied to a
DTM. This can be done in different ways: (a) determining the extension of the coastal domain
and its height below the target water level or (b) distributing the estimated water volume
entering the hinterland depending on the internal topography.

The first case should be equivalent to assuming a situation in which the target water level is
maintained for a certain time period long enough to supply the required water volume to “fill” the
entire area. This option should be acceptable when analyzing the flooding associated with the
relative sea level rise (RSLR)-induced water level scenarios and/or when the shoreward
extension of the area to be inundated is relatively small.

The second case should be applicable in situations when the beach topography is not as simple
and the event involves the overtopping of the beach/dune crest with a flow of water entering to a
domain with a lower elevation than the beach crest. The application of the before mentioned
method could result in projected inundated areas with a very unrealistic dimension landwards.
In this case, the approach should be to estimate the total volume of water overtopping the
beach along the coast and, to distribute it in the floodplain according to the existing topography.

However, in this second situation, i.e. time varying water levels pumping water towards the
hinterland, the best way to determine the flood extension should be the use of inundation
models. As in all the cases involving a model selection, there is no general rule for accepting
the advantage of the use of one specific model over a different one other than an ad-hoc
analysis of the case study. The best model appears to be one including the processes and
conditions of the specific case, for which the required data is available and which has been
calibrated / validated. Different available inundation models are presented by Woodhead (2007)
together their range of validity.
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e Damages

Damages are classified into tangible and intangible damages depending on whether or not the
losses can directly be assessed in monetary values (Smith and Ward 1998). Tangible damages
include damages to buildings and infrastructure, agricultural and industrial losses, costs related
to evacuation, rescue operations and reconstruction, among others. Intangible damages include
loss of life and health impacts, cultural losses, damages to the environment, and others.
Furthermore, intangible damages are mainly categorized into two groups: social and
environmental damages. Social damages are experienced by individuals, groups and the
overall society, and mainly include loss of life, physical injuries and mental health impacts.
Moreover, cultural damages are also considered under this category. Environmental damages
are damages to ecosystems (Dassanayake et al. 2010).

Tangible damages can be classified in two types: direct damages or indirect damages. Direct
damages are those caused by physical contact of floodwater, such as damages to buildings,
general infrastructure, vehicles, transportation and communication features, agriculture, and
others. Indirect flood damages refer to the economic impact caused through interruption or
disruption of economic and social activities. Direct flood damages are normally estimated from
systematically applied survey procedures, but can also be derived from the analysis of
insurance claims data, historical flood data analysis, or any combination of these approaches.
The results from these analyses are primarily expressed as depth-damage functions, or curves.
One of the most significant problems regarding traditional methodologies is that there are no
uniform guidelines for the collection of flood damage data. And, similarly, the methods used to
evaluate the compiled data and to report these results greatly vary depending of the evaluating
agency or institution. Therefore, as discussed by Downton et al. (2005), the records of historical
flood damage data are often inadequate for scientific assessment.

Depth-damage curves recount the damage extent for a specific region based on the inundation
depth. In some cases where the damage progresses as a function of time, the duration of the
inundations might be considered. In the case of buildings, depth damage curves represent the
average building damage that occurs at different inundation depths. These curves also consider
building characteristics, including primary construction material (wood frame, steel frame,
concrete-block bearing walls, or masonry bearing walls) and location (e.g., riverine A-zone,
coastal A-zone, or coastal V-zone). Once developed, depth-damage curves are often used for
future events or applied to similar regions since their use require less time, effort, and
resources. Depth-damage curves are typically developed isolating the contents damage from
the building/structural damage. Individual curves are then made available for each category.

The flood damage estimates provided by depth-damage curves can be highly uncertain due to
the fact that these curves represent the aggregated damage caused by several different flood
actions, but the damage is expressed just in terms of floodwater depth. As noted by FEMA
(2005), the use of depth-damage curves is not recommended “whenever high velocity flows, ice
or debris induced damage, erosion and soil/foundation failure, or unusually long-duration
flooding are likely.”

One of the few exceptions where floodwater velocity was considered as part of the development
of damage curves is the USACE Portland District’'s velocity-based building collapse curves
(USACE, 1985). These collapse curves correlate the floodwater depth and floodwater velocity
with the collapse potential of building based on their material class: (1) wood frame, (2) masonry
and concrete bearing walls and (3) steel frame. However, the only information provided by
these curves is if the buildings could potentially collapse or not. Therefore, the information
presented by these curves is very limited and does not provide any guidelines concerning the
quantification of flood damage, such as the percentage of building damage, or even failure risk.

Studies proposing either alternative or complementary methods to assess flood damage are
rather scarce. A study by Kelman (2002) focused on evaluating the physical vulnerability of
residences to flood disasters in coastal eastern England. In addition to the typical evaluation of
hydrostatic actions, Kelman examined the effects of: (1) hydrostatic forces resulting from
floodwater depth differentials between the inside and outside of external walls and (2)
floodwater velocity. Kelman’s study represents an excellent attempt at providing new knowledge
and methods to evaluate the risks from coastal flooding scenarios. However, the actions
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generated due to waves, debris impacts, or local soil scour, were not modeled. In addition, the
study only evaluated the vulnerability of masonry walls and glass windows. The vulnerability of
other structural components, such as columns or frames, was not assessed. Another recent
flood damage study was performed by Delft Cluster in the Netherlands (Roos, 2003). The study
evaluated the vulnerability of masonry and concrete buildings due to several loading cases,
including: (1) hydrostatic forces due to floodwater level differentials, (2) floodwater velocity, (3)
wave action and (4) pounding debris. The damage model compares the floodwater loads to the
strength of the walls. However, the results from the Delft Cluster study were of qualitative
nature. As discussed by Roos (2003), in the final analysis it was assumed that when a load-
bearing wall fails, buildings could either collapse partially or totally. Then, “it is supposed that
70% of the partial collapsed buildings will totally collapse.”

Flood damage models have been developed to perform a physically based assessment of direct
losses on the built environment. For example, the software tools FloReTo (Manojlovic and
Pasche, 2010) and the FEMA’'s HAZUS_HM flood model (Scawthorn et al, 2006a and b).

The HAZUS-MH (HAZards U.S. Multi-Hazard) is a nationally standardized methodology and risk
assessment software program that comprises three models for estimating potential losses from
natural disasters (i.e., earthquakes, hurricane winds, floods). HAZUS-MH flood model was
released by FEMA in 2004. It currently comprises methods for the assessment of damages in
riverine and coastal settings. These damages include buildings, transportation and utility
lifelines, crops, vehicles, among others (Schneider and Schauer, 2006). The Federal Insurance
Administration’s and the USACE are the sources for most of the HAZUS-MH flood model depth-
damage curves (Scawthorn et al. 2006b, Ding et al. 2008). The detailed methodology for this
flood model is discussed by Scawthorn et al. (2006a, b). Some of the shortcomings of using
HAZUS-MH are that: (1) the flood damage data and damage curves highest resolution is
census block level and that (2) currently, there are very few velocity-damage curves. Although
HAZUS-MH flood model is said to account for floodwater velocity (Schneider and Schauer
2006), this is actually done by indirect methods such as the application of adjustment factors.
As discussed by Scawthorn et al. (2006a,b), in theory, the HAZUS’s library of damage curves
can be applied to individual buildings. However, since most damage estimates are computed at
census block levels, damage predictions are more reliable for large groups of buildings.
Regarding the limited availability of velocity-damage curves, the building collapse curves
developed by the USACE Portland District are still the only functions included in the current
version of the model that accounts for floodwater velocity. Therefore the direct effects of
floodwaters or hydrodynamic forces are not actually considered by the model. The limitation is
crucial since floods with significant velocity can generate more damage than inundation alone.

The estimation of social and ecological losses is based on methods considering flood depth,
flow velocity as well as flood warning parameters, e.g. as the estimation of fatalities and injuries.
The estimation of fatalities and injuries can be based on the methodology by Penning-Rowsell
et al. (2005). It has been found that social and ecological aspects of flood related vulnerabilities
are usually neglected though they may represent a considerable contribution to the total losses
(Green and Penning-Rowsell, 1989). Evaluation methods for the intangible losses have been
critically reviewed and analysed (Dassanayake et al. 2010).

A methodology for the consideration of tangible and intangible damages within an integrated
risk analysis has to be developed. The aim is to perform an analysis considering both, tangible
and intangible damages in order to calculate the overall risk and to develop optimal mitigation
strategies for different scenarios. Several approaches have been reviewed in order to find an
optimal strategy for the integration of tangible and intangible damages within an integrated risk
analysis (Dassanayake et al., 2010).

As a first possibility, the presentation of damages and losses within damage categories, further
termed as categorisation, has been examined. For this purpose, similar damages such as
societal losses are grouped as one category. The main advantage is that optimal mitigation
measures for each damage category can be specified. However, this approach is not a real
integration, even though a full flood risk analysis is performed. Tangible and intangible losses
are considered, but not expressed in the same terms within one risk analysis, since every risk is
calculated separately and in different units. Furthermore, mitigation strategies for one damage
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category influence other categories as well. These aspects cannot be considered properly by
using the categorisation approach.

The second approach which has been examined is the Multi-Attribute-Utility (MAUT) approach.

This approach was tested and proposed for integrated risk analysis in the European Research
Project FLOODsite (Meyer et al. 2007). The MAUT approach is based on the ranking between
different options by the consideration of their utility functions. Utility functions are favoured as
they express the economic behaviour of individuals or the society. Utility functions enable the
weighting, balancing, and ranking of different options, such as mitigation strategies, within an
integrated risk analysis. The aim is to maximise the sum of the utilities of all options. The
following steps are required for the analysis within the MAUT approach (Meyer et al. 2007):

1. Standardise the criteria scores to values (or utilities) between 0 and 1.

2. Calculate weighted values for each criterion by multiplying the standardised value with its
weight.

3. Calculate the overall value (utility) for each alternative by summing the weighted values
(utilities) of each criterion.

4. Rank alternatives according to their aggregate value (utility).

The main advantage of the MAUT approach is the possibility to merge all weighted utilities into
one mathematical model. As a result, an optimisation of all utilities will be performed while
different strategies and preferences of prospective end-users can be considered. Finally, an
optimal mitigation strategy can be identified. On the other hand, the estimation of utility
functions might need an intensive economic analysis and survey. However, utility cannot be
measured or observed directly. Instead, from the behaviour of individuals or the society, a utility
must be derived under the assumption of a perfect economic market (Hanley and Spash 2003).

As a third approach, the monetary assessment of tangible and intangible losses has been
examined. In this approach, all losses are considered within a cost-benefit analysis. Therefore,
intangible losses, which are usually not expressed in monetary terms, have to be estimated by
using socio-economic evaluation methods such as Contingent Valuation or Hedonic Price
Method, among others. An advantage of this approach is the possibility to calculate the risk Rf
for each damage category separately. Furthermore, cost-benefit ratios can be calculated for
several mitigation strategies. However, the monetary assessment of intangible goods, such as
human beings and the environment, is often opposed due to ethical constraints. Moreover,
intangible losses are not adequately reflected in a cost-benefit analysis related to their
importance. Hence, weighting factors for intangible goods must be implemented (RPA 2004).
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Mathematical modeling of coastal sediment transport and

beach evolution with special emphasis on coastal structures

Pham Thanh Nam', Magnus Larson?, and Hans Hanson®

Abstract

A mathematical model of beach topography evolution was developed. The model includes five
sub-models: random wave model, surface roller model, wave-induced current model, sediment
transport model, and morphological model. The model was validated with unique high-quality
data sets obtained from experiments on the morphological impact of a detached breakwater and
a T-head groin in the basin of the Large-scale Sediment Transport Facility (LSTF) of the Coastal
and Hydraulics Laboratory in Vicksburg, United States. The computations showed that the
model could reproduce the wave conditions, wave-induced currents, and morphological
evolution in the vicinity of the structures well.

Keywords: waves, current, beach evolution, coastal structures, mathematical modelling

1 Introduction

The nearshore zone is a highly dynamic area and the sediment is in constant motion due to
forces such as wind, tide, waves, and currents. Gradients in the transport rate cause deposition
or erosion of sediment, affecting the local topography. Such gradients in the nearshore transport
may occur for natural reasons, for example, when there are changes in the wave and/or wind
conditions. Currents induced by waves and wind may change, affecting the sediment transport
rates and the resulting evolution of the local beach topography. However, gradients in the
transport rate can also be induced by man-made structures and activities, for example, groins,
detached breakwaters, sea walls, dredging, and beach nourishment. At many locations around
the world, human activities, such as protection of the shoreline against erosion, construction of
harbors, and implementation of navigation channels, have markedly changed the beach
topography. Thus, the study of beach evolution is needed in order to gain knowledge for
application in coastal engineering projects.

During the latest decades, numerical models of beach evolution have been useful tools in
engineering projects. The first advantage of numerical models is that they are often less
expensive than physical models. With numerical models, one can easily simulate the beach
topography evolution under various scenarios of wave and current conditions that are difficult to
carry out in the laboratory because of the high costs required. Furthermore, advanced and
robust algorithms, as well as the capabilities of computers, are being developed and enhanced
very quickly, enabling the improvement of numerical models for efficiently predicting the beach
topography evolution.

A number of numerical models have been developed though the years for simulating beach
topography evolution. These models can be classified into six groups as: (i) conceptual models,
(i) shoreline evolution models, (iii) profile evolution models, (iv) 2D horizontal morphological
evolutions models, (v) fully 3D morphological models, and (vi) quasi-3D morphological models.
The conceptual models (e.g., Gravens, 1996; Kana et al., 1999; Kraus, 2000; Ruessink and
Terwindt, 2000), which are often based on empirical formulations obtained from experiences
and observations, are effective for qualitative assessment of beach evolution. Shoreline
evolution models (e.g., Hanson and Kraus, 1989; Steetzel et al., 2000) describe changes in the
shoreline evolution due to gradients in the longshore transport. These models typically simulate
shoreline evolution over decades with limited resolution of the response on the intra-annual

' Water Resources Engineering, Lund University, Box 118, Lund, Sweden (Thanh_Nam.Pham@tvrl.lth.se)
2 Ditto (Magnus.Larson@tvrl.Ith.se)
® Ditto (Hans.Hanson@tvrl.Ith.se)
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scale. Profile evolution models compute changes in the profile shape due to cross-shore
transport only (Larson and Kraus, 1989; Nairn and Southgate, 1993). Such models have
traditionally been used to estimate the impact of storms, implying a characteristic scale of the
processes on the order of days. The 2D horizontal morphological models employ the depth-
averaged wave and current equations, neglecting the vertical variations of waves and current
(Latteux, 1980; Watanabe, 1987; Johnson et al., 1994; Nicholson et al., 1997). These models
can simulate the morphological evolution over a coastal area with a rather wide range of spatial
scales and over time scales from individual storms to seasonal variations.

Fully 3D morphological model includes both the horizontal and vertical variations of waves and
currents (e.g., Roelvink and Banning, 1994; Lesser et al., 2004). These models include various
hydrodynamic processes, such as wind shear, wave forces, tidal forces, density-driven flows
and stratification due to salinity and/or temperature gradients, atmospheric pressure changes,
and drying and flooding of intertidal flats. However, the applications of these models for practical
problems are still limited because long computational times. Quasi-3D models (e.g. Zyserman
and Johnson, 2002; Drgnen and Deigaard, 2007) enhance the 2D horizontal models by
including the vertical current velocity at given locations, determined by the local forcing and the
depth-integrated flow. The computational effort required by quasi-3D models is similar to that by
2D horizontal models. Therefore, presently, they are expected to be a feasible tool for
simulating the long-term beach topographical evolution in large-scale coastal engineering
projects.

The overall objective of this study is to develop a robust and reliable mathematical model to
simulate beach morphological evolution under waves and currents with the emphasis on the
evolution due to the impact of coastal structures, such as detached breakwaters and T-head
groins. First, a theoretical description is given of the different sub-models employed to simulate
wave, currents, sediment transport, and morphological change. Then, a short summary is given
of the experimental data used for model development and validation. Finally, comparisons are
shown between calculated and measured model quantities.

2 Mathematical Model Description

2.1 Random wave transformation model

The random wave transformation model in the present study was originally developed by Mase
(2001) based on the Energy Balance Equation with a Diffraction term and an energy dissipation
term (EBED). The governing equation, for steady state, is expressed as follows (Nam et al.,
2009; Nam and Larson, 2010),

2(43) , 2(%S) _o(vs)
X oy 00

(1)
_ K 2 L 2 _

_2(0{(60g cos asy)y 5 CCq 005 esw} &S

where S = angular-frequency spectrum density; (x,y) = horizontal coordinates; ¢ = angle

measured counterclockwise from x axis; v,, v, , and v,= propagation velocities in their

respective coordinate direction; = angular frequency; C= phase speed; Cgy = group speed; «

= free parameter that can be optimized to change the influence of the diffraction effects; and ¢,
= energy dissipation coefficient.

The propagation velocities are given as,

: Cy(. ,oC oC
- g
{vx,vy,vg}_{cg cosd, Cysind, ?(sm@&—coseg (2)

The first term on right hand of Eq. (1) was introduced by Mase (2001) in order to represent the
diffraction effects. The second term represents the energy dissipation due to wave breaking.
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The output of the random wave transformation model includes three main wave parameters:
significant wave height H, significant wave period T, and mean wave direction 6.

The original EBED model is stable and can be applied to a complex beach topography in the
coastal zone containing structures. However, it often overpredicts the wave conditions in the
surf zone compared to measurements. The overestimation is mainly due to the algorithm
describing wave energy dissipation caused by wave breaking. In the EBED model, the energy
dissipation coefficient was determined by the Takayama et al. (1991) model. The calculation of
this coefficient is rather complex and the coefficient does not easily lend itself to calibration.

In this study, the energy dissipation term was modified based on the Dally et al. (1985) model in
order to improve the predictive capability of the wave model in the surf zone. The model is
referred to as Modified-EBED model hereafter. The modified energy balance equation proposed
is as follows (Nam et al., 2009),

a(vXS)+5(VyS) , 008)
> Y 20 (3)
:iw{(ccg cos? 6vsy)y —%ccg cos? HSW}—%% (S —San)

where h = still-water depth; K = dimensionless decay coefficient; and Sg,, = stable wave
spectrum density, which is determined based upon the stable wave height H,, (=Th) , with T
being a dimensionless empirical coefficient.

Assuming that the spectrum density S and the stable spectrum density S, are functions of

HS2 and Hsztab, respectively, Eq. (3) can be rewritten as:

o(4) , 2A(%8) , 2(w9)
x oy o0
1 K rh Y @
K
:z{(ccg cos? 49sy)y ~5CCq cos’ esw}—ﬁcgs{l—[H—S] }

Several previous studies have dealt with the empirical coefficients K and T . The values of these
coefficients can be given by constants, e.g.,'=0.4, and K=0.15 (Dally et al.,, 1985), or
empirical expressions containing the bottom slope (see Goda, 2006). In the Modified-EBED
model, a good description was obtained of the wave conditions in the surf zone for the LSTF
data by modifying the expressions for the coefficients proposed by Goda (2006),

=045, K =§(0.3—19.2m) ‘m<0
[=045+15m, K =§(0.3—0.5m) :0<m<0.6

where m = bottom slope.

The wave radiation-driven stresses were determined by the output from the wave
transformation model as,

Sy :g[Zn(lJrcosz 5)—1} (6)

Sy :%[Zn(hsinzé)—l} (7)
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Sy :%[Zn(hsinzé)—l} 8)

where E = ,oWngms /8 = wave energy per unit area, with p,, = density of water, g = acceleration
due to gravity; and n=C, /C = the wave index.

2.2 Surface roller model

The wave energy balance equation for the surface roller in two dimensions is expressed as
(Dally and Brown, 1995; Larson and Kraus, 2002),

a(Mc _ _
( r)+i ez cos?a |+ 2 Lmczsin?g =gfpM -P, (9)
r ay 2 r D D

ot ox\ 2

where P, = wave energy dissipation; M = wave-period-averaged mass flux; C, = roller speed;
and f; = roller dissipation coefficient.

The wave energy dissipation is determined as (Nam et al., 2009),
KCqy w9 2
Po =—2= | HE ()’ | (10)

where H, = root-mean-square wave height, which can be derived from the output of the
random wave transformation model.

The stresses due to the rollers are determined as follows:

R, =MC, cos? 6 (11)
R,y = MC, sin? @ (12)
Ry =Ry =MC, sin2¢ (13)

2.3 Nearshore current model

The governing equations for the nearshore currents are written as (Militello et al., 2004; Nam et
al., 2009; Nam and Larson, 2010),

d(h 0
( +'7)+5C1x+ Ay -0 (14)
ot ox oy

8i_F6ui_|_%+g(h+;7)6_77:iD aqx +i aqx

o x oy x ox “ox oy Yoy

+ fqy — Tpy + Ty (15)

oq, oug, ov 0 0
b ST g2 Lp T Cp T fy = 7y + 7y (16)

a o x oy oy ox “ox oy Yoy

where 77 =water elevation; t=time; g, and q, = flow per unit width parallel to the x and y axes,

respectively; u and v = depth-averaged velocity components in the x and y directions,
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respectively; f = Coriolis parameter; D, and D, = eddy viscosity coefficients; z,, and z,, = the
bottom stresses; andzs,, 75, = wave stresses (the latter variables are all in the x- and y-
directions, respectively).

Outside the surf zone, the depth-averaged horizontal eddy viscosity coefficient can be
calculated as a function of the total water depth, current speed, and bottom roughness
according to Falconer (1980),

Ju? +v2
o2

z

D, =1.154g(h+7) (17)

where C, = Chezy roughness coefficient.

In the surf zone, the eddy viscosity was taken to be a function of the wave properties following
Kraus and Larson (1991) as,

D1:AUWHrm5 (18)

where A= empirical coefficient; and U, =7H,, /(T sinh(kd)) = wave orbital velocity at the
bottom, in which d = (h +7) =total depth, and k = wave number.

In the transition zone, the eddy viscosity is calculated as,
D, =(1—a) D, +ab; (19)
where a=(H /d)* = weighting parameter (see Militello et al., 2004).

The bottom stresses under combined current and waves are determined following (Nishimura,
1988),

2 _ 2 _ _
7 =C, KUWﬁlj% cos? HJU J{JID cos@sin ejv} (20)

wcC wc

wc wc

2 _ 2 _ _
Ty =Gy [(UWCJrJJ" sinzer{&cosesineju} (21)

in which Co - bottom friction coefficient,

Upe :%{\/‘uz +Vi+wf +2(u cos@+vsin5)w{,‘

- - (22)
+\/‘u2 V2 —2(ucos€+vsin Q)wb‘}
_ GHrmS
“ = Zsinh(kd) (23)

where o = peak wave frequency.

The wave stresses are derived from the wave transformation model and the surface roller
model. They are expressed by the following formulas:

1|0 0
Tsx :_E &(SXX+RXX)+5(SW+RXV):| (24)
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7o, :—i{g(Serny)’L%(SWJFRW)} (25)

In the present study, the Coriolis force due to rotation of the earth is neglected. Thus, the value
of Coriolis parameter f is set to 0.

2.4 Sediment transport model
2.4.1 Swash zone transport

The net transport rates in the cross-shore and longshore directions can be calculated based on
the study of Larson and Wamsley (2007) as (see also Larson et al., 2011),

tan ¢, us [dh jto
q = —-—tan g, |- 26
bc,net c tan2 ¢m —(dh/dX)Z g dx e T ( )
tan ¢ ulv, t
O net = K > e (27)

"tan?g, —(dh/dx)? 9 T

where gy e 5 dy1.nee = NEL transport in the cross-shore and longshore directions, respectively; K_

and K, = empirical coefficients, 4 = friction angle for a moving grain (~30deg.); g

foreshore equilibrium slope; u,,v,and t, = scaling velocities and time, respectively; and T
swash duration (assumed that T is equal to the incident wave period).

Based on the ballistics theory, and assuming that the friction on the foreshore is zero, Larson
and Wamsley (2007) derived the hydrodynamics in the swash zone as,

Xo = X —%gt2 sin B +ugt (28)
Uy =Ug —gtsin g (29)
Yo =Y, + Vst (30)
Vo =V (31)

where x, = position of the wave front that travels along foreshore; y, = longshore direction of the
front; u,,v, =wave front speeds at the start of the uprush; x,,y, = location at the start of the
swash zone, x, =0 at the still-water shoreline; S = foreshore slope set to a constant.

The maximum uprush is attained at the time when the velocity is zero, as given by

tmax =Us /(gsin ) and the corresponding location is X =UZ/(2gsin B). Based on the

geometry, one can derive the runup height R =X, /sin g = us2 /(2g) . The value of u; might be

difficult to determine, so the runup height can be used in calculations instead of this velocity.
The runup height can be obtained by using various empirical formulas (e.g., Hunt, 1959; Mase,
1988; Mayer and Kriebel, 1994). In this study, the Hunt (1959) formula was employed for
calculating the runup height.

The duration (t;)at any location on the foreshore can be related to the swash duration and
runup height (Larson and Wamsley, 2007) as,
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b_ jh &
T R (32)

where z, = vertical distance from the reference level to x; .

2.4.2. Nearshore and offshore transport

Camenen and Larson (2005, 2007, and 2008) developed a unified transport formulation for bed
load and suspended load under combined waves and currents. It can be used for both
sinusoidal and asymmetric waves, and is referred to as Lund-CIRP formula hereafter. To
simplify calculations, the waves are assumed to be sinusoidal, having no asymmetry. Therefore,
the contribution to the transporting velocity from waves is negligible, implying that only current
moves the material. In such case, the bed load can be express as (Larson et al., 2011; Nam et
al., 2011),

17
= ac\/7 cw,m eXp[ Hij (33)

cw

(s— 1) gd3,

where q,, = transport obtained in the direction of the current, the transport normal to current is
zero; S=relative density between sediment and water (= p,/p,), in which p, =density of
sediment; ds;, =median grain size; a., and b, =empirical parameters; &, =critical Shields
parameter for initiation of motion; 4, , and§,, = mean and maximum Shields parameters due to
wave-current interaction, respectively.

The critical Shields parameter is calculated based on the formula proposed by Soulsby and
Whitehouse (1997) as,

O, = Od2 +0.055[ 1-exp(-0.02d..) | (34)

%

where d. =3g(s ~1)/v? dsp =dimensionless grain size, with v = kinematic viscosity of water.
The mean and maximum Shields parameters due to wave-current interaction is calculated by
vector addition as,

1/2
O = (0 + 0 + 20, m0% CO5 ) (35)

2 2 1/2
Oy = (02 + 05+ 20,0, cos ) (36)

where @, and ¢, = Shields parameters due to current and wave, respectively; ¢, ,, = mean wave
Shields parameter, 6, ., =6, /2 for a sinusoidal wave profile; and ¢ =angle between the wave
and the current direction.

The Shields parameters for current and wave is determined as follows,

Tc

2 (5-Ddag (37)

C:

R >
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where r, and 7, = shear stresses due to current and wave, respectively. These stresses are
given by,

1

Te :Epw chc2 (39)
1 2

=G (40)

in which f, and f, =friction factors due to current and wave, respectively; U, =+u®+v? =
magnitude of current vector.

Based on the roughness calculations, the friction factors due to current and waves are
calculated after Soulsby (1997), and Swart (1974), respectively as,

2
szﬂ—iﬁL—J (1)
1+ (k, /30d)

019 _
= {exp(5.2lr 6.0) r>1.57 (42)

0.3 r <1.57

where ks= total roughness; r = A,/ks = relative roughness, with A, =U,/Ts/2z = semi-orbital
excursion.

The total roughness is assumed to include three components: grain-related roughnesskg,
form-drag roughness ki, and sediment-related roughness kg (Soulsby, 1997). The total
roughness is calculated by the linear sum of these components as,

ks =Kgg +Kgt +Kgg (43)
The grain related roughness is determined based on the median grain size as:
kg = 2.5dg, (44)

The form-drag roughness can be related to the height A, and wavelength A, of the ripples
(Soulsby, 1997) as:
AZ

kg =7.5—" (45)
A

For current, the wavelength and height of the ripples can be calculated based on the median
grain size by the following formulas (Soulsby, 1997):

_A
A= (47)
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For waves, the ripple height and ripple length can be determined based on the following
formulas (Van Rijn, 1993),

A, =0.22
7 ' A ¥ <10
A, =1.25A,
A, =2.8x1073(250- %) °
< ' ) ( )" A 10 < ¥ <250 (48)
A, =1.4x1078(250 - ) 25A,
A, =0
\ ' ¥ > 250
A4 =0

where y = U,/”/((s-1)dso) = particle mobility parameter.

The sediment-related roughness is determined based on the formula proposed by Wilson
(1989) as,

kss =5ds506} (49)
where 6, = Shields parameter for current or wave (i=c, w, respectively, for current and wave).

Eq. (49) is of implicit type and therefore, an iterative method needs to be employed to solve the
equation. In this study, the Newton-Raphson method was employed for solving the non-linear
equation for sediment-related roughness.

Assuming that the suspended concentration is in equilibrium and current velocity is constant
over the water column, Camenen and Larson (2007, 2008) derived the Lund-CIRP formula for
suspended load as,

0 =UcCs Wi{l—exp[— i H (50)

s &

where ci =reference concentration at the bottom; w, = sediment fall velocity; ¢ =sediment
diffusivity.

The bed reference concentration is obtained from,

cw

0,
% = Ao exp[—4-5f] (51)

where the coefficient Ay is written as:

Ag =3.5x107 exp(-0.3d.) (52)
The sediment fall velocity is calculated from Soulsby (1997) as:
1/2
W, :L[(10.362 +1.049d§) —10.36} (53)
50

The sediment diffusivity is related to the energy dissipation as (Camenen and Larson, 2008),

k3D, +k°D, +k3D, |
g:[ b Yo T K e Ky WJ d (54)
P

where k;, k., and k,, = empirical coefficients; D, =energy dissipation due to wave breaking
(=Py); D;,andD, = energy dissipations from bottom friction due to current and waves,
respectively, expressed as,
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DC = TCUC* (55)

DW = TWUW* (56)
in which u, and u,.= shear velocities due to current and waves, respectively.

The empirical coefficient k, is set to 0.017. The coefficients k,,andk, are calculated based on
the Schmidt number,

ki =0.067 o, (57)
where o; = Schmidt number; i=c, w denotes current and wave, respectively.

The Schmidt number is determined by the following empirical formulas (Camenen and Larson,
2007),

A, + A, sin?s {13] Ws <1
2 U Uj
oi = (58)
1+ (A, + A, ~1)sin2® [%Ej % 51

where i = subscript equal to c orw; A, =0.7,A,, =0.36,A,; =0.09,and A, =1.4.

Alternatively, the suspended load can be obtained by solving the AD equation. The two-
dimensional time- and depth-averaged AD equation is expressed as (Larson et al., 2011; Nam
et al., 2011),

o(Cd) o(Cay) o(Cay) 5[Kxagqxj+a[KyaquJ+P_D

+ + =— —
ot OX oy OX OX oy oy

(59)

where C = depth-averaged sediment concentration; K,,and Ky= sediment diffusion

coefficients in x and y directions, respectively; P = sediment pick-up rate, and D = sediment
deposition rate.

The sediment diffusion coefficient can be calculated from Elder (1959) as:
Ky = K, =5.93u.d (60)

The sediment pick-up and deposition rates are given by,

P= CrWs (61)
D= S, (62)
By
where g, = coefficient calculated based on Camenen and Larson (2008) as:
£ w,d
= 1-exp| ——
Fi= g { p[ : ﬂ (63)

The concentration C is calculated in the AD equation after steady-state condition is attained.
The sediment transport rates in the x and y direction can be calculated from,
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Usx = qu - de & (64)
= oC
qsy = qu — Kyd E (65)

The sediment transport rate is often large near the shoreline due to the swash uprush and
backwash processes. The observations from LSTF showed a peak in the sediment transport
rate close to shoreline that was larger than the transport rate in the inner surf zone. The
sediment transport rates in the swash zone can be well reproduced by the swash zone
computation; the calculated transport rates increases in the seaward direction along the
foreshore to the still-water shoreline. However, in the inner surf zone, the calculated sediment
transport rates obtained by the currently available formulas often tend to decrease from offshore
towards the still-water shoreline. Therefore, there is a significant difference between the
calculated and measured sediment transport rates near the still-water shoreline, since the
interaction between the swash and inner surf zones is not well described in most models.

In this study, the sediment transport rate at the still-water shoreline obtained from the swash
zone computation is employed to determine the suspend sediment concentration at the
boundary when solving the AD equation. The pick-up and deposition rate, described in the Egs.
(61) and (62), respectively, were also modified as follows,

P= P[l+3\\//—0exp[—y%ﬂ (66)
D= _ D
{1+ Svexp(—ydﬂ (67)
Vo R

where & and u = free non-negative coefficients, V = mean velocity across the profile. The
velocity V is determined as the average longshore current across the surf zone, v, is obtained
from swash zone computation, and R is calculated by the Hunt (1959) formula.

The total load, which combines the bed load from the Lund-CIRP formula and the suspended
load from the AD equation with the above modifications, is referred to as Lund-CIRP-AD
hereafter. Calibration showed that $=9.3 and x=2.4 were the most suitable values for all

experimental cases studied (Nam et al., 2010; Nam et al., 2011). Although the modifications
are somewhat ad hoc, the model reproduced the sediment transport rates near the still-water
shoreline well.

25 Morphological evolution model

The morphological evolution is based on the sediment volume conservation equation,

5_h= 1 aqtot,x+6qtot,y
ot 1-n,{ ox oy

where n, = porosity parameter; and g , , 0o,y = total load in x and y directions, respectively.

(68)

In the offshore and surf zone, the total load is the sum of bed load and suspended load, which
are calculated based on Egs. (33) and (59). In the swash zone, it is based on the net transport
rates obtained from Egs. (26) and (27).
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Figure 1 presents a flowchart for the calculation of beach topography evolution, including the
feedback loops. Based on the input data (offshore wave conditions), the Modified-EBED model
is employed to calculate the wave field in the nearshore zone. The mass flux due to the roller is
determined through the roller model. Thus, the wave stresses is calculated based on the
random wave transformation model and the roller model. After that, the wave-induced current
field at steady state is determined from the nearshore current model. The output from the wave
and current models is used to compute the Shields parameters that are employed for
determining the bed load in the offshore and surf zone. The coupling between the sediment
transport in the swash and inner surf zone is included. When solving the advection-diffusion
equation for the offshore and surf zone, the suspended sediment concentration at the still-water
shoreline (boundary between swash and surf zone) is calculated based on the sediment
transport rates obtained by the swash zone computations. The beach morphological change is
determined from the volume conservation equation. In order to save time in the computations,
the wave, current, and sediment transport fields are only re-calculated every n-th morphological
time step (n=5 in the present study). The bed level is smoothed at an interval corresponding to
15 times the morphological time step, and the smoothing coefficient is 0.25 (Johnson and

Zyserman, 2002).
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Figure 1: Calculation procedure in the morphological evolution model

2.6 Boundary conditions

The wave energy at the offshore boundary is based on theoretical spectrums such as
JONSWAP or TMA. At the lateral boundaries, the wave energy gradient in alongshore direction
is set to zero (Neumann boundary condition), whereas at the solid boundary (structures, land)
the wave energy is set to zero (Dirichlet boundary condition).

At the offshore and solid boundaries, the mass flux due to the roller is assumed to be zero
(Dirichlet boundary condition). The alongshore mass flux gradient is given as zero at the lateral
boundaries (Neumann boundary condition).

The radiation boundary condition is employed to determine the currents at the offshore
boundary (Reid and Bodine, 1968). At the lateral boundaries, the water fluxes were specified
based on the measurement data of nearshore currents (Dirichlet boundary condition, applied for
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this study). Alternatively, the alongshore water level gradient or gradient of cross-shore and
longshore currents in the alongshore direction is set to zero at the lateral boundaries (Neumann
boundary condition). No flow is assumed at solid boundaries.

The gradient of suspended concentration in alongshore direction is assumed to be zero at the
offshore and lateral boundaries (Neumann boundary condition). At the boundary between the
swash zone and inner surf zone, the suspended concentration is calculated based on the swash
zone computation (Dirichlet boundary condition). The suspended concentration is given as zero
at the location where the structures are placed (Dirichlet boundary condition), whereas the
alongshore bed level gradient is given as zero at the offshore and lateral boundary (Neumann
boundary condition).

2.7 Numerical implementation

A first-order upwind scheme and Gauss-Seidel method are employed to solve the energy
balance equation (for details, see Mase, 2001). The mass flux due to the roller is calculated
explicitly based using the FTCS (forward in time, center in space) scheme (Hoffman, 2001). The
nearshore current is calculated based on the explicit scheme of Koutitas (1988). The Newton-
Raphson method is used to solve the non-linear equation for the sediment-related roughness.
The suspended sediment concentration is obtained by solving the AD equation using the Crank-
Nicolson scheme (Hoffman, 2001). Finally, the explicit first-order upwind scheme FTBS (forward
in time, backward in space) is employed to solve the sediment volume conservation equation
(Long et al., 2008).

3 Data Employed

Five series of physical model experiments were undertaken in the basin of the LSTF (Gravens
and Wang, 2007; Wang et al., 2002a, b). The main aim of these experiments was to obtain
high-quality data sets for validating formulas for sediment transport, as well as to investigate the
beach evolution in the vicinity of coastal structures. The first series of experiments, referred to
as “Base Case”, consisted of four runs approximately 160 min each that were performed on a
natural beach without structures. The second and third series of experiments, referred to as
“Test 17 and “Test 27, respectively, were carried out with a detached breakwater in the basin
that was located between profile Y22 and Y26, at four meter distance from the initial still water
shoreline (see Figure 2). The currents in Test 1 were generated by waves only, whereas in Test
2 the currents were a combination of wave-induced currents and external currents. Both Test 1
and Test 2 included eight runs approximately 190 min each. The fourth series, referred to as
“Test 3”, included six runs 180 min each, performed on the natural beach with a T-head groin.
The last series of experiments, referred to as “Test 47, were conducted in the basin with a
detached breakwater, but its length was shorter and its location was closer to the shoreline than
those in Test 1 and Test 2.
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Figure 2: Detached breakwater layout in the LSTF for Test 1 and 2 (Gravens and Wang, 2007)
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In all experimental runs, spilling breaking waves were generated by four wave-makers and the
water was re-circulated by the pumping systems located up- and downstream of the basin (see
Figure 3). Wave gages and acoustic doppler velocimeters were co-located at ten cross-shore
positions on the instrument bridge (see Figure 4). The bridge instrument moved in the
alongshore direction, thus the wave conditions and currents could be observed at specific
cross-shore profiles. Three wave gages were located at three alongshore positions to measure
the wave conditions seaward of the toe of the movable beach. A rod and acoustic survey
techniques were employed to measure the beach profiles after each experimental run. The
beach in the basin consisted of well-sorted sand with a median grain size of 0.15 mm.

Figure 3: Wave-maker layout in LSTF basin

Figure 4: Instrumental bridge and downstream sediment traps

In this paper, the data sets from Base Case, Test 1, and Test 3 were employed to validate the
predictive capability of the numerical model. The parameters were used for validation consist of
significant wave height, longshore current, cross-shore current, wave setup, longshore
sediment flux, and bed level. The detail model validations against LSTF data were presented in
Nam et al. (2009), Nam and Larson (2010), and Nam et al. (2011).

4 Selected Results
4.1 Nearshore wave

The calculation of the nearshore wave field was compared against the measurements obtained
from the series of experiments in the LSTF basin. The simulations showed that the wave
conditions predicted by the Modified-EBED model significantly improved compared to those
obtained by the original EBED model. Nam et al. (2009) presented comparisons between
measurements and calculations of significant wave height for three selected test cases without
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structure: BC1, BC2, and BC4. As can be seen in Figure 5, the calculated significant wave
height obtained by EBED model for BC1 overpredicted in the surf zone, whereas the one
obtained by Modified-EBED model agreed well with measurements.
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Figure 5: Calculated and measured significant wave height for Case BC1 (Nam et al., 2009)

Nam and Larson (2010) and Nam et al. (2011) presented the detailed comparisons between
calculated and measured significant wave height in the vicinity of the breakwater and T-head
groin. Figure 6 illustrates the comparison of calculated significant wave height and
measurement around the detached breakwater for T1C4. The model validation for T3C4
concerning the significant wave height is shown in Figure 7. As for BC1, the calculations of
significant wave height obtained by Modified-EBED model were also better than those from the
original EBED model. The Modified-EBED model reproduced well the wave conditions in the
surf zone as well as in the lee of the detached breakwater and T-head groin.

Quantitative assessment of the EBED and Modified-EBED models using root-mean-square
(rms) error clearly showed that the modified model produced better agreement with
measurements. For example, the rms error in significant wave height by Modified-EBED model
for BC1 was only 3.64 %, whereas it was 12.96 % by the original EBED model. For T1C4, the
rms errors in significant wave height were 8.39% and 11.75 % for the Modified-EBED and
original EBED models, respectively.
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Figure 6: Calculated and measured significant wave height for Case T1C4 (Nam and Larson,
2010)
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Figure 7: Calculated and measured significant wave height for Case T3C4 (Nam et al., 2011)

The wave field simulation is the crucial first step in modeling beach morphological evolution.
The accuracy of the current and sediment transport fields is strongly dependent on the output
from the wave model. The diffraction term was included in the wave model so it can describe
the diffraction effects in the lee of detached breakwater and T-head groin. The simulations
showed that the calculated significant wave height in the lee of these structures agreed well with
measurements, implying that the diffraction effect was well modeled in the random wave
transformation model. In addition, the energy dissipation due to wave breaking plays a key role
in calculating the wave conditions in the surf zone. In this study, the modification of the energy
dissipation was based on Dally et al. (1985) model in which the decay and stable parameters
were determined by Eq. (5), producing a significant improvement in calculating the wave
conditions in the surf zone.

4.2 Nearshore currents and wave setup

The calculations of nearshore wave-induced currents and wave setup were compared against
the measurements from the LSTF. Nam et al. (2009) presented comparisons between
calculated longshore current and wave setup and observations for BC1, BC2, and BC4. The
current was only generated by waves in test case BC1, whereas an external current was also
given in BC2 and BC4. As can be seen in Figure 8, including the roller effects, the peak of the
calculated longshore current for BC1 was shifted toward the shoreline and the magnitude of the
current also increased in the surf zone, producing better agreement with measurements. The
calculated wave setup for BC1 and the corresponding measurements are shown in Figure 9. In
general, both calculations of wave setup with and without roller were in good agreement with
observations.

Nam and Larson (2010) validated the model against three data sets of LSTF regarding the
wave and current fields around a detached breakwater. A detailed comparisons between the
calculated longshore current, cross-shore current, and wave setup, and the measurements
along 12 cross-shore profile lines were carried out. Figures 10 and 11 show the comparisons of
calculated and measured longshore current and cross-shore current for T1C4. In general, the
longshore current was in good agreement with the measurements, whereas the cross-shore
current somewhat underestimated the measurements. The eddy simulated downstream the
breakwater caused a significant difference between calculated and measured cross-shore
current at profile Y21 and Y20 (see Figures 11e and 11f). In this study, the undertow was not
included in the model, which is probably the main reason for these discrepancies. However, the
agreement between the calculations and observations was quite good in the lee of the detached
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breakwater. Although the calculated wave setup was overpredicted compared to the
measurements, the absolute errors between calculations and measurements were relatively
small (for details, see Larson and Nam, 2010).

Nam et al. (2011) also validated the wave-induced currents for three test cases with a T-head
groin. As for the test cases with detached breakwater, the obtained results on the longshore
current agreed well with measurements, and the cross-shore current was also underestimated
compared to the measurements.
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4.3 Sediment Transport

Nam et al. 2009 and Larson et al. (2011) described the comparison of calculated longshore
sediment flux and corresponding measurements. Figures 12 and 13 show the comparison
between the calculated and measured longshore sediment flux for BC1 and BC4, respectively.
As can be seen, the calculations obtained based on the Lund-CIRP formula agreed fairly well
with measurements at offshore and outer surf zone. However, the discrepancies between the
calculations and measurements near the shoreline were significant. Using the AD-Lund-CIRP
formula with the modifications of the pick-up and deposition rates, the obtained results were in
good agreement with measurements from the swash zone to the offshore.
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Figure 10: Calculated and measured longshore current for Case T1C4 (Nam and Larson, 2010)
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Figure 11: Calculated and measured cross-shore current for Case T1C4 (Nam and Larson, 2010)

Modifications of the pick-up and deposition rates are nessessary to accurately simulate the
sediment transport rates in both the swash and inner surf zones. Without these modifications,
the results from the AD-Lund-CIRP formula decrease too quickly seaward from the still-water
shoreline and results similar to the Lund-CIRP formula is obtained in the inner surf zone and
offshore zone. Thus, the introduced modifications make the simulated sediment transport rates
more reasonable and improve the agreement with the observations from LSTF basin.

The bottom roughness is one of the parameters in calculations of sediment transport that the
model is most sensitive to. Using total roughness, including grain-related roughness, form-drag
roughness, and sediment-related roughness will produce shear stresses that may be used to
calculate the sediment transport rate with some confidence. However, the formula for sediment-
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related roughness, given by Wilson (1989), is of implicit type and therefore an iterative method
needs to be employed for solving the non-linear equation of sediment-related roughness. In this
study, the Newton-Raphson method was used for solving this equation, yielding rapid
convergence.
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Figure 13: Calculated and measured longshore sediment flux for Case BC4 (Nam et al., 2009)

4.4 Morphological evolution

The model validation of morphological evolution in the vicinity of detached breakwater and T-
head groin based on the LSTF data sets are presented in Nam et al. (2011). Figure 14
illustrates a comparison between the calculated and measured bed levels after 190 min for
T1C4. The solid line represents the calculated bed level, whereas the dotted line shows the
measurements. As can be seen, the simulated beach morphological evolution in the vicinity of
the detached breakwater agreed rather well with the measurements, especially regarding the
salient development in the lee of the breakwater.

Figure 15 shows the comparison between the calculated bed levels after 180 min and the
measurements for T3C4. The computations showed that the beach evolution was fairly well
predicted; especially the shoreline change was in good agreement with the observations.
However, the calculated sand accumulation downdrift the T-head groin exceeded what was
observed in the data.
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Figure 14: Calculated and measured bed level after 190 min for Case T1C4 (Nam et al., 2011)
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Figure 15: Calculated and measured bed level after 180 min for Case T3C4 (Nam et al., 2011)

The prediction of beach morphological change strongly depends on not only the output of the
models for waves, nearshore currents, and sediment transport, but also on the numerical
method for solving the sediment volume conservation equation. Eq. (68) is a highly non-linear
equation, and it is not easy to obtain a highly accurate solution. For example, many numerical
models have employed the Lax-Wendroff scheme for solving this equation. However, this
scheme suffers from the generation of nonphysical numerical oscillations (Long et al., 2008).
When this scheme is implemented, the bed celerity or bed form phase speed (Johnson and
Zyserman, 2002; Long et al., 2008) need to be determined, which may cause large errors in the
calculations if the gradient of the bed form is relatively small. Johnson and Zyserman (2002)
recommended smoothing and filtering techniques to overcome the dispersion problem
associated with the Lax-Wendroff scheme. Recently, several high-order schemes were
introduced by Long et al. (2008) that can be applied to solve the continuity equation without
resorting to smoothing or filtering techniques and that enable high accuracy in the solution.
However, when calculating the value of the bed level at one cell, a number of values on the bed
levels in nearby cells need to be included. Therefore, ghost cells must be employed at open and
solid boundaries, which can cause significant errors if the coastal area is complex and coastal
structures are present. In this study, the first-order upwind scheme FTBS (forward in time,
backward in space) was employed to solve the sediment conservation equation.
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5

Conclusions

The main conclusions of this study can be summarized as follows:

6

A unified numerical model of beach morphological evolution due to waves and currents
was developed. It includes five sub-models, including nearshore random wave
transformation, surface roller, wave-induced current, sediment transport, and
morphological change models. Each sub-model has been validated carefully against the
high-quality data sets obtained from the LSTF basin. The model can be applied to
simulate the beach evolution in the vicinity of coastal structures in a non-tidal
environment under wave and current action.

The predictions of wave conditions in the surf zone were significantly improved after the
energy dissipation term due to wave breaking was modified, providing reasonable and
accurate wave conditions for the nearshore wave-induced current and sediment
transport models.

The importance of roller effects in calculation of wave-induced current was also
investigated. The roller not only causes a shift in the peak of the longshore current
towards the shoreline but it also increases the magnitude of the longshore current in the
surf zone. By using a 2D surface roller model, energy conservation was expressed
more accurately than for the 1D model.

The predictions of longshore current were in good agreement with observations.
However, the calculated cross-shore current was often underestimated compared to the
measurements. The undertow current was not included in the model, which is probably
the main cause of the discrepancy between calculations and measurements of the
cross-shore current. The simulated wave setup somewhat overestimates the measured
data, however, the absolute differences between calculations and measurements were
relatively small.

The computation of sediment transport in the swash zone needs to be included in
models of beach morphological evolution. The sediment exchange between land and
sea directly affects both the sub-aerial and sub-aqueous evolution of the beach. In the
swash zone, the frequent uprush and backwash result in high transport rates in both the
cross-shore and alongshore directions. Therefore, it is necessary to compute the
transport rates in the swash zone, and couple those to the transport in the inner surf
zone in order to realistically simulate the beach topography evolution. Prior to this work,
studies on the swash zone transport were often undertaken separately from the inner
surf zone, or not included at all in the modeling beach morphological evolution.

Understanding the impacts of coastal structures on beach morphological evolution plays
a key role in engineering projects for constructing harbors or preventing the beach
erosion. Thus, accurate predictions of hydrodynamics and morphological evolution in
the vicinity of coastal structures are necessary and important. In this study, the
developed model reproduced the beach evolution in the vicinity of the detached
breakwater and the T-head groin rather well compared with the measurements from the
LSTF data.
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Modeling of turbulence fields in front of the rubble mound

breakwater

Sevket Cokgor', Ozgur Durmus?, Kaan Koca®, Baris Ozen* and Senol Dundar®

Abstract

Laboratory data of velocity fields in front of a rubble-mound breakwater are presented and
discussed for non-breaking wave condition. Velocity measurements were conducted near the
breakwater by an acoustic Doppler velocimeter (Nortek Vectrino) under regular waves. The raw
data were analyzed by using a numerical-filtering scheme so that turbulent fluctuations are
separated from the phase-dependent wave motions. Root mean square (RMS) values of the
turbulent fluctuations in the vertical and wave directions were obtained. The spatial variations of
the turbulent shear stress and of the turbulent kinetic energy (TKE) in front of the breakwater
were determined. The comperative analysis of two different wave conditions were
performed.The results indicate that turbulent intensities take larger values when the wave
contracts over the breakwater. On the other hand, maximum turbulent shear stress values were
observed near the breakwater surface, as a consequence of the rough surface effect.The
results also indicated that the long period wave has higher motional values than the shorter one.

Keywords: Turbulence intensity, Turbulence Shear Stress, Turbulence Kinetic Energy

1 Introduction

Breaking waves play significant roles in almost all coastal engineering problems. During last
decades, the information gathered on the characteristics of these waves has been improved
due to the advances in measuring capabilities and results of experimental studies focused on
the velocity and turbulence intensities in breaking waves have been reported by many
researchers (e.g., Stive, 1980; Stive and Wind, 1982; Nadaoka and Kondoh, 1982; Hattori and
Aono, 1985; Mizuguchi, 1986; Nadaoka et al., 1989; Ting and Kirby, 1994, 1995, 1996;
Sakakiyama and Liu, 2001; Losada et al., 1995). Measurements carried out within the context of
these latter studies have been based on techniques using either a hot-film anemometer or a
Doppler velocimeter. The Particle Image Velocimetry technique has been also applied
frequently in the analysis of the instantaneous spatial velocity distributions under breaking
waves and of the turbulence kinetic energy distribution (e.g., Lin and Rockwell, 1994, 1995;
Skyner, 1996; Chang and Liu, 1998, 1999).

The interaction with waves must be taken into account in order to have an adequate design for
coastal structures. Motions of the waves are changed due to the presence of the coastal
structures and, due to the separation of the flow, the turbulence intensity is amplified in the
vicinity of these latter ones. This enhanced turbulence, in turn, may have considerable effects
on the wave force, on the scouring phenomenon at the toe of coastal structures, and on other
mixing processes.

Studies carried out on the interaction between the waves and coastal structures have been
mainly focused on the estimates of the wave reflection and transmission. Although these latter
estimates provide the necessary information for the effectiveness of coastal structures to be
determined, velocity measurements are crucial for the comprehension of the involved physical
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processes and for the justification of any mathematical and/or numerical model to be applied in
the design of these structures.

In the present study, results from an experimental investigation of the turbulence characteristics
near a rubble-mound breakwater are presented. This type of structure has been frequently
applied all around the world for ages in order to resolve various coastal engineering problems.
Main reasons that account for the analysis of the flow and associated velocities near these
rubble-mound breakwaters are the structure functionality, structure stability, and their
implications on the morphodynamics of nearby areas.

Important hydraulic processes which should be taken into account while analyzing the
interaction between waves and rubble-mound breakwaters are the wave reflection, wave
dissipation, and wave transmission. The modeling of the dissipation mechanisms due to wave
breaking, turbulence, and generation of eddies in the fluid region as well as turbulence and
friction within the porous material is not well established. The stability of the armor layers has
also been studied intensively, and several formulations can be found in many articles. Most of
these latter are based on experimental studies carried for both regular and irregular waves and
require the evaluation of the velocity profile over the structure. This velocity is generally
computed using linear wave theory or other nonlinear wave theories. However, and due to
different reasons, most of the calculated velocities are seen to differ from experimental
measurements. Moreover, the stone stability is also affected by the wave-induced flow within
the porous media, since the pore pressure and the seepage velocity may reduce the effective
stone weight. In general, the effects of the porous flow on the fluid velocities are

m

SWL= 0.

Figure 1: Measurement points in front of the structure

not considered. Moreover, the modeling studies assessing morphodynamic evolution in the
presence of a rubble-mound breakwater require an appropriate modeling of the velocity field
incident wave parameters, structure geometry, and permeable material characteristics.

2 Experimental setup

Experiments were carried out in a laboratory flume which has a length of 26 m, a width of 6 m,
and a height of 1.4 m. Regular waves were generated with a palette of flap type. One of the
waves has a period of T=1.5 s and 0.18 m height and the other one has 1.8 s period and 0.17 m
height. The bottom of the flume was inclined in the offshore direction of the breakwater with a
slope value of 1/25. Still water depth, d, was kept as constant with a value of 0.40 m at the front
of the breakwater. The breakwater surface was covered by two layers of crushed stones having
a mean height, D, of 5.3 cm and a standard deviation of 0.85 cm; an impermeable layer was
underlying these crushed stones placed with a slope of 1/2.5. The crest of the breakwater
(crown wall’s top level) was 25 cm higher than the water level. Consequently, the waves were
not able to pass over the breakwater except some splashes.

Two kinds of measurements were undertaken during the experiments: wave measurements by
using a resistant type wave probe and velocity measurements by using a 16 MHz NORTEK
Acoustic Doppler anemometer (ADV-VECTRINO). Measurements focused on the determination
of wave characteristics (e.g., wave height, period) were conducted at three different points in
front of the breakwater. These latter points were at a distance of 1 m, 2 m, and 5 m,
respectively, to the breakwater. On the other hand, velocity measurements were made at points
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which are shown in Figure 1. Turbulence characteristics were determined by using the data
collected over periods of two minutes.

3 Results and Discussions

The time averaged values of variables play an important role in engineering designs. The
turbulence intensity of a variable represents the turbulence level deviating from the mean value.
With respect to incipient motion of the bed elements, the fluctuating forces superimposed on
their averaged values make the bed elements to start moving. For the same time-averaged
forces, it holds that the stronger turbulence intensities of the motions, the more easily the bed
elements start moving (Xingkui, 1988). The time varying velocity data obtained during the above
mentioned experiments were analyzed by decomposing the
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Figure 2: Time series of the velocity components, u and w, z=-0.08 m, x=-0.55 m

instantaneous velocity values into time-averaged mean values and fluctuation components. In
the case of velocity measurements in steady flows, the time averaged mean velocity, u, can be
obtained easily by taking the average of the instantaneous velocity, because u is not a function
of time. On the other hand, accurate definitions of both the mean value and the fluctuating
component of the signal of measured quantities is one of the most challenging aspects of
unsteady flows (Ting, 2001). In this case, there are several methods to be used in order to
analyze the time-averaged mean velocity from the velocity records, including the moving
average, ensemble averaging, phase averaging, Fast Fourier Transform, and digital filtering.
Each signal analysis technique has its own advantages and disadvantages. The phase-
averaging method is frequently applied in the previous studies on breaking waves over a
uniform slope beach (Sakakiyama and Liu, 2001). However, in this paper, the smoothing
algorithm is used to separate the mean velocity and the turbulence due to its simplicity.
Smoothing algorithm takes the mean value of the n previous data to obtain the value of (n+1)th
value.

Velocity fluctuations were evaluated for both horizontal and vertical velocity components. The
fluctuation components of the velocity data were derived by using the equations (1) and (2).
u=1a +u' (m/s) (1)
w=w+w' (m/s) (2)
where is u the instantaneous velocity, T is the time averaged mean velocity and u’ is
the fluctuating component. As it is inappropriate to present the measurements here, only raw

velocity data and filtered velocity data components are shown in Figure 2 for the same
measurement points.

In order to investigate the characteristics of the turbulence, power spectra of the velocity
components u and w were calculated. The power spectra of the horizontal velocity component
measured at two different locations, but at a same elevation (z=-0.23 m) are shown in Figure 3.

It is clear from Figure 3 that the turbulence is stronger at x=-0.85 m.
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Figure 3: Power spectrum of the horizontal velocity component u at two different locations having
the same elevation: x=-0.75 m (black line) and x=-0.85 m (red dotted line); z: -0.23 m.
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Once the fluctuating components were determined, in order to investigate the turbulence flow
distribution in front of the breakwater, we plotted the turbulence intensity maps. Figure 4 and 5
show the distribution of the horizontal and vertical components of the time-averaged turbulence
intensity respectively. The turbulence intensities were calculated by root mean square (RMS)
parameter. This parameter is defined as

Wi = VU (M/s) (3)

Figure 4a) shows that between z/D=0.6 and z/D=0.8 levels and x=[-0.6;-0.45] and x=[-0.4;-0.2]
the horizontal component of the turbulence intensity was stronger than that for the offshore.
This can mainly be due to the wave breaking near the surface. In this region, one must draw
attention to the fluctuation component of the velocity. Away from the offshore side and near to
the breakwater surface and up to the crest the horizontal component of turbulence velocity was
observe to have has its largest value in two adjacent zones for 1.9 s period wave. Approaching
to the offshore zone and also to the toe of the breakwater, the horizontal component of 1.9 s
period wave first decreases and then again increases. Figure 4b also shows that 1.5 s period
wave also has its large values near the breakwater surface. By a comparative analysis of the
two waves it can be observed that the long period wave has a wider amplitude motion than the
shorter one.
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Figure 4.b): u’ rms (Horizontal component of turbulence intensity T=1.5 s wave period)
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wrms (T=1.9)
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Figure 5.a): w’ rms (vertical component of turbulence intensity T=1.9 s wave period)
wrms (T=1.5)
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Figure 5.b): w’ rms (vertical component of turbulence intensity T=1.5 s wave period)

The turbulence effects on the breakwater surface is obviously seen in the vertical component
graphics. Figure 5a indicates that along the surface but particularly below the z/D=0.5 level the

turbulence intensity is stronger. It is also observed in Figure 5b.

The knowledge of the shear stress and the kinetic energy distribution is an important factor for
the stability of the structure. Figure 6 shows the turbulence shear stress map, which was

obtained by using the following relation for the turbulence shear stress.

Tyz = —pu'w’

(4)
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Turbulence shear stress values were divided by the bottom shear stress which was defined by
Fredsge and Deigaard(1992) to make the values dimensionless.

Such maps provide the necessary information on the potential vulnerability of different zones
around the structure.

As can be seen in Figure 6, for both of the waves the turbulence shear stresses have their
largest values near the breakwater surface as expected. Particularly below z/D=0.5 level
towards the toe a converging between the two stress values can be observed. On the contrary
above the z/D=0.5 level the two waves stress values tend to differ from each other.This
difference caused by the difference between the higher value locations of the two waves.
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Figure 6.a): Turbulence shear stres map around the structure (T=1.9 s wave period)
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Figure 6.b): Turbulence shear stres map around the structure (T=1.5 s wave period)
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The turbulence kinetic energy (TKE) is an estimation of the velocity increase due to the
turbulence fluctuations. In order to investigate the horizontal structure of the turbulence flow, the

depth averaged TKE values were determined by using Equation 5.

TKE = = (U 1ys + Wims) (M2/s2)

Figure 7 shows the TKE map which suggests that the TKE was produced by the shear flow and
the friction at the structure. The TKE presents larger values above z/d=0.40, and, as expected,
it is easily identified at the crest of the structure. Fifure 7a shows that for T=1.9 s period wave
the highest kinetic energy values can be seen between z/D=0.55 and z/D=0.85 and x=[-0.5;-0.2]
locations. In Figure 7b apart from the offshore and along the surface of the breakwater towards

the crest kinetic energy values are relatively higher.
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Figure 7.a): Turbulence kinetic energy (TKE) distribution around the structure. (T=1.9 s

wave period)
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The experiments which were undertaken within the context of the present study allowed the
velocity field near the rubble-mound breakwaters to be investigated; the results obtained may
be summarized as follows:

4 Conclusions

The experiments which were undertaken within the context of the present study allowed the
velocity field near the rubble-mound breakwaters to be investigated; the results obtained may
be summarized as follows:

1. Due to the contraction of waves over the breakwater, turbulence intensities (u’,w’) are
observed to take larger values in a region ranging from 0.60 d to still water level (see
Figures 4 and 5).

2. Reynolds shear stress is observed to take larger values over the surface of the rubble-
mound breakwater. However, the maxima of this latter are observed in a zone ranging
from 0.75d to 0.375d (see Figure 6).

3. The distribution of TKE is observed to be similar to the one observed for the horizontal
component of the turbulent intensity (see Figure 7).

4. The Reynolds shear stress observed at toe of the breakwater is relatively significant;
this is thought to be a consequence of the local scouring at this lower zone.

5. The results also indicated that the long period wave has higher motional values
particularly on the horizontal plane than the short period wave.

The paper is presenting the results of the experiments in order to spread the knowledge
regarding the turbulence generation and transport through the armor layer near the rubble-
mound breakwater.
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Effect of berm width on reshaped profile of berm breakwaters

Peyman Aghtouman1, Fatemeh AIiyariz, Zeinab Aghtouman3

Abstract

Berm breakwater is a rubble mound structure and contains a wide range of armour stones. This
kind of structures will reshape under wave attack and final stable profile is main design criterion.
Apart from determining weight and grading of armour stones, a designer shall design the
geometry of the structure including berm width. This research is an experimental study on the
effect of berm width on reshaped profile of a berm breakwater. This enables us to find out an
optimum width to obtain better performance.

Keywords: berm breakwater, berm width, reshaped profile, recession, physical modeling

1 Introduction

The berm breakwater reshapes under wave attacks and the final S-shaped profile is more
stable after reshaping (Van der Meer, 1991). This is considered as an advantage to berm
breakwaters in comparison with conventional ones.

Berm breakwaters are classified based on the non-dimensional parameter, Hy:

H, = _Hm° (1)
AD,,,

With Hmo Significant wave height
D Nominal diameter

A Is defined as: A =21
P

p & pa Density of water and armour stone, respectively

But due to the importance of wave period which is missed in this parameter, Van der Meer
(1988) recommended a non-dimensional parameter, HqyT,, as below equation, he then
presented his research results as a software called BREAKWAT:

H 1
HT, =———xT_x y 2 2
°° AD,,, " ( Dn50) (2)
Where Tp Wave period non-dimensional parameter and is defined as:
1
T, =T, x(% f @)
n50
With Tm Mean wave period
g Gravitational acceleration

According to this equation PIANC (2003) classified the berm breakwaters as follows:
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Table 1: Types of berm breakwaters

Type of Breakwater Ho HoTo
Statically stable non-reshaped berm breakwater <1.5-2 <20-40
Statically stable reshaped berm breakwater 1.5-2.7 40-70
Dynamically stable reshaped berm breakwater >2.7 >70

For the first two types, the profile reshaping is limited and the erosion area of the berm, or the
so-called recession width (Rec) is a significant parameter in designing a berm breakwater, so
that, the structure would fail as soon as Rec exceeded the berm width, thus, employing a proper
method in calculating berm width after erosion is essential. This area is investigated by several
researchers.

Hall and Kao (1991) assessed the effect of gradation of armour stones and the amount of
rounded stones in the armour on dynamically stable breakwaters. They measured the profiles of
the structure during the various stages of reshaping. The results indicated that the toe width
formed as a result of reshaping and the area of stones required for reshaping were dependent
on the gradation of the armour stones and they presented following formula:
D D
ReC _( 104+051H 25),752-85)_107(_85)2 46.12p (4)
0 D R

50 15 15

With D15 &Dgs Sieve diameter exceeded by 85% & 15% of a sample respectively.

Pr Fraction of rounded stones in a sample

Torum (1998& 1999) presented a polynomial formula to calculate the berm recession as a
function of HyTy. Later in 2003, he modified the formula as follows:

Rec

= 0.0000027(H,T, )* +0.000009(H.T,)> +0.11(H.T,) - 0.8 (5)

50

Where f (Gradation Factor)=D,,, /D,

For all the experiments the parameter fg has been considered about 1.7 and the formula is valid
in range of HyTx>20-30.

To include stone gradation and water depth, Menze and others (2000) advanced the formula to
the equation (6):

Rec

—0.0000027(H,T, )* +0.000009(H,T, )? +0.11(H_T,) — (9.9f,* + 23.9f —10.5)—f, (6)

50

With fq Factor accounting for the influence of depth

Depth factor is analysised for two different non-dimensional depth as d/Dn50=12.5 & 25 and
could be estimated from following equation:

d
f,=-0.16(-

)+4.0 (7)

n50
This equation is valid in range of 1.3<Dn85/Dn15<1.8

Andersen (2006) did several investigation on front side stability of berm breakwaters. his
suggested recession formula is based on some theoretical considerations on the influence of
front slope, water depth and berm elevation.

Rec (1+c,).h—-c.h cot(e,)—1.05

e e T
D h_hB N """ Ho " grading 2-Dn150

(h; —h) (8)

n,50
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With Cq Constant equal to approximately 1.2
h Water depth
hs Water depth above berm (negative if berm is elevated above SWL)
hs Water depth above step
O Lower front slope (below berm)

To include wave direction, number of waves, armour gradation and satbility number, Anderson
used following equations:

f, =(N/3000)°%"  for H, <5

(9)
f,=(N/3000)"  for H, >5
f, =cos(B) (10)
foading =1 for f <15
famg =0.43f +0.355  for 1.5<f <25 (11)
fum =143  for f >25
p
f,= 19.8.exp(—7|'_|ﬂ).som’°'5 for T, >T,
{ f,=0.05HT, +10.5 for T, <T.
(12)
19.8.exp(- 7H08)-Som’°'5 -10.5
L To = :
0.05H,

Several other researches are done by other researchers in this area such as VanGent (1995),
Sayo (2000), Aghtouman (2005), Rao (2004) Lissev& Daskalov (2007) & Moghim(2009).

Previous researches performed by Aghtouman (2005) on armour layer thickness of simple
slope (mass armoured) reshaping breakwaters was the main Idea for finding out the berm width
effect on reshaped profiles. In this research, effect of berm width on reshaped profile of a berm
breakwater to obtain optimum width for better performance is investigated.

2 Test set up

The physical modelling tests have been carried out in the wave flume of SCWMRI (Soil
Conservation and Watershed Management Research Institute). It's equipped with a vertical
piston-type paddle and related irregular wave generation system, made by DHI. In this study
irregular waves with JONSWAP spectrum were generated. Plan view of the wave flume, model
and wave gage locations are presented in Figure 1.

Using Mansard(1980) method, three wave guages were located between the structure and the
paddle to record the reflected waves. Another wave guage was installed at seaward side of the
model to measure the incident wave height.
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Figure 1: Wave flume plan and setup of wave height meters

Based on mass conservation law as a main assumption, traditional simple slope reshaping
breakwater section has been chanded to a berm breakwater. An upper part (U) of the armour
layer has been cut out and added to the lower part (D). Therefore a berm breakwater section is
formed by a geometric change of the traditional simple slope reshaping breakwater. Figure 2,
illustrates the berm breakwater model and the design assumptions.
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DIMENSIONS ~ ARE IN  Cm

Figure 2: Section of Berm breakwater model in comparison with previous simple slope section

To investigate the effect of berm width on reshaped profile, four different relative berm widths,
B/Dnso = 17.6, 20.6, 23.6 and 26.6 and four relative wave heights, H/D,=4.0, 5.1, 6.2 and 6.3 for
each width were employed. For wave parameters effect on reshaping profile consideration,
three different wave lengths, d/Lop=0.095, 0.051 and 0.039 and constant water depth of
d/Dn=14.1 were used. Applied stone characteristics are tabulated in table 2:

Table 2: Stone characteristic

Armour layer Filter layer Core
Nominal diameter (m) 0.017 0.008 0.003
Weight (kg) 0.013 0.0013 -
Density (kg/m°®) 2600 2600 1700
3 Data analysis and conclusion

Comparison between reshaped profiles of the four berm width of B/D,so = 17.6, 20.6, 23.6 and
26.6 under the same wave condition are illustrated in Figures 3 to 7.
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Figure 3: Comparison between reshaped profiles under the same wave condition of H/Dn=4.0
and d/Lop=0.039 for the different berm widths.
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Figure 4: Comparison between reshaped profiles under the same wave condition of H/Dn=5.1
and d/Lop=0.095 for the different berm widths.
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Figure 5: Comparison between reshaped profiles under the same wave condition of H/Dn=6.2
and d/Lop=0.095 for the different berm widths.
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Figure 6: Comparison between reshaped profiles under the same wave condition of H/Dn=6.3
and d/Lop=0.058 for the different berm widths.
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Tests results based on these comparisons show that the berm width has not significant effect
on final reshaped profiles of the reshaping berm breakwaters. Also, author presented similar
results for the different armour layer thickness of the mass armoured reshaping breakwaters on

2005 (Figure 7 and see the References).
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Figure 7: Comparison between reshaped profiles of the mass armoured reshaping breakwater
under the same wave condition for the different armour layer thicknesses.

For more detail, comparison between the experimental results of this research has been
performed with the BREAKWAT software outputs. These comparisons are presented in Figures
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Figure 8: Comparison between reshaped

(B/Dn=17.6).
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Figure 9: Comparison between reshaped profile of the present study with BREAKWAT output

(B/Dn=20.6).
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Figure 10: Comparison between reshaped profile of the present study with BREAKWAT output
(B/Dn=23.6).

Water Level ! ;lnm) Water Level !
¢on T Co I
stan “ a8
Co core Co core

Filte layer

] 55 75 % 115 135

X (cm)

115 135 155 175 195

Figure 11: Comparison between reshaped profile of the present study with BREAKWAT output

(B/Dn=26.6).

Similarly, four graphs have been plotted for the prediction of the BREAKWAT for the four
different berm widths that are experimented. The results are illustrated in Figure 12.
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Figure 12: Comparison between reshaped profiles under the same wave condition of H/Dn=6.3
and d/Lop=0.058 for the different berm widths.

These figures show the recorded reshaping profiles in this research have both similarities and
some differences with the BREAKWAT outputs. Final slope of the reshaped profiles are mostly
similar but BREAKWAT predicts a little steeper above water level. Most of reshaped profiles that
BREAKWAT predicts show less reshaping above the water level (at end of the berm) rather
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than the recorded profiles in this research. It means that the eroded area predicted by
BREAKWAT is less than that measured in this research. Moreover, accumulated materials at
the toe of the structure which are predicted by BREAKWAT are more than that measured in this
research most of the time. These differences increase when the wave conditions (wave height
and period) increase. Figure 12 is showing that BREAKWAT predicts a progress in profile at
accumulation zone but this research shows this part of profiles are approximately similar (see
Figures 3 to 6).
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A hybrid modelling approach for floating breakwater

dimensioning

Anja Brijning1, Hans Fabricius Hansen? Flemming Schliitter® and Ulrich Vierfu3*

Abstract

To fulfil the current requirements for a safe and unimpeded operation of the pilot ships at the
Elbe River near Brunsbittel, Germany, different alternatives were checked. One of the options
is a new pier for pilot ships at the northern bank of the Elbe River close to the Kiel-Canal (NOK).
Due to the large water depths and a desire to minimise influence on the sediment transport, a
floating breakwater was chosen as a possible wave protection system for the new pier.

BAW, who was commissioned by the local water- and shipping administry (WSA Hamburg) for
the conceptual planning, requested DHI to undertake numerical simulations and physical model
tests in order to estimate the required dimensions and associated wave attenuation of the
floating breakwater.

Design conditions at this particular location would result in significant wave heights up to 1.7 m
during storm events with winds from WSW and wind speeds of 25 m/s. Ship induced waves
were considered as well. Here only the secondary ship waves can be considered as primary
waves are too long to be absorbed by the breakwater. The maximum acceptable significant
wave height at the pier was Hmo max=0.95 m.

This required a protective structure that is able to reflect some of the incoming wave energy in
order to reduce the waves at the moored pilot ships to the acceptable level. Numerical models
were used to estimate wave reflection and transmission for different layouts and wave
conditions. Subsequently the most suitable dimensions of the floating breakwater were
determined.

Figure 1: First and final layout of floating breakwater and pier from the conceptual planning
(WSA Hamburg)

Keywords: floating breakwater, wave, current, numerical modelling, physical modelling

1 General Conditions, Challenges and Methods

As specific challenge, the initial conditions can be accentuated: The water depths are large and
wave periods are relatively long. Knowledge of the dimensioning and construction of floating
breakwaters is available (see PIANC 1994), but rarely for oblique wave attack and long wave
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periods. Furthermore the oblique wave attack counteracts the damping effect, because wave
energy partially reaches the berth from the side.

In cooperation with BAW, DHI chose a hybrid approach to determine a suitable solution by
undertaking the following tasks:

1. First, the predefined design conditions were modelled for the area of interest in
frequency domain using MIKE 21 SW wave modelling technology. From a study
performed by BAW a wind generated design wave of H; = 1.8 m, To1 =4.0 s (T, =5.3
s) was defined as boundary condition, coming from 250° (WSW). The applied water
level is MSL+6.1 m.

2. From a starting layout a suitable floating structure was found by using the
diffraction/radiation code WAMIT® to analyse the response in waves of the floating
structures in order to obtain its ability to reduce wave heights for sheltered conditions.

3. Atfter identifying the layout and dimensions of the floating breakwater physical model
tests in DHI laboratories were used to verify the effectiveness of the floating breakwater.
Additionally movements of the pontoons and forces on the structure were determined.

4. With the help of reflection and transmission properties and the forces found using the
physical model tests, the WAMIT®-model was calibrated.

As the wind waves were the predominant influencing factor the paper will focus on this design
parameter and the wave attenuation of the breakwater for numerical and physical modelling.

The schemes in Figure 2 indicate the above mentioned tasks. As first step the optimization of
the breakwater layout is shown (left side). Afterwards the validation of the numerical Model
against physical model tests is visualised (right).

Physical model tests
Construction of the final layout and
_ Layout definition determination of the wave heighls,
(initial idea to final design) movements and forces.
Mike 21 W
imulati
Evaluation of results/ REE S
layout optimization Validation of the numerical model

Is there enough reduction Simulation of wave conditions from the

of wave heights? WAMIT laboratory in the numerical model

determination of
wave transmission

Overlay WAMIT / WAMSIM

of simulation results on Verification of movements, forces and
common 5x6 m grid reduction of the wave heights

Figure 2: Scheme of Layout optimization (left) and validation of numerical model against physical
model test (right)

11 Applied Software Products

MIKE 21 SW, a modern spectral wave model was used to determine the in situ wave field. The
model simulates the growth, decay and transformation of wind-generated waves and swells in
offshore and coastal areas. Model set up included a fully spectral formulation in quasi-stationary
mode as the predefined conditions are a time independent design case.

Spectral discretization is of high importance due to the resolution of the wave input parameters
and the coupling with WAMIT.
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WAMIT, a linear radiation/diffraction panel method code, was used for the numerical model. It
solves the interaction of surface waves and offshore structures using the panel method. The
part of the structure below mean water level is discretised by quadrilateral panels. Please refer
to MIT (2006) for a general description of WAMIT.

The multi-body option in WAMIT was used to evaluate the response of the breakwater, made up
of a number of separate pontoons. The possibility to calculate the surface elevation resulting
from the combination of incident, scattered and radiated waves was applied to evaluate the
ability of the floating breakwater to reflect waves and thereby reduce wave heights behind the
breakwater.

2 Optimization of breakwater layout

The floating breakwater was made up of a number of box-shaped pontoons each with a length
of 25 m. All single pontoons were held in place by vertical piles (see e.g. Figure 3) and a
mooring arrangement that allowed the pontoons to slide up and down the piles. The mooring
arrangement was assumed to reduce the horizontal motions (surge, sway and yaw) of the
pontoons to almost zero, while it posed no restrictions to the vertical motions (heave, roll and
pitch). Resulting from this setup parameters such as width and draft were varied to optimize the
layout.

%

Figure 3: Layout of the final breakwater design: Movement in horizontal direction is fixed.

For the optimization of the breakwater layout a hybrid model was set up.
WAMIT was combined with the MIKE 21 Spectral Wave (SW) model to estimate the resulting
wave heights for different layouts of the breakwater. Both models work in the frequency domain
and the combination was therefore straightforward. The following steps were involved in
calculating the wave field around the breakwater:

1. The incident wave field was calculated using MIKE 21 SW in fully spectral, stationary
mode. In this mode the incident wave energy was resolved in a number of discrete
directions and frequencies. A directional discretization of 10°, resulting in 36 discrete
directions, was considered adequate. The relevant wave frequency range was resolved
by 22 discrete frequencies. The wave model includes relevant reflection from shore and
all fixed structures but not the floating breakwater. The wave model results were stored
as 36x22 matrices of wave energy on a 5x5 m grid around the position of the floating
breakwater.

2. A multi-body WAMIT model with a given pontoon size and number was set up. The
WAMIT model was executed for exactly the same number of discrete directions and
frequencies as the wave model described above, i.e. a total of 36x22 = 792 solutions to
the radiation/diffraction problem was obtained. The surface elevation was evaluated for
each solution on the same 5x5 m grid for which wave model results were extracted.

3. The resulting energy density S in a given grid point at the discrete frequency, f, was
then obtained by:

36 ,

Sres(fj):Zsinc(fj’ei)'ni,j (1)
i=1

with Sinc(f;,6i) incident wave energy density calculated at discrete frequency, fj, and direction,

i, using MIKE 21 SW
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Nij surface elevation evaluated by WAMIT for the discrete frequency, f;, and
direction, 6

Integral spectral parameters such as the zero’th order moment wave height, H.,o (often
referred to as the significant wave height) were obtained by proper integration over the
discrete frequencies, i.e.:

Hoo = 4\/I:Sres(f)f °df 2)

Significant wave height plots of both incident and resulting waves were produced by
solving eq. (2) in all grid points.

Evaluating a different breakwater layout involves repeating steps 2 and 3.

Five runs with different sizes and number of pontoons were simulated to optimize the
effectiveness of the floating breakwater. Initially, the breakwater was planned to protect a boat
landing located some distance behind the breakwater, as shown in Figure 1. However, during
the project execution, it was decided to use the breakwater itself for mooring the pilot boats. At
the same time the breakwater was moved closer to the river embankments. The final position
can be seen in Figure 4.

Table 1: Results of breakwater layout optimization

Layout Dimensions Number of \Water depth| Sign. Wave height at the
[-] [mxmxm] pontoons [m] pier HmO [m]
#1 25%10%2,0 11 16.0 1.6
#2 25%10%4,0 11 16.0 1.4
#3 25x25x2,5 13 16.0 1.3
#4 25x25x5,0 13 221 1.0
#5 25%25x%5,0 8 18.6 1.0

The starting layout (#1) was a simply sheltering structure consisting of 11 pontoons (25 m x 10
m x 2.0 m) that was finally replaced by a structure of 8 pontoons combining the breakwater and
pier (#5).

Figure 4 shows the incident and resultant significant wave heights, Hn,o, around the location of
the floating breakwater for layout # 5 exposed to wind waves. The incident waves were
directionally spread. The resulting wave heights in front of the breakwater increased relative to
the incident wave heights due to wave reflection at the breakwater.

The coordinates in all wave height plots refer to a local coordinate system with x-axis parallel to
the breakwater orientation and origin in the centre of the boat landing pier shown in Figure 1.
The same origin is maintained also for the revised layout #5.
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Figure 4: Incident wave field (left, HmO = 1.8 m, Tp = 5.3s, MWD = 250°N) and resulting wave
field (right) — 8 pontoons of 25x25x5 m. Simulation # 5.
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3 Physical Model tests

After definition of the final layout of the floating Breakwater (see chapter 2) this arrangement
was tested within DHI laboratory in Hgrsholm, Denmark.

The important physical properties related to the present model study are inertia and
gravitational forces. Therefore, Froude’s model law was applied to convert between model
measures and prototype measures. The length scale (horizontally and vertically) of the model
was selected at 1:35. The choice of scale was made based on the requirements for the tests in
question: water depth, wave height, pontoon sizes, etc.

The model consisted of eight pontoons and nine piles as seen in Figure 3. The 3D seabed
bathymetry of the river in the model location was not reproduced. This was considered
acceptable as the short wind-waves were only influenced slightly by the seabed due to the
relative large water depths. Along the edges of the model, a spending beach was established in
order to minimise wave reflection from the boundaries of the model (see Figure 5). The
spending beach in the laboratory was reflecting about 5-20% of the incident wave energy.

The pontoons had the following dimensions: Width: 25m, length: 25m, height: 7.4m (2.4m
freeboard). All pontoons were ballasted to a draft of 5m and 2.5m respectively during the
testing. The ballast was placed evenly in the bottom part of the pontoons and consisted of
concrete slabs and small lead weights to ensure that each pontoon rested horizontally in the
water with the correct draft.

Figure 5: Layout of floating breakwater model in the model basin (plan view, close up and photo)

In order to develop a good test matrix for this study further parameters were varied in this model
test:

e WaterLevel: 11.5m;15.75m
e Pile Stiffness: soft; stiff
e Pontoon Draft: 2.5m;5m
e MWD: WSW 250°; ESE 125°
o JONSWAP spectra; regular waves
A total number of 19 tests were carried out, including one test without breakwater.

Wave heights were measured at a number of locations such that the attenuation effect of the
breakwater could be assessed. For the Initial Case with incident waves of Hg = 1.8 m, the waves
were approximately dampened by the breakwater to 1.3 m at the sheltered locations of WG6 to
10 on the lee side of the breakwater, i.e. a reduction of the incident wave height by
approximately 25%.
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Tests with a reduced draft (2.5m) resulted generally in larger movements of the pontoons and
less attenuation of the waves.

4 Results and Comparison

Comparing the wave heights of the initial numerical approach with the results from the physical
tests, wave attenuation from the physical model was smaller. During the test, in which the
floating breakwater was removed, it was observed that - in spite of an absorbing surface of the
surrounding rubble berms - wave reflection off the basin’s fringes was not negligible. Whereas
in the original numerical simulation no reflection occurred due to the more slightly decreasing
water depths. For more exact comparison of both models an updated spectral wave model was
set up in which the reflection coefficient of the berm boundary was increased until similar wave
heights where obtained in the numerical model as observed in the physical model. The resulting
wave field and a comparison with measured wave heights in the physical model are shown in
Figure 6. The variation between simulated and measured wave heights as initial Wave field was
in the order of £ 5 % except for WG 13 where the difference yielded at 10%.
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Figure 6: Wave heights from physical model tests for wind waves with reflecting north and east
boundaries. Reflection coefficient = 0.4 (top); comparison of wave heights for
numerical/ physical model (bottom)
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Seven additional runs with different conditions (Table 2) were tested in the numerical model
applying the incident wave field shown in Figure 6.

Table 2:  Test runs of breakwater layout optimization

Run (Layout 5) [-] | Draft [m] | Water Depth [m] | Free horiz.Motion [-]
6 5.0 18.6 no
7 5.0 18.6 yes
8 2.5 18.6 no
9 2.5 18.6 yes
10 5.0 11.5 no
11 5.0 15.75 yes
12 25 15.75 yes

The physical model allowed for small horizontal motions of the pontoons, mainly because the
lines connecting the mooring ring and pontoon had a little slack, but also, especially in the case
of soft piles, due to pile deflection. In order to investigate the importance of the horizontal
motions, some of the numerical simulations were carried out allowing no horizontal motions
(surge, sway and yaw), while others were carried out without restrictions on the horizontal
motions.

The calculated wave heights with the adjusted wave field are compared to the wave heights
measured in the laboratory (see Figure 7).
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Figure 7: Resulting wave heights for comparable output points

It was difficult to verify the results of numerical and physical models in a quantitative way. The
quality of test results was significantly influenced, i.e. wave reflections within the basin
(formation of nodes and antinodes), reflections from the floating wave breaker itself (increasing
with draft) and difficulties to model the correct pile stiffness.

The feasibility of exact the same conditions and mooring connection in numerical and physical
models was limited, therefore significant differences between simulated and measured wave
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heights could be found. Nevertheless the ratio between Hg nym/Hs pnys Showed, that the numerical
results slightly overestimate the measured wave heights (less than 20%) and therefore provides
a rather conservative “image”.

Within the given scope the following tendencies can be drawn as they reflect in the results of
numerical and physical model tests:

e small or no dependence on different water depths (deep water conditions)

o reflection from the floating wave breaker caused a standing wave in front of it and
therefore higher wave heights at locations of WG 11, 12, 13, 15

e the overall wave attenuation was in the order of 15 - 40%

e wave attenuation depends significantly on the pontoon draft

5 Summary and Conclusion

Originally, benchmarking the numerical model against physical model tests showed that in
general the wave attenuation was smaller in the physical model compared to the numerical
model. It was found that some of the wave energy behind the breakwater in the physical model
resulted from wave reflections from the physical model boundary, and not necessarily wave
energy transmitted directly through the breakwater. An attempt was made to compensate for
this wave reflection in the numerical model by calibrating the wave reflection in the numerical
model with laboratory measurements from a wave run without floating breakwater. The wave
heights from numerical simulations with this calibrated wave field agreed well with the physical
model test results (see Figure 6).

The fact that the waves were unidirectional led to large local differences in the resultant wave
field as the diffracted and reflected waves mixed with the incident waves and created standing
waves. The large local differences also added to the uncertainty, as a small offset in the
positioning of wave gauges or small differences between targeted and achieved wave periods
might have affected the results significantly.

The required wave conditions behind the breakwater could be reached, but only barely. A
reduction of wave heights of about 40% was possible. In spite of all optimizations the
dimensions of the floating breakwater would result in a large and uneconomic structure for the
given initial conditions and requirements. So as a consequence the exposed position of the
harbour was discarded.

Additional work that was not reported in this paper was carried out on wave induced movements
and forces (using the “moored ship” simulation package WAMSIM), as well as on ship wake
influencing the design case.

It is concluded that the calibrated numerical models were capable of providing good estimates
of the wave transmission properties of the floating breakwater. Detailed modelling of an actual
design using time domain simulations is likely to support the structural design of the device and
its mooring piles.
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Run-up over variable slope bottom. Validation for a fully

nonlinear Boussinesqg-type of model.

Antonino Viviano', Carlo Lo Re?, Luca Cavallaro® and Enrico Foti*

Abstract

The cross-shore profile usually presents different slopes also because of infrastructures and
coastal protection works. Such kind of a bottom profile has been first studied by means of a
physical model considering monochromatic incident waves and two consecutive slopes of 10
and 30 degrees with respect to the horizontal plane. The main outcomes of such a model are
the wave heights at the toe of the beach and the corresponding maximum run-up. The same
wave conditions have been then studied numerically in order to validate the code in presence of
both variable and high slope bottom case. In particular, the adopted Boussinesq-type of model
manages the breaking by the roller concept and the shoreline motion is estimated by the
solution of the Lagrangian shoreline equations together with a linear extrapolation of variables in
the dry region. The comparison of the experimental and numerical maximum run-up shows a
fairly good agreement, except for the case corresponding to very steep wave conditions.

Keywords: wave, variable bottom, physical modelling, numerical modelling, run-up, shoreline motion

1 Introduction

The interaction of waves with the coast produces a great number of effects which influence at a
large extent the human activities near the sea. The main problems are caused by the erosion of
beaches and the inundation of the land behind the coastline. As a matter of fact, these two
effects are correlated; indeed the beach represents the first line of defence against extreme
waves, therefore the erosion enhances coastal flooding with more and more frequencies also
due to the climate changes. For such a reason, the eroded coasts are usually object of coastal
protection works, i.e. construction of structures, and/or of sand nourishment. In both cases the
cross-shore profile of the coast is strongly modified and typically presents several ranges with
variable slopes which make the studies of run-up and overtopping and, in turn, of the coastal
risk mapping difficult to be performed.

Several authors have studied the run-up and overtopping of coastal structures and beaches.
Pullen et al. (2007), for example, collected a wide series of experiments and provided several
formulae for the maximum run-up covering also the case of variable sloping bottom. The same
authors have also inserted all their experimental data in a neural network code which can be
used for the cases falling out the limit of applicability of the proposed formulae. However, the
use of such a formulation represents an empirical approach to the problem and it is not
correlated to the physical phenomenon of the wave approaching a slope.

In this framework, the present contribution aims at validating the physically based Boussinesqg-
type of model of Lo Re et al. (2011) for the variable slope bottom case. More in details, an
analysis of the mentioned code has been performed when complex bathymetries characterized
by high slopes are present. To this aim a comparison with the experimental results obtained by
Cavallaro et al. (2001) about wave run-up over variable bottom slopes has been carried out.

' Department of Civil and Environmental Engineering, University of Catania, Viale Doria 6, 95125 Catania, Italy,
nino.viviano@gmail.com

Department of Hydraulic Engineering and Environmental. Application, University of Palermo,Viale delle scienze ed.8,
90128 Palermo, ltaly, lore@idra.unipa.it

8 Department of Civil Engineering, University of Messina, Contrada di Dio, 98166 Messina, Italy,
Icavallaro@ingegneria.unime.it

* Department of Civil and Environmental Engineering, University of Catania, Viale Doria 6, 95125 Catania, Italy,
efoti@dica.unict.it

113



5th International Short Conference on Applied Coastal Research
6th-9th June, 2011 - RWTH Aachen University, Germany

2 Experimental set-up

The experiments have been carried out at the Hydraulics Laboratory of the Department of Civil
and Environmental Engineering of the University of Catania. The wave flume, shown in
Figure 1, is 18.0 m long, 3.6 m wide and 1.2 m high. It has lateral glass walls. Regular and
irregular waves are obtained by means of a flap-type wavemaker which is located to the end of
the wave flume and driven by a pneumatic system (electronically controlled).

On the opposite side of the flume an aluminium beach profile was build. The first stretch of the
beach profile was characterized by a slope 1:5.76 for the first 1.44 m, followed by a stretch with
a slope 1:1.7 and 0.17 m length, and then by a sub-horizontal stretch with a slope 1:32.

In order to detect the wave transformation along the beach profile, three resistive wave gauges
have been placed along the profile itself, respectively located at 8 cm, 40 cm and 80 cm from
the beginning of the beach profile. The wave run-up was detected with a measuring strip glued
at the bottom and a video camera.
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Figure 1: Experimental set-up: plane view (a), section (b).

3 The numerical model
3.1 Main characteristics

The governing equations of the proposed Boussinesg-type of model are solved in the ¢ —U

form, where ¢ is the free surface elevation and U is the depth-averaged horizontal velocity.
The values of the variables £ and U are determined within the entire wet domain, while at the
shoreline the Lagrangian horizontal velocity of the shoreline itself us and the horizontal
coordinate of the shoreline position § are evaluated by solving the equations which describe the
shoreline motion, as will be discussed below. The flow within the surf zone is faced by means of
the roller concept; in particular by adopting the hydraulic similarity of breaking waves and low
Froude number hydraulic jumps. The continuity and the momentum equations are not reported,
the reader is referred to the work of Musumeci et al. (2005) for the analytical details of the
derivation.

It is worth pointing out that the momentum equation contains the so called ‘breaking terms’,
since they make it possible to account for the excess of momentum flux induced by the
presence of the breaking waves. In particular, such terms are functions of the breaking
generated vorticity, which is assumed to be injected within the domain by the presence of the
surface roller.
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Finally, the fully nonlinearity of the equations makes it possible to obtain better shoaling
properties. This characteristic is crucial for a proper prediction of the breaking point and an
accurate modelling of both the transition and the inner surf zones, as it has been better
specified by Musumeci et al. (2005).

The governing equations do not take into account the energy and the momentum dissipation
due to the turbulence generated at the seabed. Indeed the model was derived specifically to
solve wave propagation within the surf zone, where, in energetic terms, this dissipation is
smaller than that generated by the breaking process. However, bottom friction is expected to
have a major influence into the swash zone, and its influence should increase near the
shoreline. Therefore the classical quadratic turbulent definition of bottom friction was
implemented (Lo Re et al., 2011).

3.2 The shoreline model

The treatment of the shoreline motion is a critical issue in Boussinesq models since the
numerical algorithm has to discriminate between the wet part of the computational domain,
where calculations of the governing equations are required, and dry points more onshore,
where no wave motion is defined. Although widely used, porous beach approaches are very far
from simulating the interesting physics of the swash zone hydrodynamics, since the governing
continuity and momentum equations cannot be rigorously satisfied.

In the present paper the approach by Lo Re et al. (2011), which tries to describe the physics of
the swash zone hydrodynamics by solving the Lagrangian equations of the shoreline motion, is
used. More in details, at the shoreline, where the water depth goes to zero, the volume fluxes
also become zero, but the velocity of the fluid particles, which can be calculated by dividing the
fluxes by the total water depth, are in general different from zero. However, such a velocity
cannot be calculated by using the depth-integrated Eulerian equations of motion as the water
depth is zero at the shoreline.

Therefore Lo Re et al. (2011) used specific physically based equations to calculate the velocity
of the shoreline and the shoreline position, which can be solved once the velocities in the
remaining (wet) domain are known. In particular, the kinematic condition at the shoreline states
that the fluid particles at the shoreline remains at the shoreline. For the one-dimensional case,
by following a Lagrangian approach, the x-coordinate of the shoreline is only function of time,
i.e. &= &t). This implies that the material derivative of & must be equal to the shoreline velocity.
In formulas:

o,
dt

In order to close the problem, the momentum equation at the shoreline must be also
considered. Such an equation can be derived by assuming a ballistic approach, i.e. the
acceleration of the shoreline is forced by the effect of gravity on the wave moving on the beach
slope and is dumped by the friction forces F frie. particularly at the bottom. In dimensional form
the shoreline equation reads

du o ri
s s +E ric 2
at 98)( (2)

(1)

S

where 5g/6X|s is the derivative of the surface elevation evaluated at the shoreline. It must be

specified that the eqgs. (1)-(2) are solved in such a way that the moving shoreline is not bounded
to the numerical grid and it can continuously change its position on the beach. In this way, the
position of the onshore boundary of the wet domain, where the continuity and the momentum
equations of the Boussinesq model are solved, is determined based on the new position of the
shoreline. Moreover, the numerical integration scheme used for the solution of both Boussinesq
governing equations and eqgs. (1)-(2) requires the knowledge of the values of the surface
elevation { and of the depth-averaged horizontal velocity u not only within the wet domain but
also in the dry domain, onshore of the shoreline itself. Such a value cannot be physically
defined. In particular, in the model here used, the extrapolation is performed by considering the
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velocity us and the surface elevation (s calculated at the shoreline along with the last two wet
points on the numerical grid. The approach is similar to the one used also by Lynett et al.
(2002), although in the present case the variables at the shoreline are determined by means of
the shore line equations (1)-(2), whereas in Lynett et al.’s work, the shoreline is bounded on the
uniform fixed numerical grid and its position is determined simply through a minimum water
depth criterion. It is worth mentioning that a special attention has been devoted in the used
model to the treatment of the friction term within the swash zone, close to the shoreline, the
friction term at the wet points of the domain is schematized at both stages of swash motion.
However, when the value of F ™ becomes too large, due to the small value of the total water
depth, a threshold is used.

3.3 Simulated conditions

The above Boussinesg-type of model has been applied for the estimation of shoreline position
and velocity in a case in which the bottom is constituted by two flat parts with different slopes.
The geometry follows the experimental setup described before in which the highest slope part is
placed in the emerged beach and the slope change is located near the mean water level
position.

The incident waves are monochromatic, as they are in the corresponding experimental model.
In particular, in order to avoid the overtopping of the high slope part (see Figure 2), only a
portion of the available experimental cases have been considered, as it is summarized in
Table 1. The reason of such a choice is related to the will of analyze the effect of one slope
change rather than more contemporaneous effects.

maximum run-up

: ,Lc——‘_
SWI X7 ‘.rE. JQT
10° ;___.‘--'""H 25¢cm
T

Figure 2: Sketch of the bottom profile with indication of the slope angles and of the maximum
run-up position for all the numerical cases.

Table 1: Selected experimental cases adopted for the validation of the numerical code: ho is the
still water depth, T and H are the wave period and height respectively.

Exp # ho [cm] T [s] H [cm]
3 25 0.91 2.57
4 25 0.77 3.88
5 25 0.67 5.52
14 22 0.67 7.70
15 22 0.71 7.06
16 22 1.00 8.60

The experimental cases chosen for the numerical simulations have the maximum still water
depth equal to 22 cm or 25 cm, the wave period of the monochromatic waves are in the range
0.67-1.00 s and the wave eight are between 2.57 cm and 8.60 cm.
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It is worth pointing out that for each numerical simulation the wave height has been extracted in
the point at which the probe was located in the corresponding experiment. Therefore a
comparison between physical and numerical modeling is available in such point and the input
wave for the numerical code can be obtained after some iterations.

4 Results
4.1 Maximum run-up comparison

The applied numerical code represents a combination of a Boussinesg-type of model with a
shoreline model. In particular, the first model gives the input condition for the solution of the
shoreline equations. In the present application the results of the Boussinesq model along the
domain have been used for ensuring the same wave conditions of the experimental data, since
the high slope of the bottom causes the presence of reflection effects. On the other hand,
indication about maximum run-up can be extracted from the obtained shoreline motion, in such
a way this numerical result can be compared with the corresponding experimental data.

The validation of the applied model, by the comparison with the measured maximum run-up,
has been carried out for the six experiments selected before having variable still water depth at
the toe of the beach and variable wave characteristics, in terms of height and period. In order to
match together such geometrical and wave characteristics, the wave slope H/L has been
calculated for each experiment, where H id the previous analyzed wave height and L is the
wave length at the water depth ho, estimated by the linear dispersion relation.

The results of the validation for the numerical model are summarized in Table 2 and Figure 3 in
which the relative error is also present. Such error has been estimated by considering the
difference between measured and estimated maximum run-up, called respectively R, and
Rexp, @nd then by dividing such a value by the measured run-up.

The presented results show a great variability in the error of the estimated maximum run-up,
ranging between 0 to 21.8 %. In particular, it has been obtained that the error increases with the
wave slope. Indeed such error is almost zero for wave slope equals to 0.02 while it increases
dramatically for H/L greater than 0.1, i.e. for very steep waves. In the analyzed cases only one
time the error is greater than 10 % (Experiment number 14), for all the other cases there is a
fairly good match between numerical and experimental data. In particular, half of the analyzed
cases have wave slope less or equal to 0.07 and relative error less that 2.2 %.

Table 2: Comparison of the maximum run-up between experimental data, Reyxp, and numerical
model results, Rnum; for each case the wave slope H/L and the relative error are also
present.

Exp. # H/L [-] | Rexp [€M] |Ryum [cM]]| err [%]
3 0.02 5.24 5.24 -
4 0.04 5.43 5.33 1.8
5 0.08 6.42 6.97 8.6
14 0.11 8.58 6.71 21.8
15 0.09 7.18 7.86 9.5
16 0.07 8.00 8.17 21
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Figure 3: Relation between the wave slope (H/L) and the relative error (err) of the numerical
code: the diamonds represent the simulated cases, the black curve is the obtained
trend line. The corresponding formula and the coefficient of determination (Rz) are also
showed.

4.2 Shoreline position and velocity

Since the maximum run-up has been estimated quite well by the applied numerical model, it is
possible to assume that such model simulates in a correct way the actual phenomena related to
the wave propagation over a bottom profile having parts with different slopes, included the
shoreline motion. This assumption is supported by the results of Lo Re et al. (2011) for
monochromatic waves approaching a single slope bottom. In particular, they obtained a fairly
good matching of the shoreline position and velocity behaviour in time in comparison to other
numerical and analytical formulations.

For the reasons discussed above, here the shoreline position and velocity have been analyzed
in time for the variable slope bottom case in order to extract information about the behaviour of
shoreline motion both in swash and back swash phases. In particular, in Figure 4 the results for
the case number 3 have been showed, together with indication of swash and back swash
phases, maximum run-up and minimum run-down.

The analysis of such results shows that the horizontal position of shoreline (§) is quite
symmetrical for swash and back swash phase, with a behaviour that appears similar to the
single slope case. The horizontal velocity of the shoreline (us) shows a different behaviour
between the two phases of shoreline motion. In particular, in the back swash phase a relative
maximum of velocity is present which is surrounded by two minima. Such maximum of velocity
appears when the shoreline position passes through the still water level, where the slope
change is located, so underlining a possible correlation.

In such a framework it is more difficult to understand why the velocity in the swash phase seems
to be not affected by the presence of slope change. A possible explanation is related to the fact
that the higher slope part is placed immediately after the still water level. For such a reason, the
shoreline motion is similar to the single slope case during the swash, instead during the back
swash part of the water is accumulated near the slope change so decreasing the absolute value
of velocity. Such an effect corresponds to a relative maximum during the back swash phase
(see Figure 4.b) because the velocity is considered negative if it is directed seaward.

The results showed for the case number 3 of the experiments provide a similar behaviour to
those of the case number 4, for which the wave slope is less than 0.05; instead for the other
cases no relative maximum is present during the back swash phase, probably because the
more important presence of wave breaking than previous cases gives rise to a turbulent motion
which nullifies the effects of the slope change.
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Figure 4: Shoreline position (a) and velocity (b) in time for the case number 3 of the experiments;
the vertical lines indicate the maximum run-up and the minimum run-down, alternately;
the upward arrow indicates the swash phase while the downward one the back swash
phase.

5 Conclusions

In the present work the validation of a Boussinesqg-type of model has been carried out by means
of comparison with laboratory experimental data. In particular, the validation has been
considered in presence of a very complex bottom bathymetry in order to analyze advantages
and limits of the numerical code.

The applied Boussinesqg-type of model considers rotational motion under breaking waves. Such
model presents also the shoreline Lagrangian equations which are solved along with a linear
extrapolation of variables out of the wet region. Due to the presence of high reflective bottom,
the incident waves for the numerical model have been found iteratively by considering the same
wave height of the experiments at the toe of the slope.

The incident waves are monochromatic with wave slope that ranges between the values 0.02
and 0.11. The comparison between physical and numerical model shows a fairly good
agreement in terms of the maximum run-up, excepted that for very steep waves (H/L=0.11). In
particular, the differences between computed and measured run-up increase with wave slope.
However, for typical sea waves, i.e. for H/L < 0.08, there is a maximum error of about 2%.

Going to the analysis of shoreline motion in time, the cases no. 3 and 4 have been studied
because the wave slope is less than 0.05 and then the relative error of the maximum run-up is
minimum. In such cases the shoreline velocity shows a relative maximum during back swash,
such an effect is related to the presence of the higher slope part immediately after the still water
level. This last outcome is probably due to the fact that during back swash part of the water is
accumulated in the groove over the point of slope change. However such peculiar behaviour
should be deeply investigated in future works.
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Influence of current and wind on wave run-up on slopes

Antje Bornschein', Stefanie Lorke? and Reinhard Pohl’

Abstract

The freeboard design of levees and dams is important for the safety of the structures itself as
well as of the land protected by them. The paper discusses new aspects which came up
recently during the analysis of wave run-up tests with oblique wave attack under the influence of
longshore current and onshore wind. These tests considered sea state according to a
JONSWAP-spectrum. Results considering oblique wave attack confirm former empirical
investigations. Outcomes regarding onshore wind influence differ from those obtained in tests
with monochromatic waves. No significant effect on wave run-up in case of a dike parallel
current and a perpendicular wave attack was obtained.

Keywords: wave run-up, wave-current interaction, onshore wind, oblique wave attack

1 Introduction

Data required for freeboard calculation are hydrological data (like design water level in a river,
at a sea coast or in a reservoir as a result of a flood event or high storm tide), meteorological
data (wind velocity, duration and direction) and structure related data (e.g. slope of the
construction surface upstream or on the sea side). The computation routine includes the
estimation of the height of incident waves and wind set-up, wave run-up calculation and the
determination of freeboard height regarding additional safety aspects.

The Guideline 246/1997 of the German Association for Water, Wastewater and Waste (DWA) is
widely used in freeboard design in Germany. The calculation procedure of the German
Freeboard Design Guideline was established considering still water bodies like lakes or
reservoirs. It has to be discussed if it is appropriate to use it for rivers with wide floodplains or
estuary dikes with considerable dike parallel currents and onshore wind.

2 Wave-current interaction

If a harmonic wave travels in a water area with a current its frequency and amplitude may
change. Due to the bodily transport of the wave by the current the energy transport is no longer
normal to the wave crest. Some energy propagates parallel to the wave crest. According to the
general calculation formula for the wave run-up height (Hunt 1959):

R=C-VH L -tana (1)
with R wave run-up height [m]

C coefficient [-]

H wave height [m]

L wave length [m]

tana dike slope [-]

there should be an impact on the wave run-up height too if the wave length and the wave height
are transformed.
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The following ways of interaction between wave and current are possible and are stated here as
hypotheses. They are focused on the change in wave height. On a first thought it seems that a
current causes only a displacement of every single water drop parallel to the wave crest.
Characteristic wave parameters like wave period and wave height would not change and no
influence of longshore current on wave run-up would be detectable. But if one considers in a
second thought that the current causes a deflection of every water particle moving in circular
paths, than every particle would move along a helix and has to travel a longer distance which
would cause an additional energy loss and a lower wave run-up. If we consider a sea state we
can distinguish further between its bigger and smaller waves. Particles in a longer wave would
have to move in a less stretched helix as particles in a smaller wave because the pitches of the
two helices would be proportional to the current and its diameters are equal to 2 - H. The wave
run-up analysis is focused on larger waves and the according value of R, - the wave run-up
height which would be only exceeded by 2 % of the incoming waves. These considerations
together lead to a less significant effect on R,5.

But it is also possible that the current provides additional energy and this increases the wave
energy and affects a higher wave run-up. The maximum attainable wave run-up height is equal
to the kinetic energy head of the current (v?/(2g)). A component of the current in wave direction
may also increase the wave run-up velocity and leads to a higher wave run-up.

The change of the angular frequency and the connected parameters as wave period and wave
length can be calculated according to Holthuijsen (2007). Considering a constant current the
linear wave theory is still valid and the following relationship between the relative and absolute
angular frequency can be stated:

Waps = Wyep + Kye * Vg (2)
with waps  absolute angular frequency [1/s]
el relative angular frequency [1/s]
Krel relative wave number k = 2n/L  [1/m]

7 component of the current normal to the wave crest [m/s]

The absolute angular frequency can be derived from measurement data of the wave period
obtained by measurement devices fixed to a river bed, sea ground or a basin bottom in a
hydraulic model set-up.

w=" @3)

with T spectral wave period [s]

Assuming deep water wave conditions the related parameters are defined as:

a)=\/g-k-tanh(k-d) 4)
T2
L=g — 5
9 5 (5)
with g acceleration due to gravity [m/sz]
k wave number [1/m]

d water depth [m]

L wave length [m]

If there is a component of the current in the direction of wave propagation the wave length
would increase which leads to a higher run-up according to equation (1) and vice versa. If the
component of the current in wave direction is equal to zero (the wave propagates in a
perpendicular direction relative to the current) there would be no change in wave length. But
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there would be still a change in the direction of wave energy transport, because some energy
would propagate parallel to the wave crest.

3 Wave run-up and onshore wind

The influence of onshore wind on wave run-up is a much younger research topic than current-
wave-interaction. One reason might be that it is more complicated to transfer the results of
physical model tests into prototype conditions because the scaling laws of Froude (wave
propagation, wave run-up), Reynolds (shear forces) and Weber (interface between water and
air) do not correspond and cannot be fulfilled in one model set-up. Nevertheless it is commonly
assumed that onshore wind has an increasing effect on wave run-up. Single reasons for that
are that onshore wind pushes the water up the slope and the velocity in the wave run-up tongue
increases. In addition the effect of downwash on the subsequent wave might be reduced. Other
changes can be distinguished in the breaking process. Wind induces an earlier breaking of the
waves and a change of the breaking type as well as of the breaking point on the slope. These
effects have been summarized but could only partly be quantified by Gonzales-Ecriva (2006).

Different hydraulic model tests were conducted to investigate the influence of wind on wave run-
up (e. g- Ward et al. 1996, Medina 1998). The chosen facilities were flumes and monochromatic
waves were studied. Wind speed created by wind machines ranged between 6.5 and 16 m/s.
Whereas Ward et al. (1996) studied single slope structures the investigation of Medina (1998)
considered complex breakwater cross sections and the wave run-up was observed e.g. at a
vertical wall on the crest. In general it was found that lower wind speeds (w < 6 m/s) have no
significant effect on wave run-up whereas higher wind speeds increases the wave run-up height
substantially. This effect can be observed on smooth as well as on rough slope surfaces. In the
case of flatter slopes the increasing effect is less. Ward et al. (1996) stated a linear increase of
the equivalent wave run-up height (maximum wave run-up adjusted for the increase in still water
level due to onshore wind) with the incident wave height for wind speed > 12 m/s. But if the wind
induces wave breaking before the waves reach the test structure the wave run-up decreases
with increasing incident wave height.

The OPTICREST-project was focused on storm induced wave run-up and collected prototype
measurement data as well as model test results (de Rouck et al. 2001). Two prototype locations
the Zeebrugge Breakwater (Belgium) and the Petten Sea-Defense (Netherlands) were
investigated. While the first structure is a rubble mound breakwater the measured wave run-up
height is strongly influenced by the permeability and the roughness of the slope surface. The
second structure is a dike with a smooth impermeable surface but a berm and a long shallow
foreshore. Mainly the foreshore has a significant influence on the measured wave run-up height.
Most of the model tests did not include a wind generation. Also the conformity between physical
model and prototype was ensured by applying the wave spectra measured in the prototype.
Altogether these measurement results are not appropriate for comparison with the FlowDike
model tests.

Gonzales-Ecriva (2006) found that wind increases the energy of the wave spectrum slightly but
no differences in the spectral width could be distinguished.

4 Model tests and data processing

To investigate the influence of oblique wave attack, dike parallel currents and wind two model
test series were conducted at the laboratory of the Danish Hydraulic Institute (DHI) at Harsholm,
Denmark in January and November 2009. Figure 1 gives an overview of the model set-up.
Lorke et al. (2010) have presented the model set-up in more detail.

The model tests include a 1:3 sloped dike as well as a 1:6 sloped dike. The wave run-up was
measured by a capacitive wave gauge fitted to a 2 m wide wave run-up board and recorded in
addition by a digital video camera.
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Figure 1: Model set-up in DHI laboratory in Denmark with wave maker (1), wind generator (2),
wave gauges (3), run-up board with capacitive gauge (4), overtopping measurement
units (5) and video camera (6).

The model set-ups were constructed to investigate different sea states (JONSWAP-spectra)
with significant wave heights between 0.05 and 0.15 m and peak periods between 1.04 and
2.16 s. An oblique wave attack (B = 15°, 30°, 45°) was considered in order to compare the
measured data with former results. In addition the influence of an onshore wind perpendicular to
the dike crest (1:3 sloped dike: w = 5 m/s and 10 m/s; 1:6 sloped dike: w = 4 m/s and 8 m/s) and
a dike parallel current (1:3 sloped dike: v = 0.15 m/s, 0.3 m/s; 1:6 sloped dike: v = 0.15 m/s,
0.3 m/s, 0.4 m/s) were studied. Measurements included wind velocity, current velocity, wave
parameter (wave height, wave period), wave overtopping and wave run-up.
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Figure 2: Video data analysis by means of a MATLAB-routine

To gain the wave run-up time series the data measured by the capacitive wave gauge needed
only to be converted from Volts to meters by means of a calibration function according to the
form

Rlm]=a-U[V]+b—-SWL (6)
with a, b  constant values determined for each model set-up a [m/V], b [m]

SWL still water level [m]

U measured value [V]
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The extraction of the wave run-up time series on the basis of video recordings was more
sophisticated. Within a MATLAB-routine the brightness difference between two sequenced
frames was determined. After that a new black/white frame was created. Pixels with a significant
change in pixel brightness were defined as white pixels and all others as black pixels. In the
next step the area of a certain width and height [pixel] was detected by a searching routine
which was situated at the utmost position within the new frame. According to a scale at the right
side of the wave run-up board (see figure 2) the wave run-up height [m] for each frame was thus
determined and by assigning the record time of each frame to the wave run-up height the time
series were created. To gain a considerable amount of results and data which are comparable
to data obtained by the capacitive wave run-up gauge the video analysis was carried out for 10
vertical and separate stripes of the wave run-up board each 0.2 m wide.

After applying a crossing level analysis to each time series with a crossing level higher than
zero the maximum wave run-up for each of the longer wave run-up events was extracted and
put in descending order. At the end the value for R,,, was determined as the wave run-up
height which was only exceeded by 2 % of the incoming waves.

5 Results

To analyze the influence of oblique wave attack an influence factor y; was determined
according to EurOtop (2007):

Ryzy
ﬁ =1.65"y, Ve Vg Em-1,0 (7)
with Hmo  significant wave height [m/sz]
&m_10 surf similarity parameter &,,_; o = \/% []
Yp factor representing the influence of a berm [-]

Vs factor representing the influence of surface roughness [-]

(Ru29/Hmo) g []
(Ru29/Hmo) p=o0

The term (Ry20,/Hmo)p stands for the relative wave run-up height in a model test with oblique
wave attack and (Ryq,/Hmo)p=0 represents the relative wave run-up height in a test with
perpendicular wave attack, the so called reference test. The influence of a berm or the surface
roughness was not considered within the presented study. Analogue factors covering the
influence of wind y,, and of current velocity y,. were defined as follow:

V73 factor representing the influence of oblique wave attack y; =

(Ruz%/HmO)w
— _ u2nh/ mo/w 8
Yw (Ruz%/HmO)w=0 ( )
_ (RuZ%/HmO)c (9)

y —_———
¢ (Ruz%/HmO)c=O
These factors should also be included in formula (7).

The following figures present the results for each influence factor (oblique wave attack, wind
and current). The influence factor was calculated for each “measurement device” (capacitive
gauge and video film analysis for 10 stripes of the run-up board) and each test. Mean values
are the arithmetic average for each investigated value of an influence parameter (e.g. p = 15°)
considering all tests with this influence parameter and all measurement results of them.

Figure 3 shows the calculated results of the presented study covering the influence of oblique
wave attack on wave run-up (tests without wind and without current). In addition some empirical
relationships of former investigations are presented. The measured results show good
agreement with these empirical functions. One data set (1:6 sloped dike, B = 30 °) was excluded
from regression analysis due to dissimilarity with the other results. Two equations were fitted,
each for one dike slope:
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¥p = 0.61 - cos* B+ 0.39 (1:3 sloped dike) (10)
¥p = 0.49 - cos? B + 0.51 (1:6 sloped dike) (11)

Further investigations for § > 50° are still needed to validate the formulae above for this co-
domain.
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Figure 3: Factor y,, covering the influence of oblique wave attack on wave run-up in dependence
of the angle of wave attack

The calculated influence factors regarding wind (tests with onshore wind but without current and
with perpendicular wave attack) are presented in figure 4. Different tests were excluded from
further analysis because they showed inexplicable low values of y,, which occurred mainly in
video film analysis and here only for several stripes. These tests could be identified if the
difference in the relative wave run-up between the different stripes and the capacitive gauge
exceeded a predefined threshold. A possible reason for the differences within the results of
some tests might be reflections of light on the run-up board which interfered with video analysis
and wave run-up detection there.

The results indicate no noteworthy increasing effect of onshore wind on wave run-up as stated
in the literature for wind speeds > 6 to 8 m/s. On the contrary there is a very slightly decreasing
effect in case of the 1:6 sloped dike.

To estimate the corresponding prototype wind speed out of model wind speed the formula
presented in Gonzales-Ecriva (2006) might be useful but very few data were used to establish
it:

w,
p
w=— 12
. (12)
with Wp prototype wind speed [m/s]
c constant factorc=1.2t0 1.8 [-]

Figure 5 shows calculated values for the factor covering the influence of a dike parallel current
together with a perpendicular wave attack and no wind. Green marked tests are characterized
by significant differences between results from capacitive gauge and video analysis and were
excluded from further analysis. There is no significant effect of a current on wave run-up
considering current velocity up to 0.4 m/s.
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Figure 4: Factor y, covering the influence of onshore wind on wave run-up in dependence of

wind velocity

It seems that in case of oblique wave attack and dike parallel current the different and in part
opposing effects mentioned above together with refraction and shoaling results in a non-
significant change of wave run-up height.

Figure 5:
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Factor y, covering the influence of current on run-up in dependence of current velocity

6 Summary

This paper presents results of a recent model investigation on wave run-up under the influence
of obligue wave attack, current and wind. To quantify the influence of these parameters
reduction factors were defined and calculated on basis of test results.

Results considering oblique wave attack confirm former empirical investigations. The increasing
effect of onshore wind on wave run-up as described regarding former model tests with

monochromatic

waves could not be validated by the FlowDike test results. The investigated
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onshore wind speed of < 10 m/s had no significant effect on the wave run-up in the model tests
with the 1:3 sloped dike and a very slightly decreasing effect in the model tests with the 1:6
sloped dike. Furthermore no significant effect on wave run-up in case of a longshore current
velocity < 0.4 m/s and a perpendicular wave attack was obtained.

Combined effects of these influence parameters were investigated too and will be presented
later in a future paper.
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A probabilistic approach for run-up estimation

Giuseppe Barbaro', Giandomenico Foti? and Giovanni Malara®

Abstract

This paper deals with run-up estimation. The run-up is the highest level where the water arrives
on the beach. This parameter is essential for designing any coastal structure. It is a random
variable related to the significant wave height of the sea state which occurs during a storm. In
this paper, a probabilistic approach is proposed for run-up determination. It is based on the
Equivalent Triangular Storm (ETS) model proposed by Boccotti in the eighties (see e.g. Boccotti
2000, Arena et al. 1999). This model is applied in conjunction with the empirical relation
proposed by Stockdon et al. (2006). The model is used for determining the return period of a
run-up level higher than a fixed threshold. Further, mean persistence of the run-up above this
threshold is calculated. Application to practical situations is shown. The run-up is estimated from
buoy data in Italian and in American locations. At this purpose, buoy data given by ISPRA
(Istituto Superiore per la Protezione e la Ricerca Ambientale) and NDBC (National Data Buoy
Center) are used.

1 Introduction

Wave run-up occurring in artificial and natural beaches is one of the topics of greater interest
among the scientific community. It is a key factor for achieving a safe, but still cost-effective
design of coastal structures. Wave run-up is often expressed in terms of a vertical excursion
consisting of two components: a super elevation of the mean water level, wave setup, and
fluctuations about that mean, swash. Waves approaching coasts dissipate the most of their
energy by breaking across the surf zone. However, that energy is partially converted into
potential energy as run-up on the foreshore of the beach (Hunt, 1959). In the context of random
waves, Battjes (1974a) defined the principle of equivalency as the assumption that the run-up
distribution of an irregular wave train can be found by assigning to each individual wave the run-
up value of a periodic wave train of corresponding height and period. Massel & Pelinovsky
(2001) considered the run-up of dispersive and breaking waves on a gentle beach slope.
Recently, several approaches dealt with the estimation of run-up and of set-up have been
formulated, consisting in empirical formulas for the estimation of maximum wave run-up, based
on the statistics of data collected on a beach (Holman, 1986), or on run-up estimation on a flat
seabed given the significant breaking wave height and the Iribarren Number (Battjes, 1974b;
Van del Meer, 1992), or on numerical simulation of nonlinear wave run-up within a highly
accurate Boussinesqg-type model with a moving wet-dry boundary (Fuhrman & Madsen, 2008).

This paper discusses a probabilistic approach for run-up estimation. It is based on the ETS
model introduced by Boccotti (see Boccotti 2000) in the eighties. This approach yields closed-
form solutions for determination of statistical quantities of interest in the study of non-stationary
processes. The ETS models is used in conjunction with the parameterization of run-up
proposed by Stockdon et al. (2006). In this context, the return period of a run-up level higher
than a fixed threshold is calculated. Further, mean persistence of run-up over a fixed threshold
is calculated.
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2 Background

A storm is defined as a sequence of sea states where the significant wave height is larger than
a prescribed critical value and does not assume smaller values for a given time interval. In
practical situations, the time interval is assumed 12 hours and the critical value of the significant
wave height is 1.5 times the mean annual significant wave height.

The ETS model relates each storm to an equivalent triangular storm in which the height of the
triangle is equal to the maximum significant wave height of the real storm and the base of the
triangle, that is the duration of the equivalent triangular storm, is such that the maximum
expected wave height of the equivalent triangular storm is equal to the maximum expected
wave height of the actual storm.

In this context, equivalent sea can be defined as the sequence of the equivalent triangular
storms. Thus, the equivalent sea consists of the same number of storms as the actual sea, each
of them with the same maximum significant wave height.

As a consequence, the return period of a storm whose significant wave height exceeds a fixed
threshold is the same in the actual sea and in the equivalent sea. Also, we can assume for the
equivalent sea the same probability of exceedance of the maximum significant wave height of
the actual sea. Thus, the equivalent sea rather than the actual sea can be assumed to greatly
simplify the mathematical treatment.

The probabilistic approach shown in this paper uses the ETS model in conjunction with the
empirical parameterization proposed by Stockdon et al. (2006) for run-up estimation. They
proposed the following formula for run-up determination:

R L 12 1L 12
2% K =1.140.354;| —> | +—|-2(0.5634% +0.004)| ! (1)
Hy Ho 2| Hy
with Ru2% 2% exceedence value of run-up [m];
B beach slope;
Ho wave height at deep water [m];
Lo wave length at deep water [m].

Since random waves are under examination, Hy and L, will be considered as significant wave
height and dominant wavelength of a sea state.

3 Return period of a run-up level higher than a fixed threshold

Return period of a run-up level higher than a fixed threshold is determined as the ratio between
a long time interval T and the number N(t) of run-up levels over the threshold during t

T

RRus > X) = 1 @

Explicit determination of eq. (2) is achieved by relating N(tr) to the return period
R(Hg > 6, —A0/2 <0 <6 +A0/2) of a sea storm in which the significant wave height H;

exceeds a fixed threshold h and the dominant direction 6 ranges from 6-A6/2 to 6+A6/2. This
correspondence is based on the relation between wave height and run-up [eq. (1)]. It assures
that run-up exceeds a fixed level when the wave height exceeds a certain threshold. N(1) is
related to R(Hg > h;0, —A0/2 < 0 < 6, + A8 2) by equation

T

N(z) =
RHg >h;0, —A0/2<0<6,+A0]2)

N
=1

: @)
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Eq. (3) is the ratio of a long time interval t over the time in which significant wave height
exceeds the fixed threshold during 7. It is derived by dividing wave direction in certain sectors.
Then, the number of run-up levels over the threshold is given by the contribution from each
sector. Substitution of eq. (3) in eq. (2) yields to the return period of a run-up level higher than a
fixed threshold:

-1
N
1
R(Ryz, > X) = ' ‘
(Ruze > X) {;R(Hs>h;9i_A9/2<9<9i+A9/2)} “

The return periods R(Hg > h;0, —A0/2< 0 < 6, + AG/2) are explicitly calculated by the ETS
model. Specifically, it is given by the equation (Arena & Barbaro, 1999)
R(Hg >h;0, —A0/2<0 <6 +A0/2) =
b(h;6, —AOI2< 60 < 6, + AOI2)

] ] ) )

being u, Wa, Wg parameters that depend on the location under examination,

B(h;é?i —A012 <0< 6 +A0/2) a base — significant wave height regression of the sea states
where the direction ranges from 6;-A6/2 to 6;+A6/2.

It is derived by assuming that directional probability of significant wave heights are interpreted
according to the difference between two Weibull distributions. That is,

u u
P(Hy >Hg; 6, <0< 6,)= exp[— (H—Oj }— exp —[H—OJ : (6)
w, W

Arena & Barbaro (1999) have shown that the best fit regression depends on the location under
examination and proposed the equations

b(h)=by (1.12-0.121j , for Italian waters, )
a0
and
v h
b(h)=by, C, exp(-Cz a—j , for ocean waves, (8)
10

with C4, C2, a1o, b1o parameters that depend on the location under examination,

at average value of the heights of the 10nyeas more sever storms recorded in
Nyears ON the location under examination,

b1o average value of the heights of the 10nyears more sever storms recorded in
Nyears ON the location under examination,
Eq. (6) and eq. (7) are irrespective of the dominant direction, but they yield a conservative
estimate of the return period (5), therefore they are used instead of
b(h;0 —A0/2<60 <6 +A012).

For practical calculations, eq. (4) is determined by fixing a threshold X. Then, the significant
wave height Hy related to X is estimated by eq. (1). That is,
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Ho = —. 9)

Finally, the return period (5) is calculated for each sector and R(R29,>X) is estimated. Note that,
eq. (1) is irrespective of the direction of wave propagation. It is applied with the stipulation that
oblique waves give run-up values smaller than waves orthogonal to the shoreline. In this
context, the estimation yields to a conservative determination of K and, therefore, to a
conservative value of R(R2¢,>X).

4 Mean persistence of the run-up above a fixed threshold

The mean persistence of the run-up above the fixed threshold X is determined, as well. It is
given by the ratio of the time duration in which R2¢,>X (or, equivalently, Hy>X/K) in the long time
interval t, over the number of storms in which Hy goes over the threshold X/K during t. The first
quantity is calculated as

P(Hy > X/K)- 7, (10)

being P(Hy>X/K) the probability that significant wave height Hy is larger than X/K in a given sea
state. The second one is determined by equation

7 IRR g0, > X) . (11)

where R(Ho>X/K) is the return period of a sea storm in which Hy is larger than X/K. Eq. (9) and
eq. (10) must consider the contribution due to sea states having different dominant directions.
Consequently, time duration (10) and number of storms (11) are given by the summation of
contributions relative to each sector of wave propagation. That is,

N
D P(Hy > X/K;60, - A0/2 <0 <6, +A012)
D(X/K) = : (12)

1
i;“R(H0 > XIK; 6, —A012<60 <6 +A0/2)

Calculation of persistence (12) can be done by assuming the directional probability (6) and the
return period (5).

5 Application

The return period of a storm in which run-up exceeds a fixed threshold and the mean
persistence of run-up above that fixed threshold are estimated in Alghero (ltaly) and in Kauai
Island (Hawaii, USA) starting from buoy data given by, respectively, the ISPRA (lstituto
Superiore per la Protezione e la Ricerca Ambientale) and NDBC (National Data Buoy Center).
These locations (fig. 1-2) have been chosen for the availability of significant wave height and
wave directional data.

Data processing requires determination of u, w, and wg parameters. They are calculated by best
fit regression of directional probability (6) and of omnidirectional Weibull probability

P(Hs >h)= exp[— [%) ] , (13)

being w scaling factor [m].
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Figure 1: Alghero, location of ISPRA buoy.
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Figure 2: Kauai Island, location of NDBC buoy.

Details for estimation of all parameters are given in Arena & Barbaro (1999) and in Boccotti
(2000). Results of calculation for the present application are shown in Table 1 and in Table 2 for
the location of Alghero and for the location of Kauai Island, respectively. For the calculation, 16
wave propagation sectors are considered. Tables show only parameters relative to the sectors
that give rise to run-up. That is, wave directions heading toward the location under examination.
Indeed, opposite wave directions are excluded for the calculation, because they do not produce

significant run-up values.

Table 1:  Characteristics parameters of Alghero.

u w [m] | a0 [m] | by [hours]
1.116 | 1.289 5.6 84

Sector

1 2 3 4 5 6 7 8
0.367 | 0.444 0.613 0.65 | 0.75 1.04 | 1.236 | 0.556
Wq [M]

wg [m] 0.311 | 0.404 0.557 0.565 | 0.699 | 0.905 | 0.942 | 0.534
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Table 2: Characteristics parameters of Kauai Island.

u w [m] | a49[m] | byo [hours] Cq C,
147 | 1835 | 6.1 68 1.51 | 0.413
Sector
1 2 3 4 5 6 7 8
W [m] 1.095 | 1.568 1.6 1.651 | 1.57 | 1.333 | 1.464 | 1.416
w; [m] 1.077 | 1.423 1.298 1.56 | 1.431 | 1.18 | 1.362 | 1.319

Calculation of eq. (4) and eq. (12) is straightforward given parameters in table 1-2 and the
threshold X. However, wave spectrum (for calculation of the dominant wave length) and beach
slope must be specified for using eq. (1), as well. In the present application a mean JONSWAP
spectrum has been considered and the same beach slopes have been considered in both
locations (3~=0.015).

Results are shown in figure 3 and in figure 4. The return period and the mean persistence are
calculated as function of the threshold X. These representations are useful for design purposes.
They show that there is a one-to-one relationship between return period and run-up. Therefore,
they can be used for giving an immediate estimate of run-up levels for a given return period.
Then, the mean persistence of run-up above the threshold is determined by figure 4.

100000 100000

I R(R>X) [yr] IR(R>X) [yr]

10000 | 10000 -
1000 - 1000 |
100 | 100 |
10 | 10 |
14 1 7

] X [m] ] X [m]

0.1 ‘ 0.1 : : : ; ‘

0 1 2 3 4 5 0 1 2 3 4 5

Figure 3: Return period of a storm in which run-up level exceeds a fixed threshold at the location
of Alghero (left panel) and at Kauai Island (right panel).

*1D(R,) 2 D(R,) [hours]
[hours] \
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0 ; : ‘ : ‘ 0 ; : ‘ : ‘
0 1 2 3 a 5 0 1 2 3 4 5

Figure 4: Mean persistence of run-up above the fixed threshold X at the location of Alghero (left
panel) and at Kauai Island (right panel).

Consider the location of Alghero. If a return period of 10 years is assumed, figure 3 shows that
the corresponding run-up value is 2.4m, and figure 4 shows that the mean persistence of run-up
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above this value is 6.5 hours. The same line of reasoning can be followed for the location of
Kauai Island. In this context, the threshold X relative to a return period R(R,2%>X) = 10 years is
2 m and the mean persistence is 3.4 hours.

6 Conclusions

This paper has described a probabilistic approach for estimating run-up levels. It is based on
the Equivalent Triangular Storm (ETS) model proposed by Boccotti in the eighties (see Arena et
al. 1999, Boccotti 2000) and has been applied in conjunction with the empirical relation
proposed by Stockdon et al. (2006).

The probabilistic approach has been applied for estimating the return period of a storm in which
run-up exceeds a fixed threshold. Further, the mean persistence of run-up above a fixed
threshold has been calculated. This analysis has shown that characteristics of the waves and of
the beach under examination are needed for a probabilistic estimation of the run-up.

The return period of a storm in which run-up exceeds a fixed threshold has been estimated at
Alghero (ltaly) and at Kauai Island (Hawaii, USA) starting from buoy data given by, respectively,
ISPRA (Istituto Superiore per la Protezione e la Ricerca Ambientale) and NDBC (National Data
Buoy Center). In both cases, directional and omnidirectional parameters have been estimated
and the return period of a storm in which run-up exceeds a fixed threshold and the mean
persistence of run-up above that fixed threshold have been calculated.

Application has shown that there is a one-to-one correspondence between return period and
run-up threshold. This characteristic has allowed a straightforward determination of the run-up
level given the return period R(R2¢>X). Further, it has been shown that, for a fixed threshold X,
mean persistence is readily determined, as well.
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Effects of surf beat caused by long period swell on wave

overtopping rate on complex bathymetry

Hiroaki Kashima' and Katsuya Hirayama?®

Abstract

Recently, coastal disasters due to long period swell induced by heavy storms and catastrophic
typhoons increase in the Japanese coasts and harbors. The long period swell is more
susceptible to the bottom bathymetry of offshore deeper water and its wave height locally
increases by the wave energy concentration under the effect of the complex bottom bathymetry
in the relatively shallower water. In addition, the wave overtopping rate may become larger due
to the surf beat in front of the seawall. In this study, the model experiments conducted in a large
basin to investigate the characteristics of the surf beat in front of the seawall for influencing the
heavy wave overtopping damages at the Shimoniikawa Coast in 2008. The wave overtopping
on the seawall shows quite similar spatial distribution of surf beat in front of the seawall, which
depends on the slope of bathymetry and the existence of edge waves.

Keywords: long period swell, surf beat, wave overtopping, detached breakwater, submerged breakwater

1 Introduction

Recently, coastal disasters due to long period swell induced by heavy storms increase in the
Japanese coasts and harbors. For example, the collapse of the seawalls and inundation behind
the defending reclaimed area in Kuji Harbor were caused by wave overtopping due to 14.5s
swell in 2006 (Hirayama et al., 2008). Moreover, the severe damages with properties and
inhabitants in Ashizaki district of Nyuzen town at the Shimoniikawa Coast were caused by long
period swell with high wave height, which is called by local citizens as “Yorimawari-Nami”, in
2008 (Kawasaki et al., 2008). These observed long period swells have a narrow-band spectra
more than the one of wind wave and the grouping of high waves can be appeared in the time
series of their wave profiles. Recent experimental studies have suggested that the wave
overtopping volume on the seawall increases under the effect of the specific surf beat in front of
the seawall for the unidirectional long period swell (Kashima and Hirayama, 2010). Therefore, it
is important to consider not only the characteristics on the wave grouping but also the surf beat
as a secondary nonlinear interaction wave in the discussion about wave overtopping for long
period swell.

Some studies on the characteristics of long period swell transformation exist. Kashima and
Hirayama (2009) calculated on the difference between the long period swell and wind wave
transformations on the complex bathymetry. The long period swell is more susceptible to the
bottom bathymetry of offshore deeper water than wind wave and its wave height locally
increases by the wave energy concentration in the relatively shallower water. On the other
hand, Fukase et al. (2009) and Tajima et al. (2009), analyzing observed data with focusing on
the damage features, mentioned that the wave energy concentration to the damaged area is
caused by the interactions among waves, bathymetry and near shore currents. In particular, the
slowly varying wave-induced nearshore currents have one of significant impacts on local
concentrations of waves around the sharply changing coastal bathymetries. However, these
discussions are mainly focused on the wave energy concentration due to bottom bathymetry.
The effects of the surf beat due to the long period swell on the wave overtopping are not well
known owing to the lack of detail measurements. In addition, there are merely model
experiments with considering the local topography including the sharply changing coastal
bathymetry.

' Port and Airport Research Institute, 3-1-1 Nagase, Yokosuka , Kanagawa, 239-0826, Japan, kashima@pari.go.jp
% Port and Airport Research Institute, 3-1-1 Nagase, Yokosuka , Kanagawa, 239-0826, Japan, hirayama@pari.go.jp
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The purpose of this study is to investigate the characteristics of the surf beat in front of the
seawall for influencing the wave overtopping, using a wave basin installed with the complex
bathymetry of the Shimoniikawa Coast.

2 Wave overtopping experiments
2.1 Experimental setup

The model experiments were conducted in a large basin that is 48.0m times 25.0m long and
1.5m deep located in Port and Airport Research Institute in Japan. This basin has 100 wave
paddles with active wave absorber in L-shape layout. A complex bathymetry model of the
Shimoniikawa Coast including the submerged and detached breakwaters located in front of
seawall was installed. And the model was replaced by a mirror-image to prototype image
because the layout of wave generator is unsuitable to generate damage wave. The
experimental scale was 1/100 in Froude similarity rule. After that, the prototype value and image
are used to show the experimental results. A detail of the experimental setup is shown in Fig.1.
The horizontal (y) and vertical (x) axes are the distance from the ridge line (y = Okm) and the
wave generator (x = Okm), respectively. The contour line indicates the water depth line drawn
2.0m apart. The circle and cross indicate the capacitance-type wave gauge and the
electromagnetic velocity meter, respectively. The parenthetic number indicates the water
catchment box number. The holizontal dotted line indicates the definition of measurement line
which is used in following discussions.

49 capacitance-type wave gauges were installed in from offshore to onshore water to measure
the distribution of wave height and 12 electromagnetic velocity meters were installed in the
relatively shallower water to measure the distribution of wave-induced current and the direction
of wave propagation. Moreover, 7 water catchment boxes were installed behind the seawall to
measure the spatial distribution of wave overtopping volume.

2.2 Experimental condition

The model experiments were performed with the estimated wave from observed data. The
significant wave height Hq,3 and wave period T4;; were estimated 5.97m and 13.9s in offshore.
The frequency spectral shape was chosen as JONSWAP-type spectra with y = 4.0 based on the
case of Hirayama et al. (2009). The offshore water depth h was set at 90.21m in consideration
of the sea level when the disaster wave was observed. The principal wave direction ¢, and the
spreading parameter S,.x were set at an angle rotated 15 degrees clockwise to the positive
direction of x (8, = N18.5E) and Syax = 999 by Kashima and Hirayama (2011).
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Figure 1: lllustration of experimental setup (contour line: water depth, circle: capacitive wave
gauge, cross: electromagnetic velocity meter, circle with number: wave catchment box,
dotted line: measurement line)
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The data of the water surface elevation and the fluid velocity were recorded by 25Hz for
maxmally over 1000 waves by using the capacitance-type wave gauge and the electromagnetic
velocity meter. The height of short wave of which period is less than 30s and surf beat of which
period is from 30 to 300s in this study are defined as the significant wave height, respectively.
The mean surface elevation increasing and the wave overtopping rate on the seawall are
evaluated the time-averaged value of water surface elevation and wave overtopping volume in
the water catchment box, respectively.

3 Results and discussions
3.1 Spatial distributions of wave transformation and wave overtopping

Fig.2 shows the spatial distributions of the short wave height, surf beat height and the mean
surface elevation increasing when the seawalls were damaged due to the long period swell. The
contour indicates the value of each wave statistics. The short wave propagating from offshore
concentrates on the ridge (y = -0.3 to Okm) under the effects of the refraction and wave
shoaling, and its height becomes larger than 7.0m. Moreover, the short wave height on the
small ridge (y = -0.7km and x = 1.4km) increases locally. However, the short wave height behind
the submerged and detached breakwaters on the steep slope side (y = -0.8 to -0.4km)
decreases by the wave breaking. On the other hand, as the water depth becomes shallower the
surf beat height increases and reachs to 2.0m behind the submerged and detached
breakwaters. Moreover, the mean surface elevation increasing also behaves in the similar
tendency of the surf beat height distribution.

To discuss the characteristics of wave overtopping, Fig.3 shows the relationship between the
wave statistics in front of the seawall and the wave overtopping rate on the seawall. The circle
and cross indicate the data in front of (Line-06) and behind (Line-07) the submerged and
detached breakwaters, respectively. As already shown in Fig.2, the short wave height becomes
smaller and both the surf beat height and the mean surface elevation increasing become larger
in front of the seawall. The wave overtopping rate on the seawall at y = -0.8 to -0.7km, which is
the heaviest damaged area, is the largest. Moreover, the distribution of wave overtopping rate is
quite similar to the one of the surf beat height and is in a good agreement with the inundation
area obtained by the field surveys on damage. According to the results of Kashima and
Hirayama (2010), the wave overtopping rate becomes larger under the effects of the surf beat
induced by wave grouping in front of the seawall. Therefore, these experimental results imply
that the effects of surf beat in front of the seawall are important for the increase of the wave
overtopping rate on the seawall. The detail of the surf beat characteristics in front of the seawall
is discussed in next.

3.2 Surf beat characteristics in front of seawall

To investigate the behavior of the surf beat in front of the seawall, Fig.4 shows the spatial
distributions of the cross-correlation coefficient between the surf beat and the enveloped wave
from offshore to onshore. The enveloped wave is defined by List. (1992). Horizontal axis is time
lag t and the contour indicates the cross-correlation coefficient. The vertical dashed line is
corresponding to t = Os and the horizontal dotted line in each figure from y = -0.8 to -0.2km
indicates the position of the submerged and detached breakwaters. The negative correlation
can be observed from x = 0.6km up to x =1.4km at zero time lag on the ridge (y = 0.2 to 0.4km).
On the other hand, in the range from y = -0.8 to -0.2km, we can note that the correlation along t
= Os is essentially inverted close to shoreline in comparison to the offshore situation. In offshore,
the surf beat is negatively correlated with the enveloped wave at zero time lag, while in the near
shore region the correlation at near-zero time lag is dominantly positive.
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Figure 2: Spatial distributions of wave statistics when the seawall was damaged due to long
period swell
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Figure 3: Relationship between wave statistics in front of the seawall and wave overtopping rate
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Figure 4: Spatial distributions of the cross-correlation coefficient between the surf beat and the
enveloped wave (contour: cross-correlation coefficient, vertical dashed line: 1 = Os,
horizontal dotted line from y = -0.8 to -0.2km: position of the submerged and detached
breakwaters)

Fig.5 shows the time series variation of water surface elevation of the surf beat (solid line) and
the enveloped wave (dotted line) in front of the seawall. Horizontal axis is time and vertical axis
is water surface elevation for two wave profiles. These figures show that the surf beat profile
gives close agreement with the enveloped wave profile on the mild slope side (y = -0.3 to -
0.2km). On the other hand, there is a small difference between the appeared time of crest
amplitude of two wave profiles on the steep slope side (y = -0.8 to -0.4km). These results are
corresponding to the results of List (1992) and Kashima and Hirayama (2010). That is, these
experimental results indicate that the surf beat bound for short wave propagates from offshore
to onshore and the surf beat is released from the incident bound waves due to the breaking of
the short wave near the shoreline. However, a significant difference between the behavior of the
surf beat on the mild and steep slope side is recognized from the standpoint of the difference of
the appeared time of crest amplitude.

To check the behavior of the surf beat in front of the seawall, the spectra of water surface
elevation and two-directional fluid velocities are shown in Fig.6. The vertical dashed line
indicates the boundary period (30s) between short wave and surf beat. The along-shore fluid
velocity spectra for the surf beat is 10" - 10? times larger than the cross-shore spectra on the
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mild slope side (y = -0.3 to -0.2km). This implies that the free surf beat released due to breaking
from wave grouping refracted on the ridge propagates along the seawall. On the other hand, the
densities of cross-shore spectra is same as much as the one of the along-shore spectra on the
steep slope side (y = -0.8 to -0.4km). The surf beat in this area may include both the surf beat
propagating from offshore and along the seawall. Therefore, it is supposed that the generation
mechanism of surf beat on the mild and steep slope side is different.
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Figure 5: Time series variation of the surf beat and the enveloped wave in front of the seawall

4 Conclusions

The model experiments were conducted in a large basin to investigate the effects of the surf
beat induced by long period swell on wave overtopping. The wave overtopping on the seawall
shows quite similar spatial distribution of surf beat in front of the seawall. On the mild slope side,
surf beat released due to breaking from wave grouping refracted on the ridge propagates along
the seawall. On the other hand, the sea level variation in front of seawall can be generated by
the superposition of along-shore and cross-shore surf beat on the steep slope side.

The detail experiments and analysis considering surf beat characteristics in front of seawall will
be required to propose effective countermeasures for wave overtopping induced by long period
swell.
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Figure 6: Spectra of water surface elevation and fluid velocity in front of seawall
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Overtopping formula for vertical tiers-headed breakwaters

Corrado AItomare1, Leonardo Damiani? and Xavier Gironella®

Abstract

The semi-empirical methods are useful tools to understand the wave overtopping phenomena,
but uncertainty remains on their applicability. It's necessary to carry out campaign surveys or
laboratory tests to support them. In this paper we apply the methods proposed in the European
Overtopping Manual (2007) in order to assess the flows over a vertical breakwater, marking the
need to calibrate those methodologies to take into account the peculiar geometry of the
structural system. This was done by introducing appropriate correction factors. The results show
an improved accuracy, among numerical results and physical ones.

Keywords: overtopping; empirical models; tandem breakwater.

1 Introduction

Coastal structures are commonly built to protect coastal zones against storm surges and large
waves that may lead to several damages of the landward area, with hazards related to the
security and human safety.

The wave overtopping is a phenomenon of wave - structure interaction that consists of waves
passing over the crest of the coastal defense in the form of continuous sheet of water, plumes
or splash, depending on the seaward geometry of the structure. The overtopping is complex
and nonlinear, random in time and volume, set by different geometric — structural and
hydrodynamic factors; it occurs for a given value of wave height and depends mainly on the
freeboard of the structure as well as of the sea state.

The importance of this phenomenon is often undervalued by the final users, because of the
sporadic occurrence of the event. In terms of risk the consequences can consist of different
types: danger to pedestrian and vehicles, damage for seawalls, building, infrastructure and
ships, internal residual agitation.

The available experimental data point out to the difficult description of the phenomenon in detail.
Therefore the assessments of the mean overtopping discharge g and the total overtopped
volume V are considered sufficient for the proper design of the coastal structures.

The analysis of the applicability of the predictive methods to vertical seawalls is described in the
present paper. A peculiar seawall is studied: its complex configuration is set of its proper
geometry and the coupling of the structure with a submerged breakwater.

The results of 2D model tests are shown: they suggested to adjust the methods in order to take
into account that rare structural layout.

2 Wave overtopping assessment

The complexity in assessing the overtopping explains the huge development of multiple
approaches leading to the estimate of the phenomenon: numerical models (SPH, 2006; VOF,
2007; etc.), empirical methods (Van der Meer et al. 1992, 2003, 2005, Franco 2005; etc.),
neural networks (Medina 1999, Medina et al, 2002, EurOto Manual,2007) and physical model
2D and 3D experiments.
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In the last years different European and International projects (VOWS 2000, OPTICREST 1998-
2001, CLASH 2002-2005) led to the revisions or implementation of the mentioned above
methodologies. These projects prove the growing interest in an holistic and more accurate
assessment of the overtopping, leading to the creation of global databases of information. This
would take to development of new models and methods (European Overtopping Manual 2007)
supported by laboratory test results and measurements in situ, also considering the effects due
to the model test scale and the complexity of the factors that affect the phenomenon in reality
(wind, fluid viscosity, etc.).

2.1 The European Overtopping Manual (2007)

The European Overtopping Manual is perhaps today's most advanced tool for the assessment
of the wave overtopping, as the formulations contained in it and the proposed tools (PC-
overtopping and Neural Network) have been calibrated on data from over 10,000 tests
performed worldwide and collected in the database of the European CLASH project (2002-
2005).

Among the methods proposed in the manual, the empirical formulas and the Neural Network
were analysed and applied to the analysed vertical seawall. The choice is derived from the
geometric - structural configuration of the study case.

2.1.1  The empirical formulations

The empirical methods are simplified representations of the physics of the process, presented in
a dimensionless equation, which relates the mean overtopping discharge to the main factors
that characterize the phenomenon.

These methods are generally adjusted on the results of laboratory tests or prototype
measurements. Several authors (Bradbury and Allsop 1988, Van der Meer 1992) quantified the
mean overtopping discharge rate as a function of the principal geometrical and hydraulic
parameters: the significant wave height Hs at the toe of the structure, the peak period Tp or
mean spectral periods Tom (in deep water) and Tom-1,0 (in shallow water), the depth at the toe of
the structure hs, etc.

Some authors have also analyzed the effects due to: the roughness of the external layer of the
seawall, the presence of a berm at the toe, the obliquity of the wave attack. The key
relationships are of two types:

Q=aRe™" or Q=aR™ (1)

where Q is the adimensional mean discharge per meter of crest length and R is the non-
dimensional crest freeboard defined as the ratio between the geometrical crest freeboard and
the incident significant wave height at the toe of the structure. The experimental coefficients a
and b of the equation (1) depend on the configuration of the structure and of the sea conditions
at the toe (fig. 1).

SWL Rc1 N\ sw. e

padh Gennls

Figure 1: Reference scheme of the overtopping formulations

_

Referring to the vertical walls, in particular to the Vertical Composite Walls, as defined in the
European Overtopping Manual, a fictitious depth value is introduced, taking into account the
presence of a toe berm that induces changes on the characteristics of wave:
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d*=1.35 (2dhs)/(Hmog T?m-1.0 ) (2)

where Hmo e Tm-1,0 represent respectively the mean spectral wave height and period at the toe
of the structure, hs is the depth of the bottom close to the structure and d is the water depth in
front of the toe berm.

The d* parameter defines if the phenomenon conditions are impulsive or non-impulsive. The
non-impulsive condition occurs when the waves are relatively small compared to the depth at
the toe of the structure and have a low steepness. In contrast, the impulsive condition on the
vertical walls occurs when the wave height is high compared to the depth, due, for example, to
the shoaling bathymetry or structure toe, with waves breaking violently on the wall, creating very
high pressures in small time intervals. Under these conditions, jets of water mixed with air are
generated, that overtop the sea defences. In this paper we refer to non-impulsive conditions that
characterized the carried out tests.

The expression between the mean overtopping discharge and the values of wave height and
the crest freeboard in non-impulsive conditions (d*>0.3) is the following one:

aN(gH%mo )=0.04exp(-2.6 Re/Hmo)  valid for 0.1<Rc/Hm0<3.5 3)

where Rc represent the crest freeboard.

2.1.2 The Neural Network for the overtopping assessment

The neural network (NN) is a non-linear structure of statistical data organized as a model tools,
represented by the links among elements, called artificial neurons. In the past, NN has been
successfully applied to the hydraulic engineering (Mase et al. 1995, Medina et al. 2002).

The Neural Network for overtopping assessment, proposed in the European Overtopping
Manual has a three layered structured: the first layer contains 15 neurons, corresponding to the
number of the input parameters (among these there are the spectral height and average period
Hmotoe and Tom-1,0 at the toe of the structure, surface roughness, berm width, water depth,
obliquity of the wave attack, the seaward slope of the structure, etc.); the last layer contains only
one neuron corresponding to the output value of mean overtopping discharge q. The middle
one, finally, is the site of the synapses that connect input and output layers. The synapses were
calibrated and weighted using the set of the reference data, collected in the database. The
Figure 2 shows a scheme of the NN input parameters.
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Figure 2: Scheme of the input parameters in the Neural Network for the overtopping assessment

3 The case of study

The main aim of the experimentation was to evaluate the mean overtopping discharge over a
tandem breakwater composed by a vertical seawall coupled with a submerged breakwater. In
the prototype scale the mean distance between the wall and the breakwater is about 60 m and
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the submergence of the last one is 4 m. The tests were carried out at the Laboratory Maritime
Engineering of the Technical University of Catalunya (CIIRC-LIM/UPC), in Barcelona, Spain.

Another special feature of the vertical structure is its crest, shaped as a flight of steps, with the
maximum freeboard equal to 7:35 m above SWL. The lower part of the steps is 2.2 m above
the SWL, in prototype scale (Fig. 3).
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Figure 3: Vertical seawall in prototype scale

The water depth at the toe of the structure is approximately 10.00 m. The outer layer of the
submerged breakwater is made of irregular blocks with a volume varying from 5 to 10 mc. This
submerged breakwater has the task of dissipating the energy of the incident waves, reducing
the possible erosion at the toe of the vertical wall.

™)
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Figure 4: Layout of vertical seawall coupled with submerged breakwater (prototype scale)

The two-dimensional physical model tests were carried out in the small-scale flume, called
CIEMito, in the CIIRC-LIM/UPC. The flume is 18 meters long and has a section of 38 cm wide
and 50 cm high. The wave generator (piston type) allows the reproduction of irregular and
regular wave trains with height up to 28 cm and maximum periods of 2 sec.

Storm surges have been reproduced with JONSWAP spectrum with a y value of 3.0 and 300
waves for each train, considered as representative of a single storm.

The model scale is 1:50, according to Froude similarity. The model is built mainly in plywood;
natural stones are used for the outer layer of the submerged breakwater. The significant wave
height varies from 0.065 m to 0.102 m and the peak period from 0.98 s to 1.91 s, in model
scale. The choice of the range for the wave characteristics depends on the will to analyze
overtopping referring to extreme events with return periods of 1, 5 and 37 years.
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Figure 5: View of the model during the experiments

The surface profile is measured by means of 8 resistive gauges, located along the flume.
Analysing the wave signals it was possible to define the transmission due to the submerged
breakwater and carry out the reflection analysis using the Mansard e Funke (1980) method. The
mean wave overtopping rates were deduced by overtopped volumes collected in tanks, placed
on the back of the main structure, and the duration of each test.

Due to the small scale of the tests, the measured discharges are corrected as well as indicated
by De Rouck J. et al. (2005).

4 The application of the methods

The preliminary analysis of volumes and overtopping flows using empirical methods, has
clashed with the inability to recognize the factors that could take into account the peculiar
geometry of the vertical wall and its interaction with the submerged breakwater. The interest
was therefore in finding a way that could describe the effects of this layout on the overtopping
rate.

Previously it was necessary to analyze the wave surface profile, extracting the incident and
reflected waves height from the total ones. Applying the methodology of Mansarde and Funke
(1980), by means of the WavelLab software (http://hydrosoft.civil.aau.dk/wavelab), it was
possible to reconstruct the effects of reflection due to the main breakwater and determine more
precisely the spectral parameters of the incident wave at the toe. A set of tests, performed for
the configuration without the submerged breakwater, made possible to assess its dissipative
effects on the incident wave.

The main breakwater is similar to a composite vertical wall, as described into the EurOtop:
therefore it was necessary to assess whether the wave conditions were non-impulsive or
impulsive. The character of each test so calculated was verified also using a video analysis
conducted for each experiment. Non-impulsive conditions were found in 77% of the cases. For
them, representing the cases with higher probability of occurrence, the analysis, described in
this paper, was carried out.

The application of the equation (3) led to high dispersion of results compared with experimental
ones. This is because, with the formulations contained in the EurOtop, is not possible to
introduce the effects of the studied particular layout on the overtopping flows. A correction factor
was calculated by a linear regression analysis. This factor is a function of d*. In particular:

X=pV(d*) (4)

for @y between 1.68 and 1.89, where x means a correction factor of the quantity Rc/Hmo
appearing in the exponent of (3).
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Figure 7: Results of the NN compared with physical ones.

The same analysis was carried out using the neural network for overtopping assessment,
described in the European Overtopping Manual (2007). In the NN all the hydraulic and structural
quantities were introduced, considering the input freeboard as the maximum freeboard of the
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staircase. The results show dispersion, if compared with the physical ones. Therefore, because
of both the formulas and the NN are calibrated using the same CLASH database, the same
correction, found for the empirical formulations, was introduced in the neural network, as a
fictitious value for the crest freeboard instead of the real one. In this way, a good accordance is
obtained between calculated and measured overtopping discharges.

5 Conclusions and future developments

Nowadays the new planning environmental constrains and landscape demands require
engineers to implement non-classical solutions, characterized by more complex structural
configurations: the particular details and features of such new engineering choices lead to
solutions that cannot be easily classified. This supposes to continually update the existing
database in order to represent all the kind of structures.

In this paper we analyse the problems related to the assessment of overtopping discharge over
coastal defences by means of predictive methods. In particular, it was checked the applicability
of empirical formulas and neural network to a tandem system composed by a vertical seawall
and a submerged breakwater.

The application of these methods, based on the CLASH database, highlighted the weaknesses
of the models. These are mainly related to the inconsistency of the data set or the lack of data
for certain kind of geometrical configurations. In this case it was necessary to introduce a
correction factor that could take into account the effects generated by the particular shape of the
vertical wall, with a crest shaped as a flight of steps and coupled with a submerged breakwater.

While the European Overtopping Manual remains at the time one of the most useful tools for
understanding the overtopping phenomena, the experimental results show the necessity to
adjust the proposed methods to the particular structure configurations. Therefore it is advisable
to conduct further physical model tests or prototype measurements, by which to extend the
applicability of these methods to a greater variety of real cases
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A development of an estuarine hydrodynamic model in

cylindrical coordinates

Luminita-Elena Boblea' and Michael Hartnett?

1 Introduction

Estuaries and coastal areas have been the most populated regions around the world, with 60%
of the world’s population living in these regions. According to the US Bureau of the Census,
worldwide the human population is doubling every 30-50 years; due to migration, along many
coasts the population is doubling approximately every 20 years. Anthropogenic effects are
adverse to these important systems due to discharging non point and point sources of waste.
Although natural waters (rivers, lakes, oceans) have an ability of self-purification, impacts of
pollutants in these waters have shown that legislation protecting them against polluters,
improving or conserving their status has to exist. In Europe, Directives of the European Union,
e.g. Water Framework Directive, regulate the water quality legislative framework. Also, coastal
flooding due to tides, storm surges and waves needs to be mitigated against. Therefore,
development of efficient hydrodynamic, solute transport and water quality models is necessary
in order to help us better understand and forecast these complex phenomena.

In hydrodynamic modelling solution of the continuity and Navier-Stokes equations, also called
governing equations, is sought. The Navier-Stokes equations describe water motion, whereas
the continuity equation states that energy and mass are constant over the considered domain.
The analytical solution of the governing equations cannot be obtained due to the complexity of
the studied system. Hence, numerical methods are used for solving the complicated problems
related to the hydrodynamic modelling of rivers, estuaries and oceans and they are applied to
specific problems. There are two classes of numerical models commonly used: structured grid
approaches (primarily finite difference algorithms) and unstructured grid approaches (including
finite element and finite volume methods). The model grid results in a numerical method through
the discretization of the domain. Discretization is the process of separating the continuous
domain of the problem into numerous components, called elements. Structured grids are
relatively straightforward and use efficient algorithms. Their main drawback is that they are
limited as far as it concerns the flexibility in resolving the complex shorelines. These grids
employ quadrilateral grid cells. Unstructured grid models use variable triangular and tetrahedral
elements, but also elements of mixed type with irregular connectivity. The finite element
methods present high sensitivity to numerical errors and they need longer running times [Lin
and Chandler-Wilde (1996)]. Therefore, structured grids will be next considered. Factors such
as problem size, problem complexity and the representation of reality converge to grid design.
The choice of a suitable coordinate system considers the type of geometries describing the
boundaries. Cartesian coordinates, handle the simple rectangular geometries with application to
small geographical areas, whereas spherical coordinates are best used to describe large
regions. Curvilinear coordinates are a natural choice for complex geometries. Curvilinear,
boundary-fitted coordinates can be orthogonal or non-orthogonal. Orthogonal coordinates result
in fewer computing operations, faster convergence and better stability and accuracy of the
solution. Non-orthogonal coordinates are easier to generate and provide greater flexibility in the
distribution of the grid points but show a reduced convergence rate, accuracy and stability. Most
of the estuarine and coastal area models have been developed using rectangular [Falconer and
Chen (1990), Burchard and Bolding (2002)], spherical [Muin and Spaulding (1996), (1997)],
curvilinear orthogonal [Lin and Chandler-Wilde (1996), Nikitin (2006)] and non-orthogonal grids
[Spaulding (1984), Sheng (1989), Klevanny et al. (1994), Andronosov et al. (1997), Ye et al.
(1998), Barber and Scott (2000), Burchard and Bolding (2002), George (2007)].
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Details of development of a new two-dimensional estuarine hydrodynamic model in cylindrical
polar coordinates are presented. The advantage of using this approach is that the coordinate
system can be fitted to estuary’s shape. This way a fine resolution is obtained in coastal area
and a coarse resolution away from the coast provided that position of the pole is appropriately
chosen. Moreover, the boundary error is reduced when compared to Cartesian coordinates. In
the end, the model is aiming at obtaining more accurate results without increasing
computational costs.

Section 2 describes mathematical modelling and methodology for obtaining the solution of the
governing equations in two-dimensions, preliminary results are given in section 3, whereas
section 4 presents conclusions of the present research.

2 Mathematical Modelling and Methodology

Water motion is described by the Navier-Stokes (NS) equations, which represent the basis of
hydrodynamic modelling. They describe the changes in flow. The shallow water equations result
from applying the specific properties of the estuary or coastal area to the momentum
conservation (NS) equations. For a given domain, hydrodynamic modelling also implies the
continuity principle, which states that mass and energy are constant. Due to the complexity of
the studied system, the analytical solution of the continuity and momentum equations could not
be obtained. Therefore numerical methods were employed. For a defined domain the Navier-
Stokes and continuity equations were written in cylindrical coordinates in terms of instantaneous
velocities and body force [equations (1)-(4)].
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with: (\7,,\79,\72) instantaneous velocity components in the radial, angular and vertical directions [m/s]

(ﬁﬁ;i‘;) body force terms in the three considered directions [N]
p density of sea water [kg/ms] (p =1026kg / m?3 )
p instantaneous pressure [N/mz]

(%“ij) instantaneous stress terms [N/mz], (i,j = r,9,z)
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Because the solution of the governing equations was sought for shallow water estuarine and
coastal areas, the three-dimensional Navier-Stokes and continuity equations were depth
integrated [equation (5)-(7)]. The shallow water assumption is that water depth is smaller than
20 times the length of the considered water body. Leibnitz integration rule and Boussinesq
assumption were employed.
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with: (\/r ,Vg) depth-integrated velocity components in the radial and angular directions [m/s]

B correction factor for non-uniformity of vertical velocity profile [ #=1.016 for seventh power
law velocity distribution]

H water depth [m]

fc Coriolis acceleration term [rad/s]

pa air density [kg/m’] ( p, =1.25kg /m?)

(Wr ,W,g) wind speed components in the radial and angular directions [m/s]

C Chezy coefficient

Subsequently, the depth integrated equations were mapped onto a rectangular domain
[equations (8), (9), (10)] using analytical relationships & =& (r,0), &% =&%(r,0), r = r(g’,gg),

0= H(§r ,5‘9) following Morinishi et al (2004). Figure 1 illustrates the physical and computational

domain. Solution of the governing equations was obtained with a conservative finite difference.
The finite difference methods present the advantages of being straightforward and easy to use
unless the coefficients involved in the equations are discontinuous. Therefore, the transformed
momentum and continuity equations were approximated using a finite difference scheme with
an Arakawa C grid. Solutions of the governing equations were obtained with an Alternating
Directions Implicit method. The ADI technique employed here assumes that the time step is split
into two halves and at each time step the flux component in one direction and water elevation
are computed at the upper time step, whereas all the other variables are written at the lower
time step. Subsequently a tridiagonal system of equations resulted in each direction and
solutions were got by means of Thomas algorithm.
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with: (hgr ,hég) geometric scale factors of the transformation from cylindrical polar coordinates into
rectangular coordinates [m]

J; the Jacobian of the transformation from cylindrical into rectangular coordinates
[Je = hér hgg ]. It is called dilatation and represents the ratio of an elementary volume to its initial

volume. A proper transformation requires that 0 < Jg <o, i.e. the Jacobian has a finite positive
value.

158



5th International Short Conference on Applied Coastal Research
6th-9th June, 2011 - RWTH Aachen University, Germany

-

-

1 2 3 4 5 6 7 B [ 1] 1 12 13 14 N 13;

Figure 1: Simplified physical and computational plane for a hypothetical estuary [after Morinishi
et al. (2004)]

The model simulated a 20km long harbour defined between two concentric circles (r\=7500m,
r,=27500m) and two radii (6,=252°, 6,=288°) making a 36° angle at the centre [figure 2]. A
constant water depth of 10.0m and a uniform bed were considered. Tidal forcing was specified
at the open boundary (r,=27500m) by a sinusoidal wave with amplitude 2.077m and tidal forcing
period 12.5 hours. Closed boundary condition assumed that normal velocity to the boundary is
set to zero. New model included a weak temporal filter, namely the Robert-Asselin filter [Asselin
(1972)], due to solution splitting at odd and even times. The value of the Asselin filter coefficient
was chosen 0.1.

FINE RESOLUTION

COARSE RESOLUTION

Figure 2: Considered domain

3 Preliminary Results

The Depth Integrated Velocities and Solute Transport model, a Cartesian coordinates model,
was chosen for comparison of the results due to its extensive usage in industrial applications,
i.e. Hartnett at al. (2010). Models set up and results obtained using both the rectangular model
DIVAST and the new model for the same geometry were as follows:

e Boundaries of the considered harbour were represented by interpolation onto a
rectangular grid for the rectangular model. Subsequently, a 60x52 grid was employed
with grid spacing Ax=Ay=353m. Simulation time was 144.00 hours, and time step was
At=10.0sec. Tidal forcing was specified within rectangular model on a straight line, due
to the inability of specifying the forcing on a curved boundary.

e The new model was run for the same simulation time (144.00 hours), and At=10.0sec.
Computational grid dimensions were 42x38 with grid spacing A&’ =A§9 =1. The
geometrical scale factors were h§r =500m, while h§0 varied from approx. 131m to

480m. Tidal forcing was specified with the same expression as within the rectangular
model.
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Total velocities predicted by the new model were in agreement with those predicted by
rectangular model. Also, a phase shift could be noticed in the new model predicted total
velocities.

Due to the geometry considered, with a larger width at r2=27500m and narrowing width
until r1=7500m, a slight increase in water level was expected. Both models predicted
the increase, with new model results similar to those obtained from rectangular model.
A phase shift was observed in the water levels obtained from new model.
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Figure 3: Total velocities comparison.
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Figure 4: Water elevations comparison.
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Figure 5: Water elevation and total velocities at r=17000m in new model, corresponding to
point C in rectangular model

160



5th International Short Conference on Applied Coastal Research
6th-9th June, 2011 - RWTH Aachen University, Germany

Flow field for rectangular and new model is represented in figure 6.

Figure 6: Flow field for rectangular model and new model. A, B, C, D, E were points where
comparisons of water levels and total velocities with results from the new model were
made

4 Conclusions

Development of a two-dimensional estuarine hydrodynamic model in cylindrical coordinates was
described herein. The mathematical development including depth integration of the governing
equations written in cylindrical coordinates and mapping transformations onto a rectangular grid
was presented. The model was tested in a domain defined between two concentric circles and
two radii. A uniform grid was employed in both directions with Ax= Ay in the computational
plane. The solution was obtained with an ADI technique combined with Thomas algorithm.
Subsequently, the results were mapped back into the physical domain. A robust Cartesian
coordinates model (DIVAST) with a uniform grid (Ax=Ay) was used for comparison of the
results. A sinusoidal forcing was simulated at the outer radius with amplitude 2.077m and a
period of 12.5 hours. The two models were run for a period of 144 hours. Comparisons between
results obtained using both the new model and the rectangular model for the same geometry
showed good agreement and further research is considered for evaluation and verification of
the new model.
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A 2D morphodynamic-numerical model of the surfzone
“Strand”

Peter Mewis'

Abstract

“Strand” is a two-dimensional numerical model for the simulation of morphodynamic changes in
the surf zone. It is based on unstructured triangular mesh. It simulates vertically integrated flow
velocities and sediment fluxes and is coupled with the wave model SWAN. The important
processes of surf zone development are implemented. Due to the process based approach it is
well suitable for prognostic simulations.

Two-dimensional modeling of the near-shore bears the potential of computing the cross- and
long-shore transport rates at the same time and in their direct interrelation. Coastal structures
are resolved by the model mesh and their action can be investigated.

The model is capable of reproducing a concave beach profile, which is similar to the well known
Bruun’s profile. It is also capable of reproducing a breaker bar.

The application of the model is possible for the simulation of morphodynamic response around
jetties, breakwaters, artificial reefs, permeable and impermeable groines and for the siltation of
navigational channel. It can also be applied for the optimization of beach nourishment
campaigns.

An example application is given for the depth development of a 5 km long part of the Baltic Sea
coast, where a harbor has been build.

Keywords: morphodynamic modeling, sediment transport, coastline development, numerical modelling

1 Introduction

The sediment transport processes and the resulting morphodynamics of the nearshore coastal
zone are quite complex. Self developing structures can be met, as there are longshore bars,
crescentic bars, beach cusps and others. The intense near-shore coastal morphodynamic
processes that make up the dynamics are not entirely understood today. New proposals like
acceleration based transport are under consideration.

New formulas for net transport rates are still being developed. Beside field measurements the
complex behaviour can be investigated with the help of numerical models. It is already a long
time ago, that the model SBEACH has been developed. A rough division of the surf zone is
made, for the application of specific formulas in the divisions. On the other hand the experience
in the application of those models let the engineers trust the results of the computations within
certain limits. In one-dimensional models the interaction of long-shore and cross-shore transport
rates is not accounted for. Nevertheless in many applications it is unclear whether the cross-
shore processes play a significant role or not. It would be of great advantage to have a two-
dimensional model that describes all the different modes of transport in a natural process based
manner. Because a large fraction of the sediment is transported along the bar, it is desirable to
incorporate the bars in the simulation system. Unfortunately the dynamics of the bars is still
difficult to be predicted.

Bagnold 1981 was the first who used the wave induced transport and the downslope transport
to calculate the equilibrium beach profile on a process base.

The basic near-shore processes have been described by Roelvink and Stive 1989. An early
attempt for 2D coastal modelling is described in de Vriend et al 1993. Even today highly
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simplified formulas and models are applied, when the development of the coastline is to be
calculated.

2 Parameterizations

Some of the relevant processes are acting down to a water depth of 10 m and more. The
sediment is transported by a combination of the depth averaged velocity and other components
like undertow, the mass transport velocity, asymmetry of the waves and the bed slope. The
sediment diffusion and the downslope transport have been implemented in the transport formula
for the moving sediment. The sediment transport is implemented as a single mode for both
bedload and suspended load in a mass conservative way. For the entrainment of sediment the
following formula is used:

E=a(bu,, 2+u2-0_2)"° (1)
with uz mean current velocity [m?#/s?]
2
Upor bottom orbital velocities [m?/s?]

u_2 critical velocity for initiation of sediment transport including bed slope [m?/s?]

cr
a,b calibration constants

The entrainment of sediment into the water column depends on flow velocity, wave orbital
velocity and wave breaking. The breaker energy flux may also be incorporated in the
entrainment function E. In the examples below it is however not switched on.

The model calculates the actual sediment transport rates as concentrations with a certain
velocity. The transport velocity of the sediment is calculated by the following formula:

Uy = U+ W- (masstr+asymmetry—roller) (2)
with w is the energy mean propagation direction of the waves
a

is the mean vertical averaged current velocity computed by the flow model
Mmasstr is the classical formula for the mass transport velocity
rolleris the roller mass flux divided by the water depth

asymmetry is a function of water depth, wave length and wave height, described by a set of
values pre-computed from the stream function wave theory under the assumption of a
horizontal bed. This function is strongly increasing with wave shoaling. Before wave breaking it

is however slightly decreasing.

In the computations one mean grain size is used. The resulting cross shore bed profiles are in
agreement with the measurements and also with the typical one found by Bruuns and Dean.

Because the breaker zone starts right at the seaward slope of the bar and depth induced
breaking stops at the crest of the bar, an undertow proportional to the roller energy would
prescribe the maximum seaward velocities at the crest of the bar. For a proper calculation the
undertow cannot be the largest directly at the crest of the bar, as computed with this standard
formulation. This is because the bar starts to move (seaward) in this case. It seems, that without
a delay of the undertow, no stable bar will develop. In this case the bar is always propagating
seaward. Otherwise, with an artificial shift of the wave energy to the shore, the bar becomes
stable at a certain point, that depends on the parameters. For the shift simply a fixed distance of
about 20 m was used.
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3 Numerical scheme

The flow chart of “Strand” is given in figure 1.

v ¥
flow model wave model
shallow water (wave action equation)
equations “SWAN”
currents wave wave orbital
tide, wind height velocities
L
Y
sediment <
entrainment

v

sediment
concentr.

sediment locomotion
- asymmetry (vertical
and horizontal)

- undertow
bed
- downslope transport levels

- mass transport

> bed changes

Figure 1: Flow chart of the computation in “Strand”

The morphodynamic model that has been applied in this study has been developed by the
author. It comprises a flow solver based on the shallow water equations and a transport solver
for sediment concentrations.

The model is based on the finite element method using triangular elements. This way
unstructured grid can be used, that are very flexible in resolving hard structures. The model
allows for wetting and drying. It is very stable und exactly mass conserving with respect to water
and sediment.

One specific feature is the possibility to account for permeable groins. The elements, where the
groins are located have an additional friction that depending on the permeability of the groin
decelerates the current.

Wave propagation into shallow water is computed with SWAN. The roller concept of Svendsen
1984 is applied to calculate the radiation stress and undertow velocities. In SWAN the wave
breaking is implemented according to Battjes and Janssen, that means the waves break when a

certain relation between depth and wave height:” =Hpo /d =073 is reached. Wave Triad
interactions are switched on. Radiation stresses are computed in Strand after Svendsen from
wave height and roller energy gradient.

The model is a coupled morphodynamic model that calculates the waves, currents and the bed
changes with instantaneous feed back. Coupling between SWAN and Strand is realized via the
unix-pipe mechanism, that allows for a very fast transfer and a perfect timing of the runtime of
the two computational processes.

Costal areas of 10-20 km length can be simulated for several days. With this kind of complex
model it is not possible to compute the bed changes of a time series with a length of several
years. Therefore a combination of the time-lapse or morphodynamic factor and a
morphodynamic representative wind and wave load scenario has been chosen. The scenarios
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with their forcing needs to be selected carefully for the purpose of long term simulations, as
described by D. Roelvink earlier.

Because not each individual wave but only the wave energy is simulated, the swash zone
cannot be described by this type of model. Nevertheless the surf beat phenomenon Thornton et
al 1996 can in principle be modelled this way. For a depth range between 0.5 m below water
level and twice the significant wave height above the water level a prescribed inclination of the
bed in the swash zone has been implemented. This means that the sediment is redistributed in
the swash zone to obtain a certain inclination of the bed in the direction of wave propagation.
Using this approach sediment can be eroded from dry areas, thus allowing in principle for dune
erosion.

Boundary conditions are equilibrium transport at the open boundaries. The bed-levels are fixed
in small part all along the open boundaries. This way The appropriate wave, flow and sediment
concentration patterns can establish.

4 Application of the model to the tide-less Baltic Sea coast

The study area is located at the coast of the Baltic Sea (see Fig. 2), that has nearly no tidal
range. At several locations the coast is protected against erosion by permeable wood pile groins
at the Baltic Sea coast. These groins can be taken into account in the model Strand.

Several years ago the marina of the town Kiihlungsborn was constructed. To investigate the
influence of a harbour jetty system on the long-shore sediment transport in combination with the
cross-shore transport the model Strand is applied. The bed levels have been kindly provided by
the State Department of Environment (LANU) of the German state Mecklenburg-Vorpommern.

‘ Sweden
Denmark

Figure 2: Location of the study area in the south west Baltic Sea.

The model is driven by the wind and wave boundary conditions. The orientation of the coastline
is almost east-west. The wind is blowing mostly from west, sometimes from north-east. The
wave propagation is fetch limited in this south-west part of the Baltic Sea. Two major wave
directions prevail, one is from north-east the other is from west-south-west. An averaging with
respect to the effect on the long-shore sediment transport rate is possible by using the weight
cos(a)sin(a), where a is the angle between the wave propagation direction and the orientation of
the coastline. The transport direction is changing often within a year. For westerly wind
directions the waves are running at a high angle to the shore. The main transport direction is
from west to east.

A 5 km long and 2 km wide part of the coastline (fig. 3) has been simulated with the model. The
grid is based on triangular elements. The grid consists of about 50000 nodes and 100000
elements. For the wave model a curvilinear grid consisting of 60000 nodes has been used (see
fig. 4). In this part the coast of the Baltic Sea is characterised by longshore bars. A significant
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fraction of the longshore transport takes place at the bars, what has a significant effect on the
resulting bed level changes.

Figure 3: Depth contours of the entire model domain. The harbour jetties are very well
reproduced with finite elements in depth distribution.

In the FEM model grid the harbour jetties are implemented in the depth distribution (see Figure
3). The mesh-nodes of the jetties are not erodible in the model, thus representing a hard
structure. For the wave model the jetties are given by polygons. Due to interpolation between
the curvilinear and the triangle-mesh problems have occurred close to the jetties when
calculating the radiation stress. After careful adjustment of the FEM grid and of the polygons
used in SWAN these difficulties have been overcome.

For the wave model SWAN a curvilinear grid shown in figure 4 had to be constructed, that
covers almost the same area as the flow model.

{

.9 SV WaMihr
——

Figure 4: Computational grid for the SWAN model.

The model has been calibrated mainly to reproduce the appropriate suspended sediment
concentrations and realistic long-shore current velocities. It is assumed, that the transport rates
are also realistic if these two quantities are well estimated. Thus within the calibration the
empirical factors for the entrainment function are adjusted. A very sensitive part is the
adjustment of the values for the undertow. As mentioned above the shift of the wave energy is
purely hypothetical and prescribed in the simulations. The weighting of the involved processes
is therefore also vague and aims on the reproduction of the average inclination of the bed at this
coast and on the long-shore bar geometry.
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5 Simulation results

Two different wind directions 10° and 290° were calculated. The first one hits the coast almost
perpendicular; the second induces intensive longshore currents. Here the results of the 290°
simulations are shown.

Due to the jetty system the long-shore current is deflected into the deeper parts of the model
domain. Behind the jetties a backwater or recirculation zone establishes in the flow field. The
complex flow patterns shown in figure 5 arise from wave breaking over the shallow parts of the
model domain. The wave field is reacting on this flow field. The currents carry sediment in a
complex way along the coastline. Not in every case a straight longshore bar is forming. A typical
plot of the resulting sediment transport pattern for 10° wind direction is shown in figure 5.

The initial topography of the model is constructed from measurements and can be seen in figure
6. At the time of measurement the harbor already existed for about one year. Therefore the
influence of the jetties is at least partially already present in the depth distribution.

Lo f25.00250.00 m : AL §

Figure 5: Vectors of the sediment transport rates at a certain time instant of the unsteady
computation on depth contours. Wave direction is 10°.

Behind the structure the sediments are re-approaching the beach. The distance, at which the
sediment is moving back to the beach is longer than expected, in other words the leeside
erosion is very elongated and less severe than expected in advance. A similar result has been
obtained by Roelvink and Walstra 2004.

In Figure 6 and 7 the initial and final depth distribution in the model domain is shown. The
simulation was run for wind and waves from WNW 290°. The computation was a real time (no
acceleration) storm event with a wind speed of 20 m/s that lasted constantly for 11,5 days.
Depth changes are limited to the shallower near-shore parts of the model domain, where the
wave induced currents are strong. In the figures the sediment accumulation in front of the cross-
jetty can be seen. This bar like structure drains the sediment around the jetties. Thus the long-
shore transport is moved a bit seaward.

168



5th International Short Conference on Applied Coastal Research
6th-9th June, 2011 - RWTH Aachen University, Germany

0.0 187.50 r’75.00 L]

Figure 6: Depth distribution for the initial state of a computation. Red color indicates shallow.

o |
b DD SO e D D |

L
N Y Y

2.0 267,50 375.00 =

Figure 7: Depth distribution for the final state of a computation with wind and waves from 290°.

In the 10° simulation, not shown here, no intense long-shore transport is developing, but instead
a bar is developing in the western part of the model domain.
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6 Conclusion

The model Strand has been applied to the tideless Baltic Sea Coast at two locations. It is shown
that the model is capable of reproducing a concave beach profile, which is similar to the well
known Bruun’s profile. Moreover it reproduces a long-shore breaker bar. This is a result of the
opposing action of the onshore directed transport processes wave induced transport via
asymmetry and mass transport velocity and offshore directed transport processes downslope
transport and undertow.

In the example of a harbour in Kiihlungsborn the sediment moves along a bar to the seaward
end of a harbour jetty, thus establishing a transport route around it. The ability to simulate the
beach development behind a breakwater producing a salient or tombolo has also been shown
earlier.

The model can be applied for the simulation of morphodynamic response around jetties,
breakwaters, artificial reefs, permeable and impermeable groines and for the siltation of
navigational channel. It can also be applied for the optimization of beach nourishment
campaigns.
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Steady streaming and sediment transport generated by

propagating sea waves

Paolo BIondeaux1, Giovanna Vittoriz, Antonello Bruschi3, Francesco LaIIi4, Valeria Pesarino®

Abstract

A numerical model for the simulation of flow and sediment transport in the bottom boundary
layer generated by regular sea waves is presented. Both the velocity field and the sediment
transport rate are determined up to the second order of approximation, thus evaluating the
steady streaming and the net (wave averaged) flux of sediment induced by nonlinear effects.
Turbulence closure is implemented by means of a two-equation eddy viscosity model
(Saffman,1970). The suspended sediment concentration is determined by solving an advection-
diffusion equation, and then the suspended load is evaluated by computing the sediment flux.
Empirical relationships are used to estimate the bed load.

Keywords: sea waves, boundary layer, sediment transport.

1 Introduction

In the present paper we tackle the theme of sediment transport due to waves propagating at the
sea surface. At the first order of approximation in the wave steepness, a symmetric oscillatory
flow is induced close to the bottom, and there is no net sediment motion. On the other hand, at
the second order of approximation, nonlinear effects in the bottom boundary layer produce a
steady streaming and a net sediment transport, which becomes significant for waves of large
amplitude. Hence, to obtain reliable estimates of the sediment transport rate in coastal
environments and to predict erosion and deposition processes, it is necessary to have a
detailed knowledge of the flow within the bottom boundary layer generated by propagating
surface waves and, in particular, to take into account nonlinear effects.

An oscillatory boundary layer with a uniform velocity in the flow direction is considered in many
studies and experimental works as a prototype of the boundary layer at the bottom generated
by propagating sea waves. In particular oscillating water tunnels are used to reproduce the
hydrodynamics and sediment transport induced by sea waves close to the bottom (Van der
Werf et al., 2009). However, as recently pointed out by Gonzalez-Rodriguez & Madsen (2011),
the flow at the bottom of sea waves depends on the coordinate pointing in the direction of wave
propagation and this spatial dependence induces a steady streaming, which is not reproduced
in a symmetric oscillating flow. In particular, in the mentioned paper it is shown that the
sediment transport is largely affected by the steady component of the velocity field.

The increasing power of actual computers would suggest to determine the turbulent flow at the
bottom of gravity waves through direct numerical simulations (DNS) of continuity and Navier-
Stokes equations. A simulation of the transition from the laminar to turbulent regime and an
attempt to reproduce the elementary process which maintain the turbulence in oscillatory
boundary layers was made by Vittori & Verzicco (1998) and by Costamagna et al. (2003).
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Actually the more reliable models used to estimate sediment transport are based on intra-wave
approaches, i.e. they are based on a full time-dependent simulation of sediment concentration
during the wave cycle. Vittori (2003) evaluated sediment concentration under progressive sea
waves, employing the flow field provided by direct numerical simulations and using a
Lagrangian approach to determine sediment dynamics. However, field cases are often
characterized by large values of the Reynolds number, hence for their simulation it is necessary
to use Reynolds averaged Navier-Stokes (RANS) equations. Numerous works based on RANS
equations have been devoted to determine the amount of sediment moved by propagating sea
waves. An exhaustive review is not the aim of the present paper. Let us only point out that, to
our knowledge, both the theoretical/numerical analyses and the laboratory experiments
consider a streamwise uniform flow. For example, recently, Hassan & Ribberink (2010) have
used a one dimensional RANS diffusion model to study sand transport processes in an
oscillatory boundary layer and verified the results of their model by comparing the theoretical
predictions with laboratory measurements performed in different wave tunnels.

In this paper we present the results of a detailed analysis of the streaming velocity and
sediment dynamics in a fully developed turbulent boundary layer produced by a uniform train of
progressive finite-amplitude surface waves. Turbulence characteristics are determined by
means of the two-equation closure model of turbulence proposed by Saffman (1970). The
unsteady turbulent boundary layer at the bottom of gravity waves is studied, taking into account
second order effects in the wave steepness. Moreover, we estimate the sediment transport rate
by evaluating the bed load by means of an empirical predictor and the suspended load as the
sediment flux. The latter is computed after the evaluation of sediment concentration which is
given by the solution of an appropriate advection-diffusion equation.

2 Mathematical formulation

In this paper we propose a model for simulating the flow field induced by a two-dimensional
monochromatic surface gravity wave, propagating in waters of constant depth ho* [m], close to
the bottom. In the following we use a * to denote a dimensional quantity, while the same symbol
without * represents the dimensionless counterpart. The wave period and length are T=2m/w’ [s]
and L'=2m/k [m] respectively, where w’ indicates the wave’s angular frequency [s™'] and k™ its
wave number [m™"]. Then, let us introduce a Cartesian coordinate system (x,y’,z ), with the origin
on the sea bottom, with x axis directed along the direction of the wave propagation and
pointing off-shore, and the y~ axis directed upward. Hence, the free surface is described by:

y =h+n"(x",t)=h; +¥[ei‘k***”ﬁ*) + c.c} +hot. (1)

with a*(x*) wave amplitude [m]
c.c. complex conjugate
h.o.t. higher order terms

rf free surface elevation [m].

The problem is formulated in terms of the following dimensionless variables:

x,y) . n
X, y)=—=—, t=tw, n== 2
(x,y) === 1= (2)
V) 0
ulv = * * 1 = * ok * * 3
uv) a0 /S P pag(w)’L/s 3)
with uandv components of the velocity vector along the x and y axes respectively [m/s]
and
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p* water density [Kg/m3]
p pressure [IN/m?]
S factor equal to sinh(2trho /L).

Hence, the velocity field can be obtained by solving the following equations:
ou  ov

—_—r =
ox oy (4)
. oT
Ny 8o N MO T (5)
ot LS| ox oy ox oy
. oT,, arT
ﬂ+ a*° ug+vg =—>4 X (6)
ot LS| ox oy ox oy
In (5) and (6) T is the stress tensor, given by:
v ou v ov
T,=P+2——@0+v)—; T, =—P+2——[1+v,)—; 7
a)*(L*)Z T ax yy a)*(L*)Z T ay ( )
v ou ov
Tx :TX:T(:L-FV —+— 8
Y y ® (L )Z T{ay axj ( )
where v kinematic viscosity of the water [m2/s]
vr eddy viscosity (v1= VT*/V*) [m2/s]
and P is the dynamic pressure expressed by
'S
P=p+——c(y—h). 9)
ao(a) )2

The problem is then closed by the no-slip boundary condition at the bottom and by the
kinematic and dynamic conditions at the free surface. Furthermore, in order to describe the
damping of the wave amplitude due to viscous effects, a new variable is introduced:

*

o
5 (10)

X=X

with S = 1/2v*/of thickness of the bottom viscous boundary layer. [m]

It is also useful to introduce a set of coordinates to describe the flow in the bottom boundary
layer and to incorporate the periodic variability in space and time:

(i,y)=(x'7y), t =272+t (11)

A standard two-equation turbulence model (Saffman, 1970) is used to evaluate eddy viscosity
vr . The eddy viscosity is assumed to be a function of turbulence local properties, namely a
pseudo energy e and a pseudo-vorticity Q" (see relationship (12)), which are assumed to satisfy
nonlinear diffusion equations and appropriate boundary conditions (Blondeaux, 1987). In
particular, at the bottom, the pseudo vorticity is forced to assume a value which depends on the
roughness size (Saffman, 1970) while the pseudo-vorticity vanishes.
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Vi= (12)

The resulting problem is characterized by the small parameter 5=5*w’, which turns out to be a
small parameter. The solution is expanded in terms of &:

(qu1 p:e!Q)z(umVo’ pO’eOlQO)+5(ul'vl! pl’ellgl)+o( 2) (13)

and the problems at the different orders of approximation, which are obtained by substituting
(14) into the governing equations are solved in succession.

The sediment transport is split into two parts: suspended sediment transport (Qs) and the bed
load rate (Qu,). Once the hydrodynamic field is determined, the suspended sediment
concentration c is obtained by solving the advection-diffusion equation:

6—3+&(u6—5+2w‘u6—3+(v—v5)8—3j=

ot 2| o ot &
1]0 aoc ac
+—<—= D. —,__+2 O— | |+
2{ax{ T(ax g ﬂ (14)
27620, L 12762 D, 2ps L |+ 2| p, &
at| " ox ot al ol

where D= v1 /v and vs is the dimensionless fall velocity of the sand particles (vs=vs /Uy ), which
is assumed to depend on the sediment Reynolds number R:

. :\/(pi/p*il)g*(d*)z_ (15)

. v

As for the hydrodynamic problem, the solution is expanded in terms of the small parameter &:
C=Co+ &, (16)

Then Qg is evaluated by integrating c¢ from a reference level close to the bottom, up to the free
surface (17).

%2

Ya 0
Q=—"" — — d=— (17)
* o d J ./p —1)g’d 8
The reference level and the bed load rate can be evaluated using several empirical
formulations. In this paper we use those proposed by Garcia & Parker (1991) and by
Zysermann & Fredsoe (1994).

Yret

ucdy, where w, =(
P

The outlined continuous model is transformed in a discrete problem by means of finite
difference approximations. Spatial derivatives are discretized by second order centred
schemes, whereas time marching is performed by means of a second order Runge-Kutta
scheme.

3 Results

In order to test the model, numerical results have been compared with laboratory experiments.
Since most laboratory experiments have been performed in U-tubes, the present model has
been adapted, by assuming uniform flow, to simulate this case too. However, as already pointed
out, even if U-tubes are capable of reproducing an oscillating flow over a sandy bottom at first
order, they can not reproduce the steady streaming component (which is O(8)). To show the
difference between the two approximations in modelling the actual boundary layer, the results of
the model for the case of the wave-induced flow are compared with those obtained for the U-
tube.The two solutions do not differ at the leading order of approximation, hence in figure 1 only
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the dimensionless value of the steady velocity component at the second order us (multiplied by
0) is shown.
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Figure :  Steady velocity component generated by an oscillatory boundary layer in a U-tube

(broken line) and at the bottom of sea waves (solid lines) for two different values of T
(U 1ms=0.6 m/s, R=0.6, d=0.13 mm).

Figure 1 shows, for values of the parameters similar to those of the experiment of Ribberink &
Al-Salem (1994), the time-averaged velocity profiles both for the U-tube arrangement and under
a sea wave. It is worth pointing out that U,,s=0.6 m/s, R=0.6 and T=7 s and T=10 s correspond
to waves characterized by amplitudes of about 1.1 m, 1.3 m, wavelengths of about 47.9 m, 89.7
m, propagating in waters of constant depth equal to about 5.6 m and 9.3 m, respectively.
Hereafter U, indicates the root mean square of the velocity outside the bottom boundary layer
and R is the asymmetry index defined as U/(U.+U;) (where U, is the crest velocity and U, is the
through one). It can be appreciated that even though the values of U, T, R and d (sediment
size, i.e. Dso) are the same for the U-tube and wave cases, the U-tube case leads to values of
the steady streaming which are different from those found for an actual wave because of the
x—dependence of the latter. Moreover, the former does not depend on the wave period T.

Figure 2 shows a comparison between the numerical predictions at the leading order of
approximation and the experimental measurements carried out in a U-tube for the rough wall

case by Jensen et al. (1989). The agreement is good and a similar agreement is obtained if a
smooth wall is considered.
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Figure 2: Dimensional velocity profiles for an oscillating flow over a rough wall. Labels are wave
phases in degrees. For phase falling between —-180° and -90° and between 90° and
180°, the flow is a mirror image of the one shown in the figure. The solid curves are
calculated profiles and the dots are the data from test13 in Jensen et al. (1989).
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Therefore present results as well as those described in Blondeaux (1987) support the numerical
solution at the leading order. However, the main purpose of the present analysis is the
investigation of the steady streaming generated by propagating sea waves, which appears at
the second order of approximation. A comparison of the computed values of the streamwise
steady velocity with the experimental results obtained by Van Doorn (1981) in a wave channel is
shown in figure 3. Hereinafter, negative values of the steady velocity indicate currents in the
direction of wave propagation. The parameters of the model are fixed considering a wave
amplitude equal to 5.2 cm, a wave period equal to 2 s, a water depth of about 30 cm and a
regular roughness characterized by a size equal to 2.1 cm. Van Doorn (1981) measured the
velocity profile in two positions: above the crest and the trough of roughness elements. Close to
the bottom, a fair agreement between the numerical results and the average of the
measurements above the crests and troughs of the roughness elements is found and supports
the present model. Far from the bottom, significant differences appear which might be induced
by the finite length of the wave channel used in the experiments which induce a strong return
flow.

*
u  [em/s]

Figure 3: Comparison between the steady velocity profile and the experimental data of Van
Doorn (1981). Black squares are the velocity measurements above the roughness
crests and the dots are the velocity measurements above the roughness troughs.

Figure 4 shows a comparison between the sediment concentrations obtained by means of the
present numerical model and the ones measured by Ribberink & Al-Salem (1994) in a U-tube,
for Us=0.51 m/s and 0.56 m/s, R=0.64 and R=0.62, and two quite different values of T, namely
5 s and 12 s. Taking into account the empiricism of the bottom boundary condition for sediment
concentration, the agreement between the model predictions and the laboratory measurements
is satisfactory.
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Figure 4: Suspended concentration profile in plane-bed and sheet flow conditions. The solid
curves are the profiles calculated using the reference concentration of Zyserman &
Fredsoe (1994), the broken curves are the profiles calculated using the reference
concentration of Garcia & Parker (1991) and the dots are the data from Ribberink & Al-
Salem (1994). The values of the parameters are Ums=0.51 m/s and 0.56 m/s, R=0.64
and R=0.62, and two quite different values of T, namely 5 s ( test B15 left) and 12 s
(test B16 right).

4 Conclusions

In this work an analysis of the turbulent boundary layer induced by a sea surface wave is
performed, by means of a in-house numerical model for the flow and sediment dynamics.
Calculated and measured velocities are compared, showing a reasonable agreement. A
comparison of the predictions of the sediment concentration and of the sediment transport rate
with laboratory measurements further supports the model formulation. As a result, the proposed
numerical model is capable to reproduce the pick-up of sediment and its concentration
generated at the bottom of surface waves: such flow-particle interactions are significantly
different from the ones induced in a wave tunnel by an oscillatory flow.
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Short-term simulation of the evolution of a curvilinear coast

Alejandro Lopez-Ruiz’, Miguel Ortega-Sénchezz, Asuncion Baquerizo® and Miguel A. Losada®

Abstract

This work explain the formation and evolution of shoreline undelations on the curvilinear coast
of the Dofiana Spit at the Guadalquivir estuary (Spain) using a one-line type model. The model
takes into account the variation of the surf zone width due to the convergence and divergence
of the waves propagating over a conical bathymetry with a small radius of curvature. The
system was forced with a series of five-year wave climate simulations and the intrinsic
uncertainty associated to the climatological agents was measured. A predictive analysis of the
shoreline position after 5 years of climatic forcing is presented focusing on the wavelength and
amplitude of the shoreline undulations developed.

Keywords: shoreline sand waves, curvilinear coasts, surf zone, alongshore sediment transport

1 Introduction

Coastal zone management requires the proper modeling of morphological changes that occur
as a result of a complex multi-scale interaction between the climatic conditions and the
topography. It also requires accounting for the intrinsic uncertainty associated to the stochastic
character of the climatic forcing (Baquerizo and Losada, 2008). This is particularly important at
littoral zones with a relevant environmental and socio-economic value, like the spits at the
mouth of estuaries. One example of this mophology is the Dofiana spit, located at the
Guadalquivir River mouth (Southern Spain), study zone of this work (Figure 1).

Figure 1: Location and aerial photographs of Dofiana spit taken in 1956 (left) and 2008 (right).
The shoreline undulations (white dashed line) are present in both photographs. The
wave rose of the zone is plotted in the right picture.
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One of the shoreline features associated to the spits are the medium to large scale shoreline
undulations. They are slight undulations of the shoreline with wavelenght of A= 10" — 10° and
amplitude a = A/10 that can be ephemeral or permanent, and that generally appear where the
coast become curvilinear. These features can also migrate changing their location as the wave
conditions change. These shoreline morphologies can be observed in Dofiana spit (Figure 1)
but also in other spits around the world (Figure 2).

» 4

Sﬁ..lsiﬁnd (Germany) &= 2 Capet Lepkoutf{USA)

1
.fﬁ-‘,

Hook (USA)

Figure 2: Examples of shoreline undulations observed in Sylt Island Spit, Germany; Cape
Lookout Spit, North Carolina, USA; Arcay Spit, France; and Sandy Hook Spit, USA
[Courtesy of Google Earth].

Although no conclusive explanation has been found in the literature for the formation of the
shoreline undulations at the rounded edge of spits, there are some theories about the
development of similar coastline features like sand waves, characterized by alongshore spatial
scales larger than those of the surf zone. The wider extended theory for the formation of these
sand waves is the High Angle Wave Instability (HAWI). It was originally proposed and
developed by Ashton et al. (2001), and further completed by Falqués (2003) and Ashton and
Murray (2006a,b). According to these studies, the predominance of offshore HAW can cause a
shoreline to self-organize into regular, quasi-periodic shapes (sand waves) similar to those
found along many natural coasts at different scales. The one-line type models developed from
the HAWI are capable to reproduce alongshore sand waves on rectilinear coasts.

Lopez-Ruiz et al. (2011) have shown that the formation, growth and decay of shoreline
undulations at spits is strongly dependent not only on the wave climate severity and persistence
but also on the alternance of storms with mild conditions. To study these morphologies they
used in their work a one-line model that incorporates a sediment transport formulation that
accounts for the effect of wave propagation at a conic-type bathymetry associated to a
curvilinear coast.

Otherwise, for changes occurring over decadal scales, Baquerizo and Losada (2008) presented
a methodology to predict the evolution of morphological features driven by climatological agents
and the assessment of the associated intrinsic uncertainty. In this work we use their
methodology with the model proposed by Lépez-Ruiz et al. (2011) to analyse the uncertainty of
the evolution of the shoreline undulations observed at the Dofana Spit, located at the
Guadalquivir estuary (Spain). It will be shown that these shoreline undulations seem to be
generated by the simultaneous effect of the local alongshore variation of energy (due to the
morphology of the coastline) and the obliquity of incident waves. The model takes into account
the variation in the surf zone width caused by the convergence or divergence of the waves
propagating over a conical bathymetry of small radius of curvature. The longshore sediment
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transport varies with the angle formed by the wave crests and coastline, and with the surf zone
width. To complement previous experimental and numerical studies (Petersen et al., 2008), this
model focuses on the physical processes. Despite simplifications, this model was found to
adequately reproduce the length as well as the amplitude of the undulations observed.

2 Methodology

The methodology applied in this work has three steps: (1) wave climate simulation obtained
from wave data near the study zone; (2) application of a one line model defined for curvilinear
coasts; and (3) measurement of the intrinsic uncertainty associated to the climatological agents.
These steps are described in the following sections.

2.1 Wave climate simulation

Wave climate conditions were simulated using the methodology developed by Solari and
Losada (2011) for the wave height and a Vector Autoregressive (VAR) model for the wave peak
period and the wave angle.

The methodology of Solari and Losada (2011) for wave height simulation depends on two steps:
(1) the definition of a non-stationary probability distribution function that considers the seasonal
and annual variations, and (2) the study of the temporal dependency by means of the copulas.
A mixed parametric model with the Log-Normal (LN) distribution for the central area and two
Generalized Pareto Distributions (GPD’s) for the extremes were used for the non-stationary
distribution function. The thresholds between each distribution are time dependent to take into
account the seasonal variability of the wave climate. Using these functions, and imposing the
continuity condition and that the lower limit of the minimum GPD is zero, the model has 5
parameters obtained with maximum likelihood and the Bayesian Information Criteria (BIC). It
allows using the copulas method to deal with the time dependence. This time dependence is
modelled with an asymmetric Gumbell-Hougaard copula for the first order Markov process and
two Frechet-type copulas for the second and third order Markov process. Using this definition,
every wave height value obtained depends on the previous four.

The application of the VAR model has three main stages: (1) estimation of the non-stationary
distribution functions for both wave peak period and angle; (2) adjustment of the VAR model
used to explain the time dependence and the dependence between the variables; and (3)
simulation of the variables using the non-stationary distribution functions. For the wave period, a
mixed model with two LN distributions was defined, while for the wave angle a mixed model with
four stationary normal distributions truncated at 0 and 360° was used. The wave climate forcing
was provided to the one line model presented in the next section as a series of three-hour sea
states, the first of which started with the initial shoreline.

2.2 One line model for the evolution of a curvilinear coast

The one line model presented by Lopez-Ruiz et al. (2011) is applied in this methodology. It
takes into account that along curved stretches of coast with conic bathymetry of small radius of
curvature the breaking wave height cannot be considered constant. The wave propagation over
these contours produces a convergence of the rays on the coastal zone nearest to the direction
of the incident waves and a divergence in the opposite direction (Pocinki, 1950). To properly
characterize the wave energy variation along a schematic spit, the Ref-Dif model was used to
generate different cases of wave propagation over an idealized conical bathymetry with a
straight stretch of coastline followed by a curved stretch (Kirby and Dalrymple, 1983). The
results show a progressive decay in the surf zone width towards the tip of the spit for a high-
angle wave approach (Figure 3a). However, when waves arrive approximately normal to the
rectilinear stretch, (i.e. with angles of incidence close to zero) or with negative values, an energy
concentration is observed with a maximum in the surf zone width in the transition from a straight
to a rounded coast (Figure 3b). The latest effect was already observed in the numerical and
experimental study of Petersen et al. (2008).

Thus, for curvilinear coasts such as prograding spit fronts, the variation in the deep-water wave
angle induces alongshore gradients in the surf zone width, and therefore in the alongshore
energy. These gradients are expected to trigger the development of shoreline sand waves
(Lopez-Ruiz et al. 2011).
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Figure 3: Wave energy pattern at the prograding front of a spit: a) energy divergence associated
with high-angle wave approach; b) energy concentration associated with normal to
negative wave angle values. The angles of incidence are measured counterclockwise

from the positive Y axis.

To account for these longitudinal variability, Lopez-Ruiz et. al (2011) solved the mass
conservation equation in curvilinear coordinates using a sediment transport formula that
integrates the Inman and Bagnold (1963) formulation along a section perpedicular to the shore.
The reference frame was a curvilinear coordinate system (s,y), with s parallel to the shoreline
and y perpendicular to it (Figure 4).

A o) 1 %(S)  Breakerline

_0(s)

-‘I'.‘_'\"

X

Figure 4: System of coordinates with s the curvilinear coordinate of the shoreline; y the normal
coordinate; V(y) the alongshore current; R the radius of the mean coastal alignment;
ab(s) the wave angle at breaking; b(s) the surf zone width a(y) the wave angle; and
¢(s) the angle of the coastline.
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The hypotheses adopted for the analysis were the following: (1) since wave breaking is depth-
limited and the surf zone is saturated, the wave height in the surf zone H(y), the alongshore
component of the radiation stress S,,(y), and the wave energy flux E(y)cy(y) are functions that
decrease monotonically towards the coast and which are assumed to be continuous with
continuous derivatives. Their values can be obtained with the Snell law and linear theory as
exemplified in other works, such as Ashton and Murray (2006a), something usual in the
definition of one-line type models; (2) sediment size monotonically varies cross shore along the
beach according to Dean and Dalrymple (2001); (3) the turbulent diffusion is negligible.
Consequently, and ignoring the slope effects, the alongshore current generated by the breaking
waves and the associated alongshore transport are both parallel to the bathymetry.

Using these definitions and hypothesis, the one line model was defined using a modification of
the Inman and Bagnold (1963) formula, in which the cross shore variation of the sediment size
and the changes in the coastline orientation are included using the definition of angles given in
Figure 4. The total sediment transport parallel to the coastline Q(s) is obtained by averaging the
modified Inman and Bagnold (1963) expression in the surf zone:

1 b(s)
Q(s) = @f Sise(s,¥)dy = P1(b(s)) cos(2(s)) + Po(b(s)) sin(2¢(s)) (1)

with Sist the modified Inman and Bagnold (1963) formula [m3/s]

In this expression P4 and P, are polynomial functions that take into account the variation of the
surf zone width and wave angle at breaking and the sinusoidal functions consider the variation
of the angle of the coastline. If this expression is introduced in the sediment conservation
equation, the following expression is obtained:
op _ 10Q 1 i 31
%-"D3s - D [(Pz cos(2¢) — Py sin(2¢)) 5=
+<6P1 , +6P2 o )6b (2)
op C0S(29) + 5 7sin(29) ) =

with n(s,t)  the position of the shoreline [m]

D the closure depth [m]

The first part of the right hand side of the equation above considers the shoreline curvature
while the second part takes into account the alongshore wave energy variation. The shoreline
position for every time step during the morphological simulation is obtained with this equation,
given the wave climate parameters obtained in the previous section.

2.3 Assessment of the associated intrinsic uncertainty

To analyze the uncertainty of the shoreline predictions obtained with the one line model, the
following scheme was applied (Baquerizo and Losada, 2008). From the climatic data base we
performed a number of N 5-years wave climate simulations. For these N experiments the
shoreline evolution was simulated using the model described in the previous section, obtaining
N different shorelines. With these shoreline solutions, the EOF analysis and statistical inference
can be done to obtain a higher number of experiments and the probability distribution function of
some of the geometric characteristics of the coastline. Given the main objectives of this work,
the variables studied were the amplitude and the wavelength of the shoreline sand waves
obtained.

3 Application to Doflana Spit (Spain)

For the application of the proposed methodology to the Dofana Spit, the definition of the
geometric and sediment grain size characteristics of the study zone is necessary. The slope at
Dofana spit is 0,004 (in average) with a medium grain size of 0,177mm. Regarding the
geometric dimensions, the spit is about 1km width by 1.5 km long (the curved part).
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Figure 5: Geometric characteristics of the study zone modeled for the one line application to
Dofana Spit.

For the wave climate simulations, we used the data obtained at hindcasting point WASA14718
(36.5° N, 7° W), provided by Puertos del Estado (Ministry of Public Works, Spain, WANA
project) to obtain 100 series of five-year wave climate.

In the next step, during the five-year shoreline simulation, a different surf zone width was
defined for each 3hr sea state. The breaker line shape showed in Figure 5 corresponds to the
predominant wave incoming direction. However, the shape of this line evolves during the
simulation depending on the wave incoming direction (following the patterns observed in the
Ref-Dif propagations results, see Figure 3) and the deep-water wave height. In relation with the
propagation during the process, Hy is calculated imposing the surf zone width (which is similar
to using the breaking index), and ¢, is calculated propagating with the Snell law. The 100 final
shoreline obtained are showed in Figure 6a. In all the calculated shorelines, two shoreline
undulations with a different geometry are observed. They have wavelengths similar to the ones
we observed at Dofiana. The observations at Dofiana are derived from rectified aerial
photographs of different years. These undulations are present in all the photographs that we
have analyzed. Also, when comparing to the original shoreline position, a net advance of the
spit is observed. It is also important to mention that the net spit advance may be exaggerated
since river and tidal currents are not being considered.
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Figure 6: Geometric characteristics of the study zone modeled for the one line application to
Dofana Spit.
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Figure 6 also show the comparison of the previous results with the case of a spit where the surf
zone width does not vary alongshore Figure 6b. It can be seen that some slight variation in the
shape of the shoreline is produced as well as a net advance of the spit, although for constant b
the shoreline undulations are not generated. Thus, it can be concluded that a combination of the
curvature of the coastline and an alongshore variation of the wave energy are required to
generate the shoreline undulations.

Once the 100 final shorelines were obtained, the EOF analysis was used to obtain the values of
the undulations wavelength and amplitude after 500 experiments. With the available data, this
analysis is capable to explain the 95% of the shoreline evolution variance considering only the
first eigenfunction and more than 99% considering the first three (Baquerizo and Losada, 2008).

The analysis of the 500 amplitudes and wavelengths of the undulations shows that the value of
the wavelength is a quasi-deterministic parameter with 1, ~ 2000 m and 4, ~ 700 m. However,
the amplitude shows certain variability and their cumulative probability functions can be
obtained using statistical inference (Figure 7).
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Figure 7: Geometric characteristics of the study zone modeled for the one line application to
Dofiana Spit.
4 Conclusions

This work applies a one line model specially defined for curvilinear coast and uncertainty
assessment techniques to study the evolution and predict the geometry of the shoreline
undulations observed in the curvilinear coast of the Dofana Spit, located at the mouth of the
Guadalquivir River (Southern Spain). Special attention is focus on the variability of the wave
energy along the coastline depending on the deep-water wane height and direction. After
applying the proposed methodology, the following conclusion can be drawn:

1. The shoreline modelling of a curvilinear coast requires consideration of (1) coastline
curvature; (2) alongshore gradient of the surf zone width induced by the wave
propagation over a conical bathymetry; and (3) inclusion of both effects in the sediment
transport formulation.

2. Results after 100 experiments of five-year shoreline simulation show that shoreline
undulations with similar wavelength and amplitude to observations are always
developed.

3. After the simulations, a net longitudinal growth of the spit is observed, although
probably this effect is greater than reality because the effect of the river discharge and
tidal currents was neglected.

4. The proposed mechanism for the shoreline undulations development can be
complementary to others such as the instability mechanism of Ashton et al. (2001).
Indeed, the variations in shoreline morphology induced by the instability mechanism can
generate alongshore variations in surf zone width, which can initiate this process. On
the other hand, the morphology obtained with our model can provide the obliquity
necessary to activate the instability mechanism.
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Turbulent boundary layer and sediment transport under

a solitary wave: a RANS model

Giovanna Vittori' and Paolo Blondeaux'

Abstract

The flow field in the boundary layer at the bottom of a solitary wave is determined when the flow
regime is turbulent by solving Reynolds and continuity equations. The turbulent stresses are
quantified using the two-equation turbulence model of Saffman (1970) and Saffman & Wilcox
(1978) which appears to describe also the transition process. The results obtained for a smooth
wall show a good agreement with the experimental measurements of Sumer et al. (2010) and
with numerical simulations of Vittori & Blondeaux (2008, 2011). The model allows also a rough
wall to be considered. Attention is focused on the estimation of the bottom shear stress and the
evaluation of the sediment transport rate.

Keywords: solitary wave, boundary layer, turbulence, sediment transport

1 Introduction

To obtain accurate quantitative results on the flow field generated at the bottom of the sea by
the propagation of solitary waves, numerical simulations (Vittori & Blondeaux 2008, 2011) and
laboratory investigations (Sumer et al., 2010) have recently been made. These studies have
shown that the flow regime is laminar throughout the wave cycle, if the amplitude of the wave is
relatively small. Turbulence appears after the passage of the crest of the wave, if the ratio
between its amplitude and the water depth is larger than a critical value which depends on the
ratio between the thickness of the bottom boundary layer and the water depth. Close to the
critical conditions, both numerical simulations and laboratory experiments have shown that the
instability of the laminar flow leads to the appearance of regular two-dimensional vortices with
their axis parallel to the bottom and orthogonal to the direction of wave propagation. These
vortices are produced by the growth of two-dimensional perturbations, induced by the presence
of a negative pressure gradient that causes flow reversal near the bottom and an inflectional
point in the velocity profile. When the amplitude of the wave is only slightly larger than its critical
value and the thickness of the boundary layer is not too small, the numerical simulations have
shown that the vortices generated by the growth of two-dimensional Tollmien-Schlichting waves
dissipate because of viscous effects and do not induce a turbulent flow. Therefore, even if the
laminar regime is unstable, the motion can not be defined as turbulent and, following Sumer et
al. (2010), we adopt the term "transitional". For larger values of the wave amplitude, the two-
dimensional vortices described above are unstable, break and generate three-dimensional
incoherent vortices and a turbulent flow.

Although the numerical simulations of Vittori & Blondeaux (2008, 2011) provide a detailed
picture of the flow field even in the turbulent regime, existing computers do not allow the use of
this approach for practical applications. In addition, current numerical techniques make it very
difficult to integrate the flow equations for the case of a rough wall, which is the most relevant
case from the engineering point of view. Indeed, the presence of ripples, triggered by an
instability mechanism (Dodd et al., 2003; Foti & Blondeaux, 1995), makes the sea bed to
behave like a rough bed since the vortices shed by the ripples (Blondeaux & Vittori, 1991a,b)
are similar to the eddies shed by roughness elements. Liu (2006) studied the boundary layer,
considering Reynolds averaged equations, introducing the Boussinesq assumption and
assuming the turbulent viscosity to be a function of the distance from the bottom. Its analytical
solution provide interesting results and in particular it allows to quantify the decay of the wave.
However, the algebraic turbulence model used by Liu (2006) does not allow an accurate
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description of turbulence. For example, for a fixed value of the shear velocity, the adopted
model provides the same turbulence intensity, both during the accelerating phase and the
decelerating one while it is well known that turbulence is more intense during the decelerating
phase. A better description of the dynamics of turbulence in the boundary layer at the bottom of
a solitary wave has been recently obtained by Suntoyo & Tanaka (2009) by means of the two-
equation turbulence model of Menter (1994). Menter (1994) used the model of Wilcox (1988) in
the region nearest to the bottom and the k-¢ model far from it. To achieve this goal, Menter
(1994) transformed the k-&¢ model using a formulation similar to the k-w model and then
multiplied it by a function F; and added it to the k-w model multiplied by (1-F;). Of course the
function Fy was chosen equal to 1 in the region closer to the bottom and 0 far from it. In
agreement with the experimental data, the results show that the turbulent kinetic energy during
the decelerating phase is larger than that characterizing the accelerating phase (see figure 7 of
Suntoyo & Tanaka's paper). However, the experimental measurements of Sumer et al. (2010)
show a well-defined second peak of the wall shear stress that is not reproduced by the model
used by Suntoyo & Tanaka (2009). In addition, the turbulence model used by Suntoyo &
Tanaka (2009) provides a critical value of the Reynolds number for the onset of turbulence that
is smaller than the value suggested by Sumer et al. (2010) on the basis of their laboratory
experiments.

Recently, Blondeaux & Vittori (2011) have studied the boundary layer generated by the
propagation of a solitary wave, using the two-equation turbulence model of Saffman (1970) (see
also Saffman & Wilcox (1974)). As pointed out by Menter (1994) this model is superior to other
models close to the bottom and it was applied with success to investigate the structure of
turbulence in the boundary layer generated at the bottom of a progressive wave by Blondeaux
(1987), who showed its capability to provide an accurate description of the differences between
the turbulence structure during the accelerating and decelerating phases of the wave cycle and
to describe the process of transition from the laminar to the turbulent regime. The Reynolds
stress tensor is expressed in terms of an eddy viscosity and the rate of strain tensor. The eddy
viscosity is assumed to depend on two local turbulence densities, named pseudo-energy e* and
pseudo-vorticity (2, which satisfy nonlinear diffusion-convection equations. Since, the flow is
also determined in the viscous sublayer, the model is able to describe the smooth wall case
without introducing any damping function. Moreover, the use of an appropriate boundary
condition for the pseudo-vorticity allows the rough wall case to be described. In the present
paper, the model proposed by Blondeaux & Vittori (2011) is used to quantify the sediment
transport induced by the propagation of a solitary wave. Both the bed load and the suspended
load are taken into account. The former is quantified by means of an empirical formula and the
latter is evaluated by computing sediment concentration as a function of space and time and
integrating the sediment flux from the bottom up to distances from it such that the sediment
concentration is negligible. The problem is formulated in the next section, where the details of
the turbulence model are given along with the description of the approach used to quantify the
sediment transport. In section 3, the numerical approach employed to determine the solution is
summarized and the results are presented. The final section is devoted to the conclusions.

2 Formulation of the Problem

Let us consider a two-dimensional solitary wave of height Hy*, which propagates along the
direction X;*, in shallow waters of constant depth ho* (hereinafter an asterisk indicates a
dimensional quantity). In natural environments, the Reynolds number of the phenomenon is
large and viscous effects can be neglected. Hence, the flow field induced by wave propagation
can be described by Grimshaw's (1970, 1971) solution which is based on an expansion of the
flow field in terms of the small ratio € between the wave height and local water depth (e=Hy*/ho*).
At the bottom, the vertical velocity component V, vanishes, while the horizontal component V;,
turns out to be described by

Vl=szJn{%sz—s“}rg{%sz+%s4—gsﬁ}+0(53) (1)
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where the variable s and the constants 3,C are defined by

3¢|, 5¢ Tlg?
s=sech[B(X, -Ct)]; B=,—|1-—+
[B(X,-CO)]; B 4{ s 1o

2
33 |. . _ € 3
+0(e )} C—\/1+g —20+O(8) @)

and the following dimensionless variables are introduced

t X, X LV,
t:#; (Xlaxz)zw; (Vl’Vz):(Vl *2*) (3)
h, h, e+/g hy

To determine the flow close to the bottom, it is necessary to introduce the new spatial
coordinates

(X1'X2)=(X1*'X;)/5*:(X1’X2)/5 4)

where the ratio 5=5*/h,* between the viscous length *=+/2v h, /4/g"h, and the average

water depth hy* is a parameter much smaller one. Moreover, let us denote by (v;,v,) the
components of the velocity inside the bottom boundary layer. A simple analysis of orders of
magnitude of the different terms that appear into continuity and momentum equations shows
that, at the leading order of approximation, the vertical component of the velocity is negligible
and the dynamic pressure remains constant along the vertical direction. If the turbulent
Reynolds stresses are quantified by introducing Boussinesq hypothesis and an eddy viscosity,
the problem is reduced to the determination of v4(xo,t) which is provided by the solution of the
component of the Reynolds equation along the x4-direction

ov g 0 1 0 vi ) ov

- £ P + = 1+ 4| —X (5)
ot o 0X, 2 0X, v ox,
where the dimensionless dynamic pressure p:p*/(ezp*g*ho*) appears along with the
dimensionless parameters € and  previously defined. Obviously, in (5), the velocity component
v4 and the pressure p are the averaged values of the instantaneous quantities. The motion

described by (5) must be congruent with the irrotational flow far from the bottom and must
satisfy the no-slip condition at the bottom. Far from the bottom, the equation of motion in the

direction x; gives the value of OP/0X; which turns out to be

ap __ 0 ov | ©)
ox, & ot )y, o

where (O, / a)xzzo is calculated by means of (1), although a rigorous approach would require

to cancel the terms of O(¢). To evaluate the eddy viscosity v+*, the turbulence model of Saffman
(1970) is employed. The model assumes that the eddy viscosity is a function of two local
turbulence densities, namely the pseudo-energy e* and the pseudo-vorticity Q*, which satisfy
nonlinear convection-diffusion equation. With the above assumptions and by introducing the
following dimensionless variables

. e o Q6"
= = /
8h05 e g hO ( )
the following equations are obtained
ﬁ:ie a, vy - B.Q +£_a 1+ GeVT* ﬁ (8)
x o X, 2 X, v ) X,
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@(2

O 1 0 vy | Q2
==Q% a, -B, Q|+ l+o, — 9)

ot o 2 X, 1% X,

where d., dq, Be, Ba, Te, Oq are universal constants. The values of the constants were

determined by Saffman & Wilcox (1974) on the basis of theoretical arguments. In addition, by
dimensional analysis it follows that

=l V;—zi 10
=g 725 (10)

Equations (5) and (8)-(9) along with the relation (10) and appropriate boundary conditions give
rise to a well-posed problem. For large values of x,, we force the matching of the flow field with
the external irrotational velocity and the vanishing of e* and Q*. At the bottom, the velocity
satisfies the no-slip condition. In addition, Saffman (1970) assumed that the pseudo-vorticity
depends on a dimensionless roughness z,=z*u*/v* through a universal function S(z,), where

z*, and U*,:\/T;, /p* represent the roughness of the bottom and the friction velocity and #*,, is

the shear stress at the bottom. It turns out that Q = (T:v /(p*v*ae))S(ZW) . Later Saffman &

Wilcox (1974) linked the function S with the logarithmic velocity profile but they did not provide
an explicit relationship for the function S. Following a procedure similar to that used by Saffman
& Wilcox (1974), Blondeaux & Colombini (1985) obtained an explicit relationship for S. This
relationship can be used by noticing that at the wall

Q=(r,/a,)S(z, 267, 15) (11)

where 7, = d; / a(z‘xzzo.

If vanishing values of e are used as initial conditions and e is set equal to zero at the wall,
turbulence appearance is not triggered. To trigger the transition and to observe a turbulent flow,
it is necessary to introduce a perturbation of e either at the beginning of the simulation or at the
wall. While the first approach simulates the presence of an initial perturbation, the second
simulates the effect of wall imperfections which, as discussed by Blondeaux & Vittori (1994),
play a crucial role in triggering turbulence in oscillating boundary layers. For this reason, the
second approach is currently preferred. As expected, the transition to turbulence depends on
the value e, of e imposed at the wall. The results described in the following sections are
obtained by setting e.,~=10"%, but further runs have been made with different values, to find what
are the effects of different wall imperfections on the transition process. The sediment transport
can be evaluated using an empirical formula to estimate the bed load and integrating the flux of
sediment from the reference level, where the boundary condition for the sediment concentration
is forced, up to the irrotational region where sediment concentration vanishes. The bed load is
determined by means of the relationship

Q :3_:(|9|_90)(\/ﬁ—0.7\@)% (12)

Q, = = P
J(pi1p -1)g’d

where the Shields parameter 6 is defined as

T*
9 = * VY: * ok (1 3)
(ps—p )9 d
and 6. is the critical value of the Shields parameter for the initiation of sediment transport. The
dimensionless suspended sediment transport rate turns out to be
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The use of (14) implies the knowledge of the sediment concentration ¢ which is calculated with
the equation of mass balance, assuming that the sediments are advected by the motion of the
water and diffuse because of turbulence. Since sediment concentration decays rapidly away
from the bottom and is significant only within the boundary layer, the sediment balance provides
the following equation

" v,cdx, (14)

Xref

(15)

%Hvz—vs) x 1 a[vT avl}

X, 2 ox,|v o,

where vs=v*/U*, is the dimensionless sediment fall velocity which depends on the sediment
Reynolds number

i 1p -1g'd” 16)

p *
14

R

and the sediment diffusivity can be assumed to be equal to the eddy viscosity. As already
pointed out, it is assumed that ¢ vanishes for x, tending to infinity, and c is set equal to ¢, for
Xo=Xret, Where C,¢ is provided by an empirical relationship and X, is set equal to twice the size of
the sediment. Several formulae can be used to quantify c.. In this present paper, we use the
Zysermann & Fredsoe's formula (Zysermann & Fredsoe, 1994)

LTS
o331 n(d=0)

b T c,, +0.331(4] - 6.)""

(17)

where the maximum value of c,, of concentration is assumed to be 0.32.

3 Results

Equation (5) together with equations (8) and (9), which describe turbulence dynamics, are
integrated numerically. A logarithmic scale for the vertical coordinate x, is introduced, to have
an accurate description of the velocity close to the bottom. The numerical approach uses a finite
difference scheme of second order to describe the spatial derivatives while the integration over
time is performed by a second order Runge-Kutta scheme. Numerical experiments were
performed to choose the time step At, the size xy; of the domain in the vertical direction and the
number of points N of the numerical grid. Preliminary tests were conducted to ensure that the
results described below are not affected by the chosen values t;, At, x;s and N. Moreover, the
equation which provides the spatial and temporal distribution of sediment concentration, is
solved by means of the same numerical approach.

The numerical simulations of Vittori & Blondeaux (2008, 2011) and the experimental
measurements of Sumer et al. (2010) show that, for small values of ¢, the flow regime in the
bottom boundary layer remains laminar throughout the wave cycle. Using the present model, for
small values of ¢, the pseudo-energy e is negligible during the whole cycle of the wave, the
eddy viscosity vanishes and the velocity does not differ from laminar solution. In this case, the
roughness of the bottom, i.e. the value of z,=z*/&* does not affect the results. The present
numerical results are in good agreement with the analytical solution of Liu et al. (2007), valid for
the laminar regime, and support the accuracy and reliability of the numerical approach used to
solve the problem. The results show that, after the passage of the wave crest, the fluid motion
close to the bottom reverses its direction and negative velocities are generated. If the value of 6
is fixed and increasing values of ¢ are considered, a critical value &, is encountered above which
the value of e, which initially is zero, grows during the decelerating phase leading to the
turbulent flow regime. If the value of ¢ is further increased, non-vanishing values of e appear
earlier and e reaches higher values. The flow regimes (laminar/turbulent) are shown in figure 1.
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Since the value of eddy viscosity, which is used to identify the flow regime, is a continuous
function of the parameters, to obtain a quantitative criterion, the flow regime is defined laminar if
the maximum value of the eddy viscosity during the wave cycle is smaller or equal to v*. If the
maximum value of v*{/v* is larger than than 10, the flow regime is defined to be turbulent while,
when the maximum value falls between 1 and 10, the transitional regime takes place. The
results of figure 1 show that the transition from the laminar to the turbulent regime takes place
when the parameter ¢ is larger than a critical value ¢, that depends on 6.

0.8

T 7 0.8
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Figure 1: Flow regime in the (,€)-plane for (a) z=0.01 (hydrodynamically smooth wall), (b) z=1
(rough wall).The white points represent the laminar regime, the black points represent
the turbulent regime and the white/black points represent the transitional regime. In
panel (a), the continuous curve describes the relationship Re=2 10°, which is the limit
between the laminar and transitional regimes suggested by Sumer et al. (2010) while
the broken line is the curve Re=5 10° which is the limit suggested by Sumer et al.
(2010) for the appearance of the turbulent regime.

Despite the transition to turbulence depends on both ¢ and &, for practical purposes the
conditions for transition can be determined in terms of a single parameter. Following Sumer et
al. (2010), in analogy with oscillating boundary layers, we can introduce the Reynolds number

Re=U*2y/(w*v¥)=46%/(V35%) (where w* is 4/H,9 /h;”) and determine the conditions for

transition to turbulence by introducing a critical value Re. of the Reynolds number so that for
Re>Re, turbulence appears. Sumer et al. (2010) suggest a value of Re, equal to 2 10° for the
appearance of what they call the transitional regime, i.e. a regime characterized by the
presence of "regular" vortices. The same authors observed a fully turbulent regime for values of
Re larger than 5 10°. These values, shown in Figure 1, allow a comparison between the criteria
of Sumer et al. (2010) and the results of the present model. To assess the agreement between
the numerical results and the experimental measurements, one must take into account that both
in the numerical simulations and in the experiments, wall imperfections and/or other sources of
significant disturbances (e.g. vibrations of the equipment) play an important role in the transition
process, as it happens in the oscillatory boundary layer (Stokes layer) under monochromatic
sea waves (Blondeaux & Vittori, 1994). The results shown in figure 1a are obtained for values of
z, that correspond to a hydrodynamically smooth wall. When the value of z, is increased, the
roughness affects the transition process from the transitional to the turbulent regime and an
increase of z, leads to a significant decrease of the critical wave amplitude, while the boundary
between laminar regime and transitional regime is only slightly modified. Obviously, the
roughness of the bottom affects significantly also the velocity field and the bottom shear stress.
The results obtained for rough walls are discussed in Blondeaux & Vittori (2011).

As already pointed out by Sumer et al. (2010) and Vittori & Blondeaux (2008, 2011), in depth-
averaged models, the bottom shear stress 7*,, is usually evaluated by means of the Chezy law
and assumed proportional to the square of the irrotational velocity evaluated close to the bottom
Vilx2=0 (7*w=p*CiV*1|V1|xo=0, Where c; is a drag coefficient). The results, like those of Liu et al.