


Preface 

Welcome to OpenFOAM 2018! Welcome to Shanghai! On behalf of the 

OpenFOAM® Workshop Committee, I would like to welcome all delegates from all of 

the world to Shanghai Jiao Tong University to attend the 13th OpenFOAM® Workshop 

(OFW13). We are honored and proud to host this annual OpenFOAM® Workshop which 

is the most important and influential forum for researchers and users from universities, 

institutes as well as industries to promote collaborative activities and share recent 

advances on OpenFOAM® in many areas. 

OpenFOAM® is the leading free, open source software for computational fluid 

dynamics, and other computational science and engineering. It is an attractive 

community event opening to scientists, scholars, engineers, students, users and 

contributors, regardless of their background and avocations. In 2006, the 1st 

OpenFOAM® Workshop (OFW1) was held in Zagreb, Croatia. Since then it was held 

every year successively in Zagreb, Milan, Montréal, Gothenburg, Pennsylvania, 

Darmstadt, Jeju, Zagreb, Ann Arbor, Guimarães and Exeter, respectively. The workshop 

series provide a forum to promote scientific advancement, technological progress, 

information exchange, and cooperation among engineers and researchers in 

computational fluid dynamics and other related fields. It is no doubt that the 

achievements obtained in the past 12 years are admirable. 

OFW13 has accepted 133 extended abstracts for the collection in the proceedings 

from a total of 138 abstracts received from 22 countries and regions. Among these 133 

abstracts, 123 abstracts including 5 keynote lectures, 15 training lessons and 4 mini-

symposiums of community day have been scheduled for oral presentations in 11 

sessions of different topics over four days. In addition, 14 abstracts have been selected 

for poster session during the workshop. All abstracts have been peer reviewed and the 

accepted abstracts have been included in the OFW13 proceedings. Selected abstracts 

will be recommended their full papers for publication in special issues or columns of 

the following five journals: Ocean Engineering, Computers & Fluids, China Ocean 

Engineering, Journal of Hydrodynamics, Journal of Ocean Engineering and Science 

based on the regular journal review after the workshop. 

I sincerely wish to acknowledge the help we received from our colleagues in the 

local organizing committee and the international scientific committee. I appreciate all 

contributors for their care in preparing their manuscripts according to the prescribed 

guidelines. Special thanks go to Prof. Hrvoje Jasak (Wikki, UK, University of Zagreb, 



Croatia), Prof. Francois Guibault (Ecole Polytechnique de Montreal, Canada), Prof. 

Gavin Tabor (University of Exeter, UK), Prof. Xinhai Xu (National University of 

Defense Technology, China) and Dr. Jianhua Wang (Shanghai Jiao Tong University, 

China) who will deliver the invited keynote lectures at the plenary sessions of OFW13. 

I would like to express sincere thanks to all staff and students of the conference 

secretariat for their efforts to make this event a successful one. I also wish to thank the 

generous support of Journal of Hydrodynamics, Shanghai Key Laboratory of Ship 

Engineering, State Key Laboratory of Navigation and Safety Technology, Shanghai Jiao 

Tong University, and ENGYS, CALCNEXT, and CAESolution. Finally, millions of 

thanks go to you for your participation and sharing of your exciting research 

developments. 

As the host and organizer of the Workshop, Shanghai Jiao Tong University(SJTU) 

invites you to enjoy perfect facilities, beautiful environment and densely academic 

atmosphere at Minhang Campus of Shanghai Jiao Tong University. The beautiful 

environment creates a unique academic atmosphere. In addition, Shanghai is also a 

place with plenty of areas of interest to visit. The city’s Cultural Center with its public 

activities and community facilities and finally the main Entertainment and Holiday 

Tourism area is located at Mt. Sheshan, Chongming Island, Dingshan Lake and 

Shenshuigang Area. Known as“the Oriental Paris”, Shanghai is a shopper’s paradise. 

One of the musts for tourists is Nanjing Road. Huaihai Road intrigues those with 

modern and fashionable tastes, while Sichuan North Road meets the demands of 

ordinary folks. In addition, Xujiahui Shopping Center, Yuyuan Shopping City, Jiali 

Sleepless City are thriving and popular destinations for those who are seeking to buy 

something special as a memento of their visit. 

I do wish you a rewarding experience in participating in the 13th OpenFOAM® 

Workshop. Enjoy your stay in Shanghai. 

 

 

Prof. Decheng Wan 

Chair of the 13th OpenFOAM Workshop 

June 25, 2018, Shanghai 
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Introduction 

 
The aerodynamic drag on a heavy-duty truck-trailer equipage is significant and, with new stringent legislations on fuel 
efficiency and CO2 reductions in the pipeline, substantial development to improve the aerodynamic efficiency of such 
ground vehicles is required. Furthermore, the trend towards electrification and hybrid technologies for vehicles means 
that now, more than ever, there is a need for the aerodynamic drag to be decreased in order to increase the range of electric 
vehicles (EVs). With EVs expected to dominate the road car market in the near future, there is also renewed interest in 
topics relating to airborne noise.  
 
Experimental aerodynamic testing of full-size trucks is challenging, particularly as there are only very few facilities in 
the world where it is possible to do such tests. Highly accurate predictions of the aerodynamic (and acoustic) properties 
of these large vehicles via physical testing are immensely expensive, and consequently often not justifiable in a repetitive 
manner, especially in the fast-paced development that is paving a route to sustainable transportation.  Instead, further 
investments in dedicated virtual testing techniques are required with a firm commitment to large-scale high-performance 
computing (HPC). In this paper, we are aiming for high fidelity scale-resolving simulations to enable us to make accurate 
predictions, not only of the airflow distribution, but also of the aeroacoustic noise generation and propagation. For these 
reasons all the steps in the simulation processes need to be made efficient for parallel computation with scalability to 
many thousands of computational cores.   

Herein, we set up and analyse an automated process that, using prepared CAD surfaces as input, generates a high 
resolution CFD mesh fulfilling predefined quality metrics. The process also performs a steady state RANS (Reynolds-
averaged Navier-Stokes) simulation, and extracts results and post-processing data. All these steps are implemented in 
parallel on distributed compute nodes without the need for any intermediate input/output (I/O) or data transfers.  
 
Open Source CFD Workflow 
 
Parallel performance of all steps of the simulation process, as well as efficient I/O and data extraction, are becoming vital 
as the size of models and the complexity of simulations increases.  Building a fully parallelized simulation process that 
removes serial bottlenecks, time consuming I/O operations, and labor intensive manual work is a quest that is being 
actively pursued in the automotive industry due to the significant benefits such a process will bring.  

Here, in this project, the basic idea is to derive a (semi-) automated and fully scripted simulation process for a chosen 
application (truck-trailer) starting from prepared CAD data. The automation, along with the possibility to perform the 
mesh generation in parallel on distributed compute nodes where the same nodes are also used for subsequent CFD 
simulations, are central features of the work. These features mean that all the steps in the process can be executed in a 
homogeneous Linux-based computer environment thus avoiding serial bottlenecks, time-consuming I/O, and additional 
data transfers. The main steps of this process, illustrated in Figure 1, are based entirely on the OpenFoam toolbox [1].  

 
Figure 1: OpenFoam Workflow 
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The OpenFoam Utilities and Solvers 
	
The pre-processing phase (that is, the Generate Mesh phase in Figure 1 is based on the OpenFoam meshing utility 
snappyHexMesh, which relies on a geometry description in STL file format.  Before executing snappyHexMesh (in 
parallel) though, a couple of serial steps are performed to create and decompose an initial background hexahedral mesh 
and to extract geometrical feature edges. These operations only require a few seconds of computational time running on 
a single core, and consequently will not be described here.  In this study, the three steps in the mesh generation process 
have been monitored in terms of memory usage and parallel run-time performance. 
 
Creating high quality meshes on complex configurations with snappyHexMesh is far from trivial and finding suitable 
“meshing recipes” often requires a sound understanding of the various steps in the mesh generation algorithms, as well 
as rigorous knowledge of the model configuration and the predominant flow physics involved. Often a good deal of 
iterative testing and parameter tuning may be needed before a mesh of acceptable quality can be generated. In the 
meshQualityControls section of the snappyHexMeshDict, we define relatively strict criteria for the final mesh quality, 
with face skewness and face orthogonality being two very important quality metrics (see Figure 4 for the definition of 
these metrics).  

    
Figure 2: Skewness and orthogonality quality metrics 

Since snappyHexMesh can run in parallel on distributed cluster nodes by using dynamic load balancing, it is well suited 
to become an integrated part of a fully scripted CFD process running in batch on a large parallel cluster.  
 
Since the solutions for the coupled equations are not straightforward, the viscous and pressure sub-steps require solving 
a Poisson-equation subject to various boundary conditions. Within the project, the simpleFoam solver [2] is employed to 
address the large simulations. The Semi-implicit methods for Pressure-Linked Equations (SIMPLE) algorithm is 
implemented in the solver simpleFoam and couples the Navier-Stokes equations in an iterative procedure following [3]. 
 
Results and Discussions 
The simulations were performed on the Cray XC40 system Beskow [4] at PDC, KTH Royal Institute of Technology, 
Sweden, and on MareNostrum [5] at BSC, Spain.  Beskow is based on Intel Haswell processors and the Cray Aries 
interconnect technology. During the simulations it consists of 1676 compute nodes, each of which consists of 32 Intel 
Xeon E5-2698v3 cores. MareNostrum has 36 racks dedicated to calculations. These racks have a total of 48,448 Intel 
SandyBridge cores with a frequency of 2.6 GHz and 94.625 TB of total memory.  
 
Before proceeding with the large-scale distributed parallel meshing, the parallel scalability of snappyHexMesh was first 
evaluated on a couple of thin compute nodes at PDC where each node has 24 cores and 512 GB RAM. Different releases 
of snappyHexMesh (2.3.x, 2.4, 3.0+, 1606+) were tested. Although there were some performance differences observed 
between the various releases, unfortunately all the releases were suffering from poor parallel scalability.  For these tests, 
an intermediate sized mesh of 160 million cells was constructed to make the mesh generation possible on a single core. 
Figure 3 below shows the run-time performance and scalability obtained for this intermediate test case. 

      
Figure 3: Run-time and scalability test of snappyHexMesh, intermediate case using OpenFoam v3.0+ 
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Next, larger meshes of around 350 million cells were generated in parallel on a sequence of 512, 1024, 2048, 4096 and 
8192 cores, respectively. The run-time performance and scalability of the entire meshing process, as well as the timings 
for each meshing step. snappyHexMesh also suffers from relatively high memory consumption. This may lead to 
performance implications if the computational nodes have limited RAM. Often separate (fat) nodes or another shared 
memory compute architecture must be brought in for the mesh generation for large and complex cases. This not only 
creates additional bottlenecks and performance deficits in the overall simulation process but it also increases the cost and 
complexity of the necessary compute infrastructure.  Using distributed STL input can reduce the memory consumption 
of snappyHexMesh and may provide opportunities to generate larger meshes by using less overall memory. In the more 
recent versions of snappyHexMesh this functionality has been improved. Herein we present results obtained while using 
version 1606+. Using a distributed STL input we save close to 300 GB in total accumulated memory while meshing in 
parallel on 1024 cores. This represents about a 30% reduction in the overall memory consumption. However, this saving 
in RAM comes with a significant penalty in mesh generation time. Performance degradation in all steps in the mesh 
generation process is observed.  

Assessments of the total run-times for the simpleFoam solver using the two mesh generation strategies, i.e. based on the 
standard and distributed STL input, are presented below. Figure 4 shows the flow solver scalability for a case containing 
110 million cells on MareNostrum and Beskow, respectively. For each run we average the timings over 500 time steps.  

An almost linear speed-up can be observed from 64 to1024 cores on MareNostrum for the standard STL input. A 
scalability of 74.4% is achieved using 2048 cores compared with 64 cores for the standard STL input.  Due to memory 
limitations, the minimum number of cores that can be used for this case on MareNostrum is 64.   
Here we use the definition of the parallel efficiency as 

𝜂 % =
𝑇%&'
𝑇%()

∙
𝑁%&'
𝑁%()

∙ 100

where is 𝑇%&' the execution time per step for the minimum number of cores 𝑁%&', while 𝑇%() is the execution time per 
step using the maximum number of cores 𝑁%().  The performance and scalability for the Distributed STL input is a bit 
worse than those for the Standard STL, see Figure 4. A partial reason for this deficit is that the more efficient partition 
tool Scotch [6] is employed for the Standard STL. Currently only simple partition methods, such as hierarchical, are 
implemented for the Distributed STL input. On Beskow we can obtain almost linear speed-up from 128 to 2048 cores for 
the Standard STL, see Figure 4. The efficiency is 82.9% with 4096 cores compared with 128 cores. Using the Distributed 
STL, the performance is worse, but this allows us to run on as little as just two nodes. Beyond 3072 cores the performance 
degrades significantly.  Due to the limit of memory on Beskow (32G RAM per node), the minimum requirement for the 
Standard STL is four nodes (128 cores). 

We have presented a complete CFD simulation process that runs in parallel on large Linux clusters. The entire workflow, 
from prepared CAD input to the output of results, is executed in batches without the need for any intermediate I/0, data 
transfer or human interventions in between. All the steps in this process rely exclusively on open source software. 
Although the scalability of snappyHexMesh is rather mediocre, we demonstrated that fairly large and complex CFD 
meshes could be successfully generated on distributed compute clusters in a limited period of time. Mesh generation of a 
detailed semi-trailer configuration comprising 350 million cells was completed in less than 25 minutes using 4096 
compute cores. On the same number of cores, the simpleFoam solver was shown to perform well. Hence, for this size of 
problem, the presented process performs well.  

Figure 4: The performance results on MareNostrum and Beskow 

However, while scaling beyond a few thousand computational cores and with model sizes above a few hundred million 
cells, a variety of problems and performance deficits arise.  In particular, the mesh generation phase (snappyHexMesh) 
revealed weaknesses and several software issues have been reported.  
Below are a few snapshots from a steady state Reynolds Averaged Navier Stokes (RANS) simulation. 
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Figure 5: (left) Flow path lines rendered by total pressure (right) Iso-contours rendered by total pressure 

 
 
 

          
Figure 6: (left) Vehicle surfaces rendered by static pressure and plane rendered by total pressure (right) Vehicle centreline 

plane rendered by mean velocity magnitude 
 

Conclusion 
 

During the project a (semi) automated CFD simulation process tailored towards aerodynamics predictions for heavy duty 
semi-trailers was developed. A variety of benchmarks related to parallel meshing and flow solving using OpenFoam were 
performed.  The memory usage and parallel scalability were monitored revealing performance deficits and weaknesses, 
particularly related to parallel mesh generation on many cores. For efficient simulations of large problems requiring many 
thousands of computational cores there are still critical bottlenecks and deficiencies in current OpenFoam distributions 
that need to be addressed.  
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1.Introduction

The mysterious aerodynamics mechanisms behind flapping wings always draw a great deal of attention of engineering
scientists for a long time. Although some progress has been achieved, there are still some unsteady effects undiscovered.
Understanding the flapping mechanism may enable the development of more effective flapping wing micro air vehicles.
In 2008, Ramiro and Jean-Luc[1] studied the vortex streets produced by a flapping foil in a hydrodynamic tunnel, using
two-dimensional particle image velocimetry, and got the transition points between Bénard-von Kármán (BvK) wake to
the reverse BvK(RBvK) vortex street in the flapping frequency-amplitude phase space. On this basis, Anders et al.[2]
mapped out the wake types in a phase diagram spanned by the width-based the Strouhal number and the dimensionless
amplitude and investigated the relationship between the wake types and aerodynamic forces. In these studies, only the
effect of heaving amplitudes is involved. In the current study, we will consider the effect of pitching amplitude, which
might enrich the wake types around the flapping foil and bring more interesting phenomena.
More recently, in the postprocessing, there has been more and more emphases on modal decomposition techniques,
because these tools are able to extract dynamic information from transient snapshots generated by either experiments or
numericial simulations. Shervin[3] decomposed the flow past a cylinder into a sequense of Koopman-modes to analyze
the first Hopf bifurcation. Arvind[4] applied the DMD to the plunging airfoil to analyze the deep dynamic stall. All these
attempts give us new inspirations to explore the underlying physical mechanisms around the flapping foil.
In the current study, we use the dynamic mesh method based on the radial basis function interpolation to simulate the 2D
NACA0012 foil harmoniclly oscillating by varying the flapping frequency and pitching-heaving amplitudes. Accroding
to the vortex patterns per oscillation period, we divide the wake flow into six typical types and draw the wake map and lift-
drag contour map. Moreover, we apply the DMD to the transient results in one period and obtain the dominant coherent
structure of the shedding vortex street.

2.Numercial methods

2.1 Dynamic mesh based on radial basis function interpolation

In the current study, the open-source code OpenFOAM is used for the simulations of the fluid flow around the flapping
foil. Here we adopt the RBF interpolation[5] to the dynamic mesh in the OpenFOAM to improve the accuracy and
efficiency of meshes since the rotation of boundary is high around the flapping foil. Besides, unlike the classical spring
analogy formulations, the dynamic mesh based on RBF interpolation leaves out the grid adjacency relationship and the
displacement of each point can be obtained by the interpolation of the movements of the boundary points.

2.2 Dynamic mode decomposition

Compared to the wildly used proper orthogonal decomposition(POD) whose modes are ranked by their energy, DMD
ranks the decomposed modes by their mode frequency. Moreover, we use the DMD[6] algorithm to analyze the wake
flow around the flapping foil since it can not only extract the coherent structures in the wake flow, also obtain some
signicant information such as the growth/decay rate and frequency of each mode.

2.3 Simulation setup and parameters

The sinusoidal motion of the airfoil is defined as:

y(t)/c = h sin(2πft) (1)

θ(t) = θ0 sin(2πft+ φ) (2)

where h is the maximum heaving amplitude, θ0 is the maximum pitching amplitude, and f is the frequency which is the
same in heaving and pitching. The Reynolds number is 1100, and the initial phase φ = π/2. The chord length of the foil
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c is 1 and the pivoting point is located at the chord line of the foil with a distance 0.3 from the leading edge.
The values of parameters are shown in table 1. All the cases are divided into two groups. Here the heaving amplitude and
frequency is kept constant respectively in group 1 and 2 while the values of other two parameters are freely combined.

Table 1: Parameters

Parameters Group 1 Group 2
Frequency 0.06, 0.08, 0.10, 0.12, 0.14, 0.16 0.18,

0.20, 0.225, 0.25
0.2

Pitching amplitude (◦) 5, 10, 20, 30, 40, 50 10, 20, 30
Heaving amplitude (h/c) 1 0.25, 0.375, 0.5, 0.625, 0.75, 0.875, 1

3.Results

3.1 Wake map

The observed wake is divided into six categories, including Bvk wake, vortex string, transition vortex street, RBvK wake,
chaotic RBvK and the asymmetry vortex street, as shown in Figure 1. As you can see in Figure 1(a), BvK-type wake
appears at a quite small Strouhal number, and the drag is dominant. As the Strouhal number increases, in Figure 1(b),
every vortex shedding from the tail of airfoil quickly pairs with another vortex rotating in the opposite direction and then
the wake flow becomes a local RBvK vortex street, which we call vortex string. The transient wake can be observed if
the Strouhal number continues to increase, as shown in Figure 1(c), where in every half circle, a counter-rotating vortex
pair and a series of single vortices are generated. The vortex pair gradually merges with the nearest single vortex as the
Strouhal number increases and eventually a wake with the features which resemble a typical RBvK will be emmerged as
shown in Figure 1(d). Furthermore, if we keep the Strouhal number fixed and further increase the pitching amplitude, as
you can see in Figure 1(e), the RBvK wake will suddenly plunge into chaos with some features of the RBvK wake, which
we call chaostic RBvK wake. And when the Strouhal number further increases, in Figure 1(f), a symmetry breaking
occurs and this kind of deflected wake is first observed by Bratt[7].
Based on further simulations, we have draw the wake map of the flapping foil in terms of two group of parameters:
the width-based frequency with the pitching amplitude in Figure 1(g), and the width-based the heaving with the pitching
amplitude in Figure 1(h). BvK is the typical wake type when the heaving amplitude is quite small, while at a low frequency
the typical type is vortex string. And then by further increasing the frequency or the heaving amplitude, it will lead the the
wake flow transforming into the RBvK wake, and eventually to the asymmetry wake. More notably, as pitching amplitude
increases, the transiton point between every two types of wake flow is delayed, that is, the higher the pitching amplitude,
the higher the frequency or heaving amplitude of trasition point. And for all the cases the critical pitching amplitude
between the RBvK wake and chaotic RBvK wake is approximately 45◦.

3.2 Aerodynamic force contour map

Since the flapping form in the current study is symmetric, the positive lift component generated within the upstroke of
the airfoil approximates to the negetive component within the downstroke. So compared with drag or thrust, the value of
lift is quite small as shown in Figure 2. When the flapping frequency is small, there is no bound vortex generated, which
makes the lift either zero or negetive. As the frequency increases, the vortices begin to attach to the leading edge of the
airfoil and the vorticity of bound vortices increases, which results in the increase of lift. Moreover, the increase of pitching
amplitude will delay the generation of the bound vortex, hence the lift decreases as the pitching amplitude increases.
The thrust increases as the frequency increases because of the transition from the BvK wake to the RBvK wake[1].
Moreover, in the transition wake or RBvK wake, there is a dominant vortex in the vortex pair, and as the pitching
amplitude increases, the vorticity of another vortex whose revoling direction is opposite with the dominant vortex
decreases. Therefore, the vorticity of the combined vortex increases, which leads to stronger RBvK vortex street and
higher thrust. However, when the pitching amplitude is beyond the critical value 45◦, the chaostic RBvk has a sudden
drop of thrust compared with the RBvk wake. As for the cases with the frequency fixed, the effect of the heaving and
pitching amplitudes on the aerodynamic forces behaves in a similar way.

3.3 DMD analysis

In this section, DMD is applied for the wake flow of three cases, with the frequency 0.2 and the heaving amplitude 1,
and the pitching amplitudes from 20◦ to 40◦. The corresponding Ritz values and mode ampliture spectrum are shown in
Figure 3. The four most energetic modes correspond to mode 0-3, where the mode 0 is the average flow and the mode 1
has the same frequency with the flapping foil and the peak of normalized vector energy. Moreover, the Ritz value of all
these modes lies on or in the unit circle on the complex plane, which indicates that these modes are stable.
As the pitching amplitude increases, the vorticity of the wake vortex street in all four modes decreases. However, in
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(a) θ0 = 10◦, h = 0.25, f = 0.20 (b) θ0 = 10◦, h = 1, f = 0.06 (c) θ0 = 20◦, h = 1, f = 0.14

(d) θ0 = 20◦, h = 1, f = 0.20 (e) θ0 = 50◦, h = 1, f = 0.18 (f) θ0 = 5◦, h = 1, f = 0.25
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Asymmetry wake; (g) the wake map of group 1; (h) the wake map of group 2. The simulation points are labeled as: ©: vortex
string; ×: transition wake; ©: RBvK; O: asymmetry wake; ×: chaotic RBvK; .: Bvk.
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all these modes, there are two series of vortices symmetrically located above and below the equilibrium position of the
oscillating motion, as shown in the right column of figure 3. And when the pitching amplitude is 20◦, a few vortices
will be close to the equilibrium position and even merge with near vortices, which results in a greater loss of vorticity.
Moreover, the higher the pitching amplitude, the less this phenomenon appears. And after the pitching amplitude reaches
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30◦, this phenomenon barely appears. Therefore, as the pitching amplitude increases, the vorticity of these modes firstly
increases and then decreases and reaches the peak when the pitching amplitude is appromimately 30◦, which corresponds
with the thrust contour map in Figure 2(a), that is, the corresponding pitching amplitude of the maximum thrust is 30◦.
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Based on the OpenFOAM two-phase flow solver, the ground effect of a two-dimensional airfoil above the water surface 
is studied. The ground effect is intense during the surface taxiing of a seaplane. In order to verify the adaptability of 
OpenFOAM to this type of problem, the aerodynamic calculation of a simple two-dimensional airfoil above the water 
surface is investigated. Considering the subsequent need to simultaneously study the two-phase flow of water and gas, 
the interFoam solver is specifically used to calculate the problem. And both the results of the single-phase and two-
phase flow calculation are compared with the experimental data as well. The results show that the ground effect will 
induce the separation of the airfoil upper wing surface. And also the two-phase flow calculation results of OpenFOAM 
are different from those of the single-phase flow calculation, but the magnitude of the difference is not very significant 
in a strong ground effect area close to the water surface.  

Introduction 

The high-speed taxxing along the surface of amphibious aircraft is a complex process of mechanical phenomena, 
involving the large-scale high-speed incompressible gas-liquid two-phase flow. To the scope of the author’s knowledge, 
however, research on two-phase flow of amphibious aircraft is quite few. Qu Qiulin of Beihang [1] calculates the 
problem of the water landing of regional passenger aircraft. Using VOF, 6DOF, and global dynamic grid technology, 
the ditch landing performance of the upper single wing and high horizontal tail aircraft is studied. Liangjun Qiu [2] of 
Shanghai Jiaotong University uses the decoupled algorithm to carry out the dynamic simulation of the takeoff process 
of amphibious aircraft based on commercial software. Besides the complex two-phase flow hydrodynamic computaion, 
it is also very import to calculate the aerodynamic force accurately using two-phase slover during the taxiing of 
amphibious aircraft. On this point, this paper will investigate the 2D airfoil gliding on water to reveal the ground effect 
above the water level using two-phase slover of OpenFOAM. 

Figure 1: Pressure distribution on a section of the wing and flap 

Fig. 2 Streamline passing through flaps at AoA=5 degree 
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When the angle of attack comes to 5°, there is a small area of separation at the trailing edge of the flap. As shown in 
Fig. 2, this phenomenon of early occurrence of separation is typical for ground effect. As shown in Figures 1, because 
of  the coexistence of slipstream and ground effect, there is a clear airflow obstruction below the wing, which causes the 
speed of the airflow above the water surface to slow down and the pressure in the corresponding area to increase. 
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INTRODUCTION 

The floating offshore wind turbines (FOWTs) play a vital role in the development of offshore wind power. It is 

necessary to study the coupled aero-hydrodynamic characteristics of FOWT in the floating wind farms. However, the 

complicated environment loads and the coupling effects between wind turbine and floating platform make it difficult to 

accurately predict the FOWT’s coupled aero-hydrodynamic responses under variable wind and wave conditions. Along 

with the success of the emerging offshore wind industry, floating wind farms are planned for huge amount of clean 

electricity. In wind farms, wind turbines are usually clustered to decrease the overall installation and maintenance 

expenses, causing an adverse effect that the wind turbines generally experience a significant increased turbulence 

because of wake interaction from surrounding wind turbines [1]. Considering the fact that the wake interaction between 

FOWTs has significant effect on the power output, system dynamic responses and structural loadings, the wake 

interaction phenomenon in floating wind farms should be paid enough attention.  

Based on the open source platform OpenFOAM, our research team developed the CFD solver naoe-FOAM-SJTU to 

investigate hydrodynamic problems in the field of ship and ocean engineering. And the unsteady actuator line model 

(UALM) is developed to study the unsteady aerodynamic characteristics of FOWTs. To achieve coupled aero-

hydrodynamic simulations of FOWTs, the UALM is embedded into the naoe-FOAM-SJTU to establish a fully coupled 

CFD analysis tool named FOWT-UALM-SJTU. By using the solver, the validation of unsteady aerodynamic loads is 

conducted compared to different numerical methods. Moreover, Coupled aero-hydrodynamic simulations of two OC3 
Hywindspar FOWT models in tandem layout under shear wind and regular wave conditions are performed.  

NUMERICAL METHOD 

The actuator line model (ALM) [2] is an effective way to displace the real blade surfaces with virtual actuator lines. In 

consequence, it acquires a benefit of not requiring to solve the blade geometry layer. In the present work, the unsteady 

actuator line model (UALM) is used to simulate the unsteady aerodynamics of FOWTs, which is accomplished by 

modifying the initial ALM to consider the influence of the platform motions on the blades.  

Figure 1: Velocity triangle seen locally on a blade section 

Figure 2: Frame diagram of FOWT-UALM-SJTU Figure 3: Solving procedure of coupled simulation 
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To determine the body forces distributed along the actuator lines, a blade element approach combined with two-

dimensional airfoil characteristics is used. In Fig.1, a cross-sectional element at radius r defines the airfoil at the (𝜃, z) 

plane. Denoting the tangential and axial velocity in the inertial frame of reference as 𝑼𝜃 and 𝑼𝑧, respectively. The

relative wind velocity �⃗⃗� 𝑟𝑒𝑙 seen from the blade section is determined as follows.

𝑼𝑟𝑒𝑙 = 𝑼𝜃 − 𝜴𝒓+ 𝑼𝑧 +𝑼𝑀  (1)

Where 𝜴 is the angular velocity of the rotor, 𝑼𝑴 is the six degree of freedoms (DOFs) motion velocity of the actuator

point induced by the platform motions.  
The attack angle is defined as: 

𝛼 = 𝜑 −𝛾 (2) 

Where 𝜑 = tan−1 (
𝑈𝑧+𝑈𝑀,𝑧

𝑈𝜃−𝛺𝑟+𝑈𝑀,𝜃

) is the inflow angle with respect to rotor plane. 𝜃𝑡 is the local twist angle. 𝑈𝑀,𝜃 and 𝑈𝑀,𝑍

are the projections of 𝑼𝑀 on (θ, z) plane. After getting the attack angle, the body forces distributed along the actuator

lines are calculated from the local attack angle and a look-up table of airfoil data. And the calculated body forces need 

to be distributed smoothly on the mesh points near the actuator point by using a 3D Gaussian function, which is the 

same as the traditional actuator line model. 

The frame diagram of FOWT-UALM-SJTU is shown in Fig. 2. The aerodynamic forces can be got by the UALM. And 

the hydrodynamic responses including six-degree-of-freedom motions and mooring tensions are predicted by the naoe-

FOAM-SJTU. In the coupled aero-hydrodynamics simulation code, the governing equations need some modification: a 
source term 𝑓𝜀 is added on the right side of the N-S equations for the flow field simulation (shown in Eqn (3)). And the 

solving procedure of coupled aero-hydro simulation for the FOWT system is shown in Fig. 3. 
𝜕𝜌𝑈

𝜕𝑡
+∇ ∙ (𝜌𝑈𝑈) = −∇𝑝 − 𝑔 ∙ 𝒙∇𝜌 +∇ ∙ (𝜇𝑒𝑓𝑓∇𝑈) + (∇𝑈) ∙ ∇𝜇𝑒𝑓𝑓 +𝑓𝜎 + 𝑓𝜀 (3)

RESULTS AND DISCUSSIONS 

Aerodynamic Validation 

The FOWT-UALM-SJTU solver is employed for the aerodynamic validation. And the results of power and thrust are 

compared with results obtained with FAST-BEM by Jonkman and OVERFLOW2. In Fig. 3, thrust and power results 

from aerodynamic numerical with FOWT-UALM-SJTU solver show good agreement with other results, which certifies 

that the FOWT-UALM-SJTU solver is reliable in aerodynamic simulation. Considering the wind turbine in the whole 

FOWT system experiences six DOF motion , another aerodynamic simulation for turbine rotor with periodic surge 

motion is conducted for validation . The results are compared with those calculated with overset grid technique [3], and 

the curves in Fig. 4 show good agreement in both thrust and power of the wind turbine, and the difference between the 

two curves is no more than 7%. With these validations above, the FOWT-UALM-SJTU solver is proved to be a reliable 

solver for both steady aerodynamic simulation and unsteady aerodynamic calculations.  

Figure 4: Aerodynamic Simulation Results with Different Numerical Methods  

Figure 5: aerodynamic thrust and power of the NREL-5MW baseline wind turbine with periodic 

surge motion (𝒔 = 𝟖𝒔𝒊𝒏(𝟎.𝟐𝟒𝟔𝒕)) of platform. 

Coupled Aero-hydrodynamic Simulation 

Coupled aero-hydrodynamic simulations for two OC3 Hywindspar FOWT models in tandem layout under shear wind 

and regular wave conditions are carried out based on in-house CFD solver FOWT-UALM-SJTU. To investigate the 
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influence of motion response of floating support platform on the wake interaction, both the platforms are fixed  and the 

platforms are free to move are taken into consideration: a) Fixed case: the platforms are fixed; b) Coupled case: the 

platforms are free to move. Wind and wave conditions are kept in the same in these two cases. Steady wind velocity 

U=5m/s is adopted. The rotating speed is a fixed value 7.45rpm. Wave period and wave length are T = 10s and 𝜆 = 

156m, respectively. And the wave height is H = 4m.  

The time history curves of the rotor power and the thrust under different simulation conditions are shown in Fig. 6 and 

Fig. 7. The unsteady aerodynamic loads including the rotor power and thrust of the FOWTs in coupled case both 

fluctuate greatly and change periodically. The oscillation is believed to be caused by the motion of platform shown in 

Fig. 8, which makes the relative wind speed changes with the platform motion. Compared with aerodynamic loads in 

coupled case, the rotor power and thrust in parked case change little over time. It suggests that the aerodynamic loads of 

the FOWT are greatly influenced by the motions of floating support platform.  

Affected by the wake from upstream FOWT, the incoming wind velocity for downstream FOWT is lower than that for 

upstream FOWT, which leads to the aerodynamic loads of downstream FOWT are much smaller than those of upstream 

FOWT. The rotor power and the thrust of the downstream FOWTs in fixed case are 94% and 99% compared with those 

in coupled case, respectively. And the rotor power and the thrust of the upstream FOWTs in fixed case are 85% and 97% 

compared with those in coupled case, respectively. It indicates that the rotor power and the thrust of FOWTs in coupled 

case are slightly larger than those of FOWTs in fixed case, which indicates that the motions of floating support platform 

may have beneficial effects on the aerodynamic loads of the FOWTs. And the influence of platform motions on rotor 

power is more significant than that on the thrust. 

(a) Upstream FOWT (b) Downstream FOWT (a) Upstream FOWT (b) Downstream FOWT 

Figure 6: Power output of the FOWTs Figure 7: Thrust of the FOWTs  

The motion responses of floating support platform in coupled case are presented in Fig. 8. The amplitude of surge 

motion of the upstream platform is larger than that of the downstream platform, resulted from the aerodynamic loads of 

upstream FOWT are larger than those of downstream FOWT. And the average value of pitch motion of upstream 

platform is greater than that of downstream platform for the same reason. In addition, the heave motion amplitudes of 

two platforms are almost the same. It suggests that the aerodynamic loads derived from the wind turbine have 

remarkable impact on the motion responses of floating support platform, especially for surge motion and pitch motion. 

While the heave motion is much less influenced by the aerodynamic loads. 

(a) Upstream FOWT (b) Downstream FOWT (a) Upstream FOWT 
Figure 8: Platform motion responses in coupled case 

The evolution of wake vortex at different times of an entire wave circle in coupled case is illustrated in Fig. 8. The wake 

vortex of the rotor is visualized by the second-order invariant of velocity gradient, Q, and the free surface is contoured 

by elevation. Clearly spiral tip vortex from the upstream FOWT is captured, while this vorticity is quickly diffused in 

the downstream. While the tip vortex of downstream FOWT is not clear. The vorticity diffuses more quickly, and the 

vortex distance is much smaller compared with that of vortex from upstream FOWT. Due to the wake effect of the 

upstream FOWT, the axial direction incoming wind speed to the downstream FOWT decreases and the instability of 

flow field increases. This leads to the instability of the vortex from the downstream FOWT. Moreover, the vortices 

structures lean backward obviously resulting from the motions of floating support platform. 

(a) Time = 0 T (b) Time = 0.25 T (c) Time = 0.5 T (d) Time = 0.75 T 

Figure 9: Instantaneous vortex structure of the rotor and wave height counter in coupled case 
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CONCLUSIONS 

The unsteady actuator line model (UALM) is built up by modifying the traditional ALM based on OpenFOAM. By 

implementing the UALM into naoe-FOAM-SJTU, the fully coupled aero-hydrodynamic solver named FOWT-UALM-

SJTU for the whole FOWT system is developed. Proper fundamental validations for the FOWT-UALM-SJTU solver 

are carried out, which show that it is reliable on unsteady aerodynamic performance research of wind turbine and on 

coupled aero-hydrodynamic simulation for the whole FOWT system containing the wind turbine, platform and mooring 

system respectively. Coupled aero-hydrodynamic simulations of two OC3 Hywindspar FOWT models in tandem layout 
under shear wind and regular wave conditions are performed with FOWT-UALM-SJTU. Both the platforms are fixed 

and the platforms are free to move are considered in the simulations. It can be found that the aerodynamic loads of 

downstream FOWT are much smaller than those of upstream FOWT due to wake interaction. And the platform motions 

have a bigger effect on the rotor power than that on the thrust. The blade tip vortex from the downstream FOWT 

become more unsteady owing to the wake interaction. And the platform motions increase the instability of the vortices 

in the wake. Furthermore, the aerodynamic loads affected greatly by the wake interaction have remarkable impact on 

the platform motion responses, especially for surge motion and pitch motion. The motion responses of floating support 

platform increase with the aerodynamic loads.  
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Abstract: Micro Electro Mechanical System(MEMS) is a hot interdisciplinary study, with its miniaturization, low-cost 
mass production, highly integration, easy expansion and other advantages, which can be widely used in information, 
electronics, communication, military, biomedical, aerospace and other fields. Therefore, the drive and control of fluid in 
MEMS is one of the problems that must be solved when researching microfluidic devices. For developing and 
improving the microfluidic devices, micro-pumps, the drive control engine, are the most important point. The Knudsen 
pump was first proposed by Danish physicist Martin Knudsen in 1909. Compared to other micro-pumps, it is highly 
favored in the microfluidic devices application because of the advantages: no complex moving parts, simple structure, 
long service life, easy mass production, easy expansion, wide energy sources and low energy consumption.  
Gas can flow in the channel since the gradient temperature field in the dilute gas, and the functional mechanism of the 
Knudsen pump is thermal induction flow. The classic Knudsen pump consists of a series of connecting fat and thin 
channels. Thermal creep effect is based on the gradient temperature which parallels to the wall of channel, which can 
drive gas flow from the low temperature to the high temperature side. In this paper, the classical Knudsen Pump in 
rectangular channel model is studied. We analyze the flow characteristics of single gas (Ar, N2, O2) respectively and 
mixed gas (N2 and O2) in the pump channels by using Direct Simulation Monte Carlo (DSMC) method based on 
dsmcFoam solver of OpenFOAM . In addition, how these three different molecular models (Hard-Sphere (HS) model, 
Variable Hard Sphere (VHS) model, and Variable Soft Sphere (VSS) model) affect the gas flow is also researched by 
applying self compiling code of Binary Collision Model. 
The results indicate that changes in gas compositions, species, and molecular models do not affect the overall 
distribution and variation of the gas flow in the channels. Under the same parameters, the lighter the molecular mass is, 
the stronger thermal creep effect (volume flow is larger) becomes, mass flow increases with the mass of the molecules; 
the thermal creep effect shows a trend of increasing first and then decreasing as the increasing gas pressure, and the 
smaller the molecular diameter is, the greater the pressure which for the best thermal creep effect is (the smaller the Kn 
number is). When the proportion of the lighter molecular increases in the mixed gas, it can not only enhance the thermal 
creep effect but also promote the forward movement of the heavier gas. That is to say, gas with the lighter molecule 
mass can help the heavier one move forward. Compared with the VSS model that can more practically reflect the 
movement of gas, the HS model will underestimate the actual performance of the pump, while the VHS model will 
overestimate the actual performance. While the gas pressure is lower, the movement rule of the VSS model is more 
consistent with that of HS model. On the contrary, while the pressure is higher, the VSS model movement rule is closer 
to that of VHS model. In conclusion, the performance of thermal creep flow effect increases with the increase of the gas 
molecular diameter under the same condition. 

Figure 1: Knudsen pump in rectangular channel model 

Table 1: Size and temperature of the model 

parameter d(um) h(um) L(um) D(um) Tc(K) Th(K)
value 1 1 4 3 225 375 
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Figure 2: Streamlines and temperature contours for different gas compositions : (a)Ar; (b)N2; (c)O2; (d)N2&O2=4:1; 

(e)N2&O2=1:1; (f)N2&O2=1:4 and different molecular models: (g)HS model; (h)VHS model; (i)VSS model corresponding 

to case 1. 

Table 2: Pressures for different cases 

case 1 2 3 4 5 6 7 8 9 

Pressure(Kpa) 101.325 71.495 35.747 14.2989 10.214 7.149 3.575 1.430 0.715 

Figure 3: Under different pressures(14.2989,20.427,23.8315), (a)velocity Ux of three different gases for the reference 

case at X=1. (b) mass flow for three different gas at different pressures. 
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Figure 4: Velocity of three different gases for the reference 

case at X=1 in cases 3, 4 , and 5. 

Figure 5: Mass flow and gross mass flow for three mixed gases compositions with the changes of pressure. 

Figure 6: Velocity of three molecular models for X=1 at 2,4,6 case respectively. 

Figure 7: Mass flow changes with the the pressure for three molecular models. 
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The imposition of boundary conditions can be classified into two types: the strong- and the weak-imposition approach.
The strong approach is to determine the state vectors at the boundary. This approach is generally based on the characteristic
theory, where the hyperbolic governing equations are considered to represent the propagation of waves. At the boundary,
there are waves propagating into or out of the computational domain. For those outgoing waves, their behaviour is
determined entirely by the interior flowfields. While for the ingoing waves, it is often necessary to formulate an
approximation of the wave evolution equations at the boundary through the derivation of the Local One-Dimensional
Inviscid (LODI) relations. Corresponding researches can be originated from Thompson [1]. Poinsot and Lele [2] proposed
a new formulation using characteristic wave relations through boundaries. Kim and Lee [3] generalized the characteristic
boundary conditions in curvilinear coordinates for computational aeroacoustics. To account for the multi-dimensional
flow effect as well as the viscous and reaction effects, Yoo et al. [4, 5] improved the characteristic boundary condition.
Lodato et al. [6] incorporated transverse terms and carried out direct and large-eddy simulation for three dimensional
viscous flows. It should be pointed out that for the edge and corner boundaries, special treatments were proposed [6].
Actually, when considering the influence of transverse terms, this complicated procedure is unavoidable. Apart from
these, Gross and Fasel [7] introduced additional ghost cells to apply the characteristic boundary condition. Recently,
Motheau et al. [8] extended the characteristic ghost-cell boundary condition to include the transverse terms. All the
above-mentioned research is conducted on the structured grid. Granet et al. [9] applied the characteristic boundary
condition to cell-vertexed schemes and compare different nonreflective outlet boundary conditions.
In comparison, the weak imposition approach aims at constructing the numerical flux, rather than obtaining the boundary
state vectors directly. Approximate Riemann solvers are utilized to calculate the numerical flux at the boundary. Therefore,
the left and the right state vectors need to be specified. This approach is widely applied in the framework of Finite Volume
[10] and Discontinuous Finite Element methods [11]. It should be noted that recent researches for Discontinuous Galerkin
methods [12, 13, 14, 15] are concentrating on the high-order representation of the curved boundary instead of the method
for the acquisition of the numerical flux. However, for the treatment of boundary conditions like the subsonic inlet and
outlet, it is always very complicated to obtain the left and the right state vectors, where isentropic relations as well as
Riemann invariants are often utilized. To avoid the complexity, some new techniques are required. Actually, as early as
1994, Atkins and Casper [16] proposed an approach based on the finite wave model to nonreflective boundary conditions,
including the subsonic inlet and outlet, for high-order methods on the structured grid. This approach employed the exact
solution to finite waves to relate interior state vectors and ambient conditions to boundary values. And the high-order
convergence was preserved independent of wave amplitude.
In [17], we compared the weak-imposition approach named as the Riemann method with the simple ghost-cell method. In
this paper, the Riemann method is compared with the characteristic ghost-cell method. For convenience, in the following,
the Riemann method and the Characteristic ghost-cell method are denoted as ”Riemann” and ”Characteristic” respectively.
First of all, the circular explosion is simulated in the square domain x× y = [−0.05, 0.05]× [−0.15, 0.15] with triangular
grid. All boundary conditions are defined as outlet. This case is to test the non-reflecting characteristics of methods for
boundary condition treatments. The pressure is initialized as

p− p∞ =

{
1, if r < 0.0015

0, otherwise
(1)

where r2 = x2 + y2. Other flow variables are initialized as u = v = 0, T = 1 and p∞ = 1/
(
γM2

)
with M = 0.1. The

time step for the numerical simulation is set as ∆t = 3× 10−5. The simulation ends at t = 0.048
In figure 1, the root mean square of the pressure perturbation is displayed. With both methods for the boundary condition
treatment, the pressure fluctuation converges to 0. In figure 1, the pressure perturbation at t = 0.012 is illustrated. It
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Figure 1: Root mean square of pressure perturbation for circular explosion

(a) Characteristic (b) Riemann

Figure 2: Pressure perturbation at t = 0.012 on triangular grid for the circular explosion

can be seen that no big difference exists for these two methods. Only slight reflection is observed at the outlet. In this
section, the isentropic supersonic flow is simulated and the analytical solution is given. The computational domain is
two concentric circular arcs of radius ri = 1 and ro = 1.384 in the first quadrant. These two circular arcs represent the
inviscid wall boundary, and the flow in the inlet and the outlet are supersonic. The exact solution of this case can be found
in [12] and is given below,

ρ = ρi

(
1 +

γ − 1

2
M2
i

(
1−

(ri
r

)2))(1/(γ−1))
,

P =
ργ

γ
,

||~v|| = ciMi

r
.

(2)

where the Mach number in the inner radius is Mi = 2.25 and the density is ρi = 1. The sound speed is calculated as,

ci =

√
γ
pi
ρi

= 1. (3)

In Fig. 3, the triangular grid is shown, along with the pressure contour. Obviously, the contour calculated with the
Riemann method is more similar to the analytical solution.
In Fig. 4, the pressure error is illustrated. Second order of accuracy is achieved in both the global and the wall region for
the Riemann method. While for the Characteristic method, only first-order of accuracy is obtained.
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(a) The triangular grid (b) Riemann (c) Characteristic

Figure 3: The triangular grid and corresponding pressure contour of the supersonic vortex flow
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Figure 4: The pressure error of the supersonic vortex flow
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Introduction

Economic activities and industrialization unavoidably lead to degrading street-level ventilation and elevating pollutant
concentrations in urban areas. Buildings, skyscrapers and infrastructures in metropolises collectively form complicated
urban morphology in which the dynamics is different from that in the atmospheric boundary layer (ABL) aloft. Under this
circumstance, the conventional (meso-scale) meteorology models would not be fully applicable to diagnose the problems
in details [1, 2, 3]. Engineering computational fluid dynamics (CFD), such as OpenFOAM [4], is commonly used to tackle
the problems in refined micro-scale. The protocol of using building information for OpenFOAM CFD studies in the city
ventilation perspective is reported in this paper.

Methodology

Detailed information of buildings and terrain is collected from the Lands Department, The Hong Kong Special
Administrative Region (HKSAR) [5]. The digital maps are three-dimensional (3D) spatial data of the HKSAR territory
that include buildings (commercial and residential), infrastructure (roads and bridges) and natural terrain (mountains and
slopes) for land assessment, engineering visualization and air ventilation analysis, etc. The 3D geometric models are
available in virtual reality modeling language (VRML) format. In this paper, we use one of the HKSAR downtown areas
as an example to demonstrate the solution protocol (Figure 1 (a)). The digital models in the files are divided into tile
basis so MeshLab [6] is used to assemble and convert the VRML files to STL format for subsequent input into CFD
and discretization. The STL files of building information are then merged with the OpenFOAM mesh generation utility
blockMesh and are discretized by snappyHexMesh to 3D unstructured meshes. The mesh generator snappyHexMesh
uses the triangulated surface geometries in the STL files to generate 3D meshes, approximating the solid surfaces. It
also refines the surfaces iteratively to morph the buildings by split-hex meshes to the facades and ground in high spatial
resolution. Additional layers of refined spatial resolution are fabricated as well to improve the accuracy of near-wall-flow
calculation. The STL model of downtown HKSAR areas, which is reduced in scale approximately 1:300, is discretized
into over 5 million hexahedral cells for subsequent CFD calculation (Figure 1 (b)).

Mathematical Models and Numerical Methods

Reynolds-averaged Navier-Stokes (RANS) k-ε turbulence model of OpenFOAM version 4.1 is used in this paper. It
is assumed that the flows are isothermal and incompressible that are calculated by the continuity and the momentum
conservation. Turbulence is modeled by the standard RANS k-ε model with the conservation equations of turbulence
kinetic energy (TKE) k and TKE dissipation rate ε. The CFD spatial domain (1:300 reduced scale) sizes 14 m (length)
× 2.7 m (width) × 4 m (height), covering one of the downtown areas in HKSAR. No-slip boundary conditions (BCs) are
applied on all the solid boundary and a shear-free BC along the top. Neumann BCs of flows are applied on the spanwise
boundaries. The prevailing wind is prescribed by an inflow boundary at the upstream inlet together with an outflow
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Figure 1: Preprocessing of building information from (a). STL file to (b). CFD model of downtown HKSAR.

boundary at the downstream outflow [7]. The inflow wind profile is given by the power law

U (z) = Us (z/zs)
α (1)

where Us is the wind speed at reference height zs (= 1 m) and α (= 0.2) the power-law exponent. The BCs of k and ε are

k (z) = 0.01 × U2
s × (z/zs)

−0.1 (2)

(10% turbulence intensity) and
ε (z) = C1/2

µ k (z) × Us/zs × (z/zs)
α−1 (3)

(TKE production equal to dissipation), respectively, where Cµ (= 0.09) is a modeling constant. The prevailing wind
enters the spatial domain from the upstream inflow is free of pollutant (φ = 0). An area source of tracer with constant
concentration Φ0 is placed on the ground right after the upstream inflow. Neumann BCs of tracer are applied on the
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domain top, spanwise extent and all the solid boundaries. An open BC is prescribed at the downstream outflow so the
tracer are removed from the computational domain without any reflection.

Over 5 million finite volume (FV) cells are used to discretize the spatial domain. Trial runs based on approximately 1
million and 3 million FV cells have been performed to check the grid dependence. The minimum and maximum cell
volume is about 8 × 10−8 m−3 and 4 × 10−5 m−3, respectively. The OpenFOAM standard solver simpleFoam is used
to solve the steady-state problem. The first-order upwind scheme is employed for all the CFD variables. Successive
overrelaxation method is adopted to solve the equation systems. The residuals of all the results presented in this paper are
less than 10−6. The Reynolds number (Re) based on free-stream wind speed and domain height is almost 3 × 106 that is
sufficiently large for turbulent flows in neighborhood scale.

Preliminary Findings

Figure 2 (a) shows the wind flows over the urban-area model of downtown HKSAR. A turbulent boundary layer (TBL)
is clearly developed in which the wind speed U increases in the wall-normal direction z. The reduction in wind speed
in the vicinity of buildings (less than 50% of free-stream wind speed) is clearly depicted, signifying the drag induced by
(rough) urban areas and the impact on street-level ventilation. It is clearly shown that the wake behind one of the high-rise
buildings, whose size extends almost to the domain outflow, substantially slows down the flows so the potential impact
from individual high-rise buildings (on the entire neighborhood) should be assessed. The pressure on the windward facade
of that building is large so we also need to pay attention to the turbulence and gust upwind (wind hazard). The domain
inflow a harbor so the impingement on the coastal buildings are notable. A zone of low pressure is clearly observed
after the coastal buildings, implying the formation of recirculating flows (i.e. weakened aged air removal) at the canopy
level. The streamlines help illustrate how the background flows are modified by the buildings. Similarly, the influence
of individual high-rise buildings is substantial. The flows in their wakes slow down (or even reverse flows), leading to
weakened wind breeze even the local building density is not high. Under this circumstance, the (adverse) environmental
impact of buildings could be beyond their length scale.

A hypothetical ground-level line source of tracer is included in the computational domain to examine the tracer transport.
It is placed in crossflows so the dispersion is essentially two-dimensional (2D) on the streamwise-vertical (x-z) plane.
Figure 2 (b) depicts the tracer distribution over the urban-area model of downtown HKSAR. Ground-level concentration
φ decreases exponentially in the streamwise direction that is similar to behavior of the conventional plume dispersion over
smooth surfaces. It thus arouses our interest of developing a Gaussian dispersion model for urban setting. Isosurfaces of
tracer concentration illustrate an interesting finding of the enhanced mixing in the wakes after high-rise buildings. The
building blockage diverts the flows, initiating eddies in the wake region. Those eddies are large in size in which the scales
of both the velocity and length are substantially enlarged that collectively strengthen the plume dispersion and mixing
processes. Hence, the ground-level tracer concentrations in the wakes of high-rise buildings could be (unreasonably) low
that cannot be estimated accurately by the current tracer transport models.

Concluding Remark

The protocol of using OpenFOAM modeling urban-area street-level ventilation is briefly introduced. The complicated
building morphology is digitized by snappyHexMesh to 3D unstructured hexhedrons. Preliminary findings highlight the
importance of high-rise buildings on street-level wind environment that could be beyond their length scale. Moreover,
large-scale eddies are generated in the wakes after high-rise buildings that could enhance the tracer dispersion. Additional
CFD sensitivity tests are being undertaken to examine the roles of buildings in a city in the environmental perspective.
More results and findings will be reported in the workshop.
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Introduction 

Over the last decade, the use of CFD methods for fire safety design has received increasing attention from the 

Architecture, Engineering and Construction (AEC) industry, leading to an urgent demand for accurate and efficient tools, 

capable to easily handle complex geometries and physics. The key ingredients for a fire simulation framework are mainly 

the capability of modelling in a simplified fashion the flame and smoke propagation through buildings, and a set of 

components such as water sprinklers for fire suppression, ventilation units, extractors and doors, whose operating 

conditions can be modified by a sensor logic, based on external or internal inputs, e.g. temperature at monitoring location, 

visibility of the area etc. 

Nowadays, the standard tool for fire analysis in industry is the open-source Fire Dynamics Simulator (FDS) software, 

developed by the National Institute of Standards and Technology (NIST) and the VTT Technical Research Centre of 

Finland. Despite FDS being a widely used, well-established and validated code, to the best knowledge of the authors it 

exhibits several drawbacks: 

• the use of simple cartesian meshes which are incapable to capture the complex geometric features of buildings

• an inherently transient solver with no possibility to run steady state analyses

• poor scalability and a non-user-friendly pre- and post-processing environment.

Furthermore, FDS is a stand-alone simulation platform, which means it cannot be easily integrated with other CFD tools 

and/or workflows generally used by the AEC industry. On the other hand, other commercial codes can today still be used 

to cope with fire-driven flow applications, however these are almost exclusively available as close source software. 

Motivated by the limitations mentioned above, by the fact that HELYX already constitutes a successful framework in the 

ACE industry and because integrating new features for fire analysis is relatively straightforward in the existing code, we 

decided to carry out a research and development project on this topic which is in high demand. 

In this work, we present an innovative fire dynamics modelling framework, designed for the solution of fire security 

problems and the development of fire control strategies. Due to the large scale of the geometries, which often represent 

floors, carparks or even entire buildings, the use of detailed physical models and numerical techniques is infeasible. 

Therefore, our proposed method is based on detail-reduced modelling approaches, i.e. averaging, loose coupling between 

smoke and air and a certain number of model simplifications. We remark that the proposed framework is not intended to 

be a replacement of other fire solvers already included into OpenFOAM such as FireFOAM, it is rather to be considered 

as an additional simplified modelling tool for large-scale fire dynamics simulations. 

Modelling strategy 

Main modelling components for a fire dynamics environment are: 

• Fire source

• Smoke and visibility index

• Coolant spray

• Air humidity

• Sensor logic

• Fans

• Doors and windows

The simulation framework is based on a pressure-based, compressible, single-specie, buoyant thermal solver. Turbulence 

is modelled by means of RANS equations plus a two-equation turbulence model. Support for DES and LES is also 

included. All the heat transfer mechanisms, i.e. conduction, natural and forced convection and radiation are taken into 

account. Specifically, the radiation component is modelled by means of an improved version of the discrete order (DO) 

method, along with a constant absorption-emission model to include the interaction of radiation with fumes and air. This 

last aspect was found to be crucial for the accuracy of the plume development and shape. Furthermore, two additional 

transport equations are solved to model the smoke and humidity concentration transport. The solver can run both as 

steady-state or transient. 
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Within this modelling approach, smoke, coolant (water) and humidity are only loosely coupled to the primary air phase 

[1]. Smoke and humidity are solely acting as passive scalars regarding the hydrodynamics, while the coolant spray affects 

the air via the standard momentum exchange terms [3]. Moreover, thermal and mass coupling between air humidity, 

coolant spray and the primary air phase is accounted for. Within the context of fire simulation, the coupling of coolant 

mass and air humidity due to thermal phase change is modelled via simplified closures. The air temperature is affected 

by heat transfer from the coolant as well as phase change due to evaporation. Unlike common practice in other tools, the 

coolant spray is herein simulated as an Eulerian phase, as are all other participating phases. The fire itself is modelled as 

time-dependent heat and smoke release from boundary patches or sub-domains. To enable the simulation of realistic fire 

scenarios with fire suppression systems, the modelling of opening and closing doors, as well as the activation and 

deactivation of sprinklers and fans, are required. Specifically, we propose to model the opening and closing of doors by 

switching between boundary conditions, while fans are modelled as momentum sources with prescribed target velocity 

or fan curve. The control of the fire suppression systems and doors status is coordinated by means of the sensor logic 

which monitors solution parameter such has flow temperature and visibility index and makes decisions based on these.  

Implementation 

The presented modelling approach is accomplished via a newly developed class of solverObjects. These solvers are 

registered mesh objects for which wrappers for functionObjects and fvOptions as well as direct access functions within 

solvers have been created. The presented implementation utilizes the capabilities of fvOptions and adds hooks for the 

solverObjects to each of the fvOptions function call, which allows automatic execution of a solverObject at all fvOption 

calls within the top-level solver. Thus, the user can control at which stage of the top-level solver passive scalar transport 

equations or other solverObjects are executed. Within this framework, passive scalar transport equations can be modified 

to interact with the solver - and thus becoming active scalars - without modifying the source code, only by case setup. 

This is made possible by allowing the solverObject in turn to access any fvOption. Thus, solverObject and top-level solver 

or even different solverObjects can directly interact by fvOptions, e.g. source terms.  

This functionality is extensively used to compute different transport quantities on demand, whenever fvOption-based 

source terms which need these quantities are evaluated. The primary goal of this framework is to introduce a new level 

of user flexibility in manipulating and adding new functionality to existing solvers without having to resort to code 

customisation. 

Other user-interactions, like the switching of boundary conditions (e.g. opening and closing of doors) or activation and 

deactivation of sprinklers, are enabled via a new sensor class which allows users to perform algebraic and logical 

operations on fields, coupled with the available Function1 as a lookup table for the sensor output value. With this 

functionality, the user obtains a large amount of control over the setup of dynamically changing cases. Currently, this 

functionality is only available within a generic boundary condition that allows the switching between two user-specified 

boundary conditions based on sensor operations and the Function1 lookup table.  

Results 

Initial results for two test cases, a sprinkler water jet and flame development in a building, are shown to prove the 

capabilities of the proposed modelling framework.  

Figure 1. Water sprinkler modelled with uncoupled Eulerian spray. 
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Figure 1 shows contours of the water volume fraction for the sprinkler case. At the top, the sprinkler can be seen, coloured 

in red and modelled as a sphere sector. The aim of this test case was the verification of the droplet spray path and the 

cooling of the air due to heat transfer and evaporation. 

Figure 2 presents the contours of the temperature field of the second test case. The case aims to reproduce experiments 

carried out at the Murcia fire test facility [2]. In this test case, which is specified in [2], a fire is modelled as a heat source 

originated in a pool located at the centre of the atrium. In the picture, the plume formation and development, with air 

stratification at different temperatures is displayed. 

Figure 2 Temperature plume developed for the Mercia facility case 
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Introduction 

As the growing requirement from renewable energy, especially for wind energy, more and more on-shore wind farms 

has been constructed on the mountain ridges and plateaus. In contrast to the off-shore or flat terrain wind farms, reliably 

modelling the atmospheric flow over the complex terrains is a big challenge. A separation bubble, induced by the 

rolling hills includes low wind speed and high turbulence intensity.  If the wind turbine happened to be located in this 

region, a low annual energy production (AEP) and fatigue failure of the wind turbine will be caused. Negative wind 

shear, which means the wind speed in the lower part of the turbine is higher than that in the higher part, will cause the 

turbine blade collide with the turbine tower, resulting the broken of the blade. Such unfavourable wind conditions will 

cause a finance loss, resulting a big risk of the project. 

Currently, Reynolds-Averaged Navier Stokes (RANS) with two-equation turbulence model (k-ε model) is a standard 

process for the wind resource assessment and the siting optimization. By considering the measured met mast data and a 

standard post-processing form IEC, the wind resource file can be obtained and will be used to represent a 20 years mean 

value for the siting engineers. A following siting optimization and AEP calculation can be done to evaluate the risk of 

the project. However, it has been reported that steady RANS failed to accurately predict the flow features when flow 

separation occurs [1]. Large-Eddy Simulation, which only model the sub-grid scale turbulence, is a promising method to 

increase the accuracy when solving the wind farm. But due to the consuming of the calculation, it usually used to 

simulate the turbine-scale flows, such as SOWFA [2]. Detached-Eddy Simulation (DES), which will use RANS method 

in the near wall region and switches to LES method in the turbine region, can provide us more information than the 

traditional RANS method. It can be used to investigate the unsteady features in the wind farm, such as the possibility of 

the negative turbine wind shear and wind veer [3]. Compared with RANS method, DES method shows better 

performance when solving the hill induced separation [4].  

Greenwich CFD (GWCFD), is a wind resource assessment CFD software developed by Envision Energy based on 

OpenFOAM. It integrates the pre-processing of the wind farm engineering, such as map and mast data clean, mesh 

generation and the post-processing, like cross-checking and the annual energy production (AEP). The primary 

workhorse of Greenwich CFD is the neutral RANS solver with k-ε closure, which carries 90% of the internal workload 

from the operational siting engineers in Envision Energy. In addition, Greenwich CFD has developed advanced models, 

such as thermal stratification model of atmosphere boundary layer, forest model, actuator line/disk model, as well as 

meso/micro scale coupling model.  

Description of the case 

In this paper, a wind farm in China is selected to investigate as shown in Figure 1. Wind turbines with hub height of 

44m are located along the hill. The length of the plateau is about 1000m from southeast to northwest and about 10km 

from southwest to northeast. The hill elevation ranges from 1100m to 1700m.  A met mast is located on the northeast of 

the wind farm. The wind rose at the measured met mast is shown in Figure 2, with the main wind direction of about 

135degree (The direction of the wind from north is defined as 0 degree). The hill slope is about 30deg in the windward 

side. Based on the result from RANS, the predicted wind speed (or AEP) on the upwind side of the turbine group is 

higher than that on the downwind side. While the operating data from Year 2012 to Year 2015 shows the AEP on the 

upwind side is 30% lower than predicted. A detached-eddy simulation method with the standard K-Omega SST model 
[5] is used to review this case. Parameters in the turbulence model are carefully selected to make them consistent with the 

RANS k-Epsilon model [6]. Wind conditions at the problematic turbines will be fully considered. 

Results and Discussion 
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The computational domain is 20km*20km, with the horizontal mesh resolution of 12.5m and the first wall normal mesh 

of 1m, resulting a total mesh size of about 70million. A log law inflow profile is used to simulate the neutral atmosphere 

boundary layer[1,3]. A rough wall function is used to model the near wall roughness effect [7]. Flow features in the 

dominant wind direction (135 degree) is simulated and analysed in this paper.  

 

Figure 3 shows the flow pattern along the main wind direction near the problematic wind turbine. A separation bubble 

is observed in the leeside of the hill. The flow is disturbed on the plateau. The zoomed-in result at four time steps are 

shown in Figure 4. The turbine suffers unsteady wind conditions during the operation. The history of the wind speed 

variation at the upwind and downwind turbines is recorded during the simulation. Two probes at turbine bottom 

(H=20m) and turbine top (H=60m) are used to check the wind speed difference on the turbine disk as shown in Figure 5. 

The wind shear defined as (dU/dz), is analysed based on the probe data. It is found that the possibility of the negative 

wind shear is 65% for the upwind turbine and only 19% for the downwind turbine. Since large negative wind shear can 

cause the turbine blade collide with turbine tower, It is a high risk for the wind turbine in the upwind side.  

 

 
Figure 1. Terrain information of the site 

 

 
Figure 2. Wind rose of the Met mast  

 

 
Figure 3. Flow pattern along the problematic wind turbine plane. 
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Figure 4. Zoomed-in flow patterns at different time near the problematic turbines. 

Figure 4. Time history of the wind speed variation at the upwind and downwind turbines. 
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Abstract 

In urban drainage/sewerage design, it is common to encounter water flow with large drop in elevation, such as intercepting 

stream flow to deep drainage tunnel for urban flood protection in Hong Kong. Tangential vortex intake is an efficient way 

to convey flow with large drop due to its good energy dissipation and large air core in drop shaft to release entrained air. 

Physical modelling is the conventional way to design vortex intake but it is timely and expensive to build. Commercial 

CFD software, e.g. Flow 3D, is increasingly used by civil engineering industry in Hong Kong to design/review hydraulic 

performance of vortex intake and other complex hydraulic structures. However, there is no known study which has 

examined accuracy of CFD in modelling flow in such complex hydraulic structures in detail. This study aims at validating 

OpenFOAM using comprehensive measurements on tangential intake physical model by Qiao et al. (2013) on: (i) head-

discharge (Q-H) relation; and (ii) flow structure at approach channel and drop shaft. The results show that OpenFOAM 

is capable of giving good prediction of Q-H relation, and resolving flow structure of the swirling flow in drop shaft. This 

demonstrates the potential of CFD software, particularly OpenFOAM which is free and open source, as a tool to advance 

design of complex hydraulic structures in civil engineering industry in a more efficient and cost effective way. 

Keywords: Tangential Vortex Intake, Drop Shaft, Vortex Flow, Swirling Flow, Air Core 

Introduction 

Tangential vortex intakes are commonly used to convey flow with large drop in elevation in drainage system. A tangential 

intake is a compact hydraulic structure which is composed of: (i) a rectangular approach channel with horizontal bottom; 

(ii) steep taping channel; (iii) a narrow slot at the junction; and (iv) drop shaft. Yu and Lee (2009) proposed a stable 

design criterion for tangential intake based on 1D model assuming circular vortex flow in drop shaft and constant 

streamwise velocity in the junction. Yet these assumptions were not verified until the work of Qiao et al. (2013). They 

carried out detailed velocity measurements on the structure of a tangential intake vortex flow for the first time. The works 

of Qiao et al. form the basis of this study to verify capability of OpenFOAM to simulate tangential vortex intake for civil 

engineering application. 

Experimental Study by Qiao et al. (2013) 

Detailed velocity field measurement with Laser Doppler Anemometry was carried out Qiao et al. (2013) for the first time 

for a steady tangential vortex intake. The experimental setup for measuring vortex flow field with LDA is shown in 

Figure 1 below. 

Figure 1: Experimental setup for measuring vortex flow field Figure 2: Main geometric parameters and measured vortex 

with LDA (Extracted from Qiao et al. (2013))  flow variables (Extracted from Qiao et al. (2013)) 
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The geometry of tangential intake is shown in Figure 2 and is determined by the following parameters: junction width 

(e), approach channel width (B0), drop shaft radius (R), bottom slope of tapering section (β0) and tapering angle of 

tapering section (β1). 

The flow depth in the approach channel (ha) and the flow depth at the junction (hj) in the tapering channel were measured 

by point gauge. The local horizontal velocity Ux, the transverse velocity Uy perpendicular to the vertical boundary wall 

and the vertical velocity Uz are measured in a Cartesian coordinate system for Q = 2.0, 4.0, 6.0, 8.0 and 10.0L/s. The 

local vertical velocity Uz and the tangential velocity Uθ are also measured for the swirling flow velocity field in the drop 

shaft in a cylindrical polar coordinate system. 

Model Setup & Description of Flow 

Tangential intake in Figure 2 was setup in OpenFOAM v4.1 using the standard solver, interFoam, for 2 incompressible, 

isothermal immiscible using volume of fluid phase-fraction based interface capturing approach. Parameters used are 

summarized in Table 1 below. Overview of the model and water surface profile are shown in Figures 3 and 4. 

Table 1: Parameters of the Model Setup 

Parameters Values 

Meshing blockMesh & snappyHexMesh 

Number of Cells 1,485,577 

Mesh Size 0.01m in approach channel, 0.0025m in drop shaft 

Turbulence Model kOmegaSST 

Inlet patch Flow rate boundary condition (variableHeightFlowRate) 

Outlet & atmosphere patches Atmospheric boundary condition (totalPressure) 

For the range of flow simulated (Q=2L/s to 10L/s), flow regime in the approach channel is subcritical with smooth and 

flat water surface. The flow accelerates in the tapering and sloping section of approach channel, and it passes through 

critical depth at the junction before entering into the drop shaft horizontally. In the drop shaft, the flow attaches to the 

wall surface and the initial thickness of the flow is approximately equal to the width of junction. The swirling flow follows 

a helical path down the shaft and leaves the outlet patch at the bottom. 

Figure 3: Isometric View of Water Surface Profile  Figure 4: Top View of Swirling Flow in Drop Shaft 

at Q=10L/s  at Q=10L/s 

Depth Discharge (Q-H) Relation 

Water depth (ha) at approach channel of vortex intake is 

important as it affects hydraulic profile of its upstream 

drainage system. Therefore, accurate prediction of Q-H 

relation is essential for proper design of vortex intake to 

avoid water overtopping at upstream. Based on the 

measurements by Qiao et al. (2013), discharge and depth 

at approach channel (blue dots) show a close to linear 

relation as shown in Figure 5. Results of OpenFOAM 

(orange dots) show the same linear trend and the water 

depths (ha) in approach channel are reasonably well 

predicted. At the largest discharge of 10L/s, the difference 

is less than 10%. Q-H relation of tangential intake can be 

estimated with reasonably good accuracy for practical use. 

 Figure 5: Comparison of depth-discharge relation 
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Minimum Air Core Area Ratio 

The air core size decreases with discharge. Yu and Lee (2009) defined a key parameter λ as the ratio of air core area to 

the drop shaft cross-sectional area, λ=b2/a2 where a, b=radius of drop shaft and air core, respectively. The value of λ must 

be sufficiently large to allow free passage of air and ensure stable operation of the vortex intake. A typical criterion is λ 

≥ 0.25 for the design discharge. Yu and Lee (2009) assume circular air core in order to derive an analytical equation to 

calculate air core area ratio from a given discharge Q. 

In Figure 6, the air core shapes from physical measurement (blue lines) and numerical model (orange lines) are compared 

at z=-0.04m at Q=4L/s and 8L/s. It is clearly seen that the actual air core is of D-shape and is asymmetrical about the axis 

of the drop shaft. The thickness of the flow layer being almost minimum at swirling angle θ=270o. The shape of simulated 

air core agrees reasonably well with the measured one. 

In Figure 7, the variation of air core area ratio (λ) down the drop shaft at different flow rates are compared. Results of 

OpenFOAM are consistent with the measurements in general. The physical measurements show that the throat, i.e. the 

critical section of vortex flow with minimum air core area ratio, is located at z=0m to -0.05m. Elevations of throat are 

depicted by OpenFOAM correctly under different flow rates. The minimum air core area ratio (λ) predicted by 

OpenFOAM is reasonably accurate, taking into account of the possible human measurement errors in using specially 

designed ruler in measuring air core size in drop shaft. 

Figure 6: Comparison of air core shape at z=-0.04m Figure 7: Comparison of air core area ratio 

Velocity Distribution at Inflow Junction 

Before the measurement by Qiao et al. (2013), the actual inflow pattern from the tapering channel into the drop shaft was 

unknown. Yu and Lee (2009) assumed a constant horizontal velocity Ux at the inflow junction in deriving an analytical 

equation to predict the free drainage discharge, i.e. the maximum discharge at which the vortex flow, after turning 360o 

in the drop shaft, doesn’t disturb the parallel inflow jet at the junction. This is an important criterion to ensure formation 

of smooth and stable vortex flow. 

In Figure 8, velocity distribution of Ux at inflow junction along depth of flow at different flow rates are compared. The 

physical measurements show that Ux varies linearly in the vertical direction for Q=2L/s to 6L/s. For larger discharge, Ux 

close to the bottom of inflow junction is affected by the swirling flow in the drop shaft after turning 360o, and the velocity 

profile of Ux starts to deviate from linear. Results of OpenFOAM give very good agreement with the measurements. 

Figure 8: Comparison of velocity distribution Ux(z) at Figure 9: Comparison of velocity distribution Uy(y) at 

the junction (y=0.009m, x=0.0m) the junction (x=0.045m, z=0.05m) 
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In Figure 9, there is small transverse velocity Uy at the junction due to tapering of the approach channel. All these detailed 

flow structures at the junction are very well predicted by the CFD model. 

Velocity Distribution of Swirling Flow near to the Throat 

Yu and Lee (2009) made another two assumptions in deriving an analytical equation for predicting minimum air core 

area ratio (λ) at the throat of swirling flow for tangential intake, they are: (i) horizontal tangential velocity Uθ of the 

swirling flow is inversely proportional to the radial position; and (ii) vertical velocity Uz is uniformly distributed in the 

radial direction. 

In Figure 10, horizontal tangential velocity Uθ of swirling flow near throat of drop shaft is plotted against its radial 

distance (r) from centre of drop shaft at θ=45o for Q=4L/s. From the measurement, there is clearly an inverse relationship 

between Uθ and r. Results of OpenFOAM can resolve this distribution of Uθ to a high degree, and the velocity drops 

rapidly to zero at drop shaft wall surface (r=62mm) due to no slip condition. 

In Figure 11, vertical velocity Uz of swirling flow near throat of drop shaft is also plotted again its radial distance (r) at 

θ=45o for Q=4L/s. From the measurement, the assumption of uniform distribution of Uz in the radial direction is obviously 

justifiable. Results of OpenFOAM not only show uniform vertical velocity Uz distribution in radial direction, but also 

correctly predicts increase in vertical velocities down the drop shaft. Results of OpenFOAM give good prediction of the 

distribution of Uθ and Uz, despite the flow in drop shaft is highly three-dimensional helical flow. 

Figure 10: Comparison of tangential velocity (Uθ) of Figure 11: Comparison of vertical velocity (Uz) of vortex 

vortex flow at θ=45o for Q=4L/s flow at θ=45o for Q=4L/s 

Conclusions 

With the detailed measurements by Qiao et al. (2013) on physical model of tangential intake, comprehensive insight can 

be gained and the results provide solid basis to verify capability of OpenFOAM to simulate such complex flow. The 

results presented here have demonstrated the capability of OpenFOAM to predict two important parameters to civil 

engineers in designing tangential intake: (i) Q-H relation; and (ii) minimum air core area ratio. 

More than that, OpenFOAM can also resolve complex flow structures of: (i) the accelerating inflow into the drop shaft at 

the junction, together with the effects of swirling flow in the drop shaft after turning 360o at large discharge; and (ii) 

tangential and vertical velocity distribution along the radial direction of the swirling flow. It is of more interest to 

academics who develop theory for the hydraulics of tangential intake/complex hydraulic structures. 

Findings in this study clearly illustrate the potential of this free and open source OpenFOAM to be used as: (i) an efficient 

and cost effective tool to supplement conventional physical model which is timely and expensive to build; (ii) a design 

tool for complex hydraulic structure for civil engineering application, as a cost effective alternative to the commonly used 

commercial software; and (iii) a research tool for academics to gain insight into complex flow problems to develop better 

hydraulic theory. 
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Abstract: In order to study the upper bound solution of bearing capacity of suction caisson foundation under vertical 
uplift load, a reverse Prandtl failure mechanism is constructed. On the basis of upper bound theorem of limit analysis, 
this paper introduces the viewpoint of reverse bearing capacity and the Prandtl failure mode for study. The reverse 
Prandtl failure mechanism means that the active area under the foundation becomes the passive area and the logarithmic 
spiral direction is opposite. Accordingly, the upper bound solution of bearing capacity of suction caisson foundation is 
derived by establish the corresponding kinematically admissible velocity field. At the same time, the upper bound 
solution is calculated by using the Matlab program and compared with the previous experimental data and other upper 
bound solution. The results show that the error between the upper bound solution and the experimental value is 
basically around 20% and it can prove that the reverse Prandtl failure mode is reasonable. 
Key words: suction caisson foundation; Prandtl failure mode; ultimate bearing capacity; upper bound theorem 

Introduction 

Suction caissons have been widely used in as foundations in offshore oil and gas industry and have recently extended to 
offshore wind turbines. However, there are still no wide spread engineering specifications on design and calculation of 
uplift bearing capacity for the suction caisson foundation. Existing methods for estimating the pullout capacity of 
suction are mainly based on experiments or finite element analysis (Rao et al.1997, Deng and Carter 2002, Feng 2016, 
Zhai 2017 and Du et al. 2017). Andersen et al.(1993) carried out four field tests to study the pullout behavior of suction 
caissons in soft clay and concluded that the ultimate capacity may be calculated by assuming a reverse bearing capacity 
failure. They also suggested that an upper limit could be solved by assuming a failure mechanism which is similar to the 
approach to compute the bearing capacity of the shallow foundation as introduced by Terzaghi (1943). The upper bound 
theorem have been proved to be a powerful tool for the analysis of the plastic collapse associated with shallow 
foundations, buried caissons and circular foundations (Chen 1975, Yang 2001 and Wang 2008). However, limited 
attempts have been reported to estimate the pullout capacity of the suction caisson foundation using the upper bound 
solution.  
In this paper, the reverse Prandtl failure mode was adopted to represent the failure mechanism of suction caisson 
subjected to pullout loading. An upper bound method for calculating uplift bearing capacity of suction caisson 
foundation based on the reverse Prandtl failure mode. The proposed equation was verified using the experimental data 
from published literatures and it shows that the results from proposed equations agree well with the experimental 
results. 
Theory 

The distinct failure mechanism, referred to as the M1, is utilized in the analysis. M1 is the reverse Prandtl failure 
mechanism. The Prandtl reverse failure mechanism means that the active wedge under the caisson becomes the passive 
wedge at the vertical pullout loads, at the same time, the direction of the principal stress is horizontal and the minor 
principal stress is vertical. The angle between the direction of horizontal plane and the failure surface is 45°-/2, so it is 
different from Prandtl failure mechanism(The angle is 45°+/2), and the logarithmic spiral direction is opposite. The 
upper bound theorems, which assumes a perfectly plastic soil model with an associated flow rule, states that the internal 
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power dissipated by any kinematically admissible velocity field can be equated to the power dissipated by the external 
loads and so enables a strict upper bound on the true limit load to be deduced. 
Reverse Prandtl Failure Mechanism 

The configuration of the suction caisson foundation here was described through two parameters-the radius R, the 
Caisson buried depth L. An overall schematic illustration of M1 is shown in Fig.1, the kinematic mechanism and the 
associated velocity field is shown in Fig.2. Since the movement is symmetrical about the footing, it is only necessary to 
consider the movement on the left-side of M1.The wedge ABC, with weight G1, move with velocities v0 but making an 
angle, the friction angle of soil, with the linear failure surfaces AC. The Logarithmic spiral ACD, with weight G2, 
move with velocity v but making an angle, with the curved failure surfaces CD. The wedge ADE, with weightsG3, 
moves with velocity v1. The suction caisson foundation moves vertically with velocity vp. Soil may slide either along the 
foundation surface, referred to as interface shear with limiting shear stress a·c. At the same time, the soil weight above 
the bottom of caisson was considered in the upper bound solution of M1. And the soil weight above the bottom of 
caisson equivalent to q. 

Fig.1 Reverse Prandtl failure mechanism Fig.2 velocity hodographs 

Formulation of Upper Bound Solution 

Equating the work rates of external loads to the total internal energy dissipation rates, we can obtain the general 
equation of the ultimate bearing capacity using upper bound method, which is 
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Comparison with experimental values 

Singh et al.(1991), Shi et al.(2003), Jiao et al.(2006), El-Gharbawy and Olson(1998) and Chen and Cassidy(2012) have 
performed the vertical uplift tests for suction caisson foundations under the undrained condition. The results of these 
tests and the upper bound solutions for the ultimate uplift force are shown on Fig.3. It can be seen from Fig.3 that the 
M1 solutions agree reasonably well with the test results, with differences in the range from 3% to 44%. The upper 
bound solution used in this paper are less than the upper bound solution of completely Prandtl failure mechanism of 
Wang(2008) and closer to the test results. The comparisons presented that the suggested upper bound solutions can be 
applied to suction caissons for estimating the uplift bearing capacity under the undrained condition. 
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Fig.3 Verification of upper bound solutions for undrained vertical uplift capacity 

Conclusions 

In this paper, the reverse Prandtl failure mode was adopted to represent the failure mechanism of suction caisson 
subjected to pullout loading. And the upper bound solution agrees reasonably well with the test results, with differences 
in the range from 3% to 44%. The upper bound solution used in this paper is less than the upper bound solution of 
completely Prandtl failure mechanism of Wang（2008） and closer to the experimental value. It can be proved that both 
failure mechanisms are reasonably and more consistent with the actual force condition. 
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MULTIPHASE MODELING OF LOCAL SCOUR IN LONG CONTRACTION 
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The contraction of a watercourse is typically induced by hydraulic structures, such as bridge piers, abutment and barrages. 

The channel contraction leads to the increase of flow velocity and free surface deformation due to the reduction of cross-

section which may result in local scouring in the contracted zone of the open channel. The increase in depth in an a long 

contraction can be calculated from the equations of motion and continuithy for sediment and water[1]. In this study, a 

local scour in a long contraction is numerically invesitygated through multiphase computational fluid dynamics (CFD) 

modeling with rheological model for non-Newtonain sediment layer.  

A Multi-phase flow model for simulation of the interaction of water flow and sediment bottom in the channel contraction 

was developed, which is based on three-dimensional Navier-Stokes equations incorporated with multiphase transport 

equations and employed a viscoplastic models for water-saturated sediment flows. The governing equations for the flow 

are the unsteady, incompressible filtered Navier-Stokes equations. The interfaces of water, air and water-solid mixture 

fluids are captured by means of the multiphase volume of fluid (VOF) method which is capable of modeling flows in 

complex free surface geometries. The location of the free-surface and interface of fluids are obtained by the VOF variable. 

The contribution of three fluid velocities to the evolution of the free surface and interface is proportional to the 

corresponding phase fraction, and the volume fraction is used to determine the fluid properties.  

The governing equations are solved numerically by the finite volume method. Overall fully second-order-accurate setup 

both in time and in space is used for the simulation. The generalized second-order-accurate backward, implicit, 

differencing scheme is used to evaluate the time derivatives. Spatial discretization for the convective term is achieved 

using the central differencing schemes. One of the major difficulties in the VOF method is ensuring the transport of sharp 

interfaces without artificial numerical diffusion or dispersion. In the VOF model, the boundedness of volume faction is 

maintained by utilizing a bounded central differencing scheme combined with a solution procedure referred to as multi-

dimensional universal limiter for explicit solution. The rheological behavior of the water and sediment mixture is 

approximated by a modified Herschel-Bulkley model. The delayed detached eddy simulation is used to compute subgrid-

scale eddy viscosity of turbulent flow. Sufficiently refined computational mesh and appropriate boundary conditions are 

essential to accurately reproduce the dynamical interaction of water phase and solid-water mixture phase in the multiphase, 

turbulent modeling.  

A series of laboratory experiments had been carreid out by Dey and Raikar [2] in a 12 m long, 0.6 m wide and 0.7 m deep 

rectangular flume. In the experiemnt, a 3 m long, 0.3 m deep, rectangular contraction model containing sediment is 

installed at 6 m downstream of the flume inlet as seen in Fig. 1. A numerical flume, of which the configurations are 

identical to the experimental ones, is generated to reproduce the experimental measurements. Among a series of 

experiments with different contraction ratios, sediments and flow conditions [1], a measurement observed for the 

contration ratio �̃� (= 𝑏2 𝑏1⁄ ) of 0.4, median diameter of sediment 𝑑50 of 2.54 mm,  approaching bulk mean velocity of

0.568 m/s and the upstream flow depth of 0.1286 m. The Reynolds number and Froude number based on the approaching 

velocity and flow depth are 71,000 and 0.506, respectively.  

Numerical results show that the multiphase CFD model is successfully applied to resolve propagation of sediments wave 

and local scour in a long contraction of the open channel. Fig. 2 shows snapshots of free surface and bed deformation at 

three different instants. Numerical solutions well reproduce the experimental measurements in terms of overall shape of 

free surface and the bed evolution.  
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Figure 1: Schematic of a long rectangular channel contraction experimentally investigated by (Dey and Raikar, 2005) and 

computational mesh 

Figure 2: Computed free surface and sand bed deformation at subsequent three time instants: t = 0 s (upper), t = 120 s and t = 

300 s (lower) 
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To help designing polymer processing tools it is essential to use efficient computational fluid dynamics numerical codes, 
which can save time and resources when compared to those usually spent on experimental trial-and-error processes. The 
design tasks are even more difficult to undertake, both experimentally and numerically, when dealing with complex 
rheology materials, as happens with the viscoelastic fluids, which present some counter intuitive phenomena. On the 
computational side, for this type of fluids a non-linear constitutive equation that includes elastic effects must be 
considered. In this framework, for an isothermal problem, the set of highly coupled governing equations, consisting of 
the continuity, the momentum and the constitutive equations, has to be solved. 
The usual approaches employed are based on segregated algorithms, in which all the equations are solved iteratively and 
sequentially [1]. Due to the strong coupling between the governing equations, this sequential iterative process is quite 
sensitive and prone to divergence. Additionally, the segregated approach is known to present slow convergence (due to 
the requirement of using high relaxation factors), and limit substantially the Deborah number (a measure of the elasticity 
relevance) that can be achieved in the numerical calculation. 
This work describes a new numerical code, in the context of the finite-volume method, which follows a coupled approach 
to compute the flow of viscoelastic fluids. The code was implemented in the open-source computational library foam-
extend [2], a community driven fork of the OpenFOAM® software. The solution of the enlarged system of equations, 
composed by continuity, momentum and extra-stress constitutive equations, is obtained using an algebraic multigrid 
solver. The performance of the coupled viscoelastic solver is assessed with two case studies, namely the Oldroyd-B 
Poiseuille and the UCM lid-driven cavity flows, targeting to evaluate the advantages in terms of the number of iterations 
and CPU time, with increasing mesh density and Deborah number. Additionally, for verification purposes, the results 
obtained with the developed code are compared with analytical solutions and results obtained with the segregated version 
of the viscoelastic modelling code [1]. 
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Introduction

Regularized or quasi-gas dynamics equations (QGD) and their extensions for transonic and incompressible flows have
found applications for numerical simulations of different types of viscous flows [1]: subsonic, transonic, super- and
hypersonic flows of viscous perfect gas, flows of binary mixtures, low-compressible fluids flows, etc. Our implementation
of QGD numerical algorithm as OpenFOAM solver QGDFoam has proved to operate properly in wide range of Mach and
Reynolds numbers for several prominent practical 1D & 2D cases, such as laminar subsonic flows in channels, subsonic
flows with separation, compressible jet flows, supersonic inviscid flows and others [2]. Perfect scalability for medium-
sized High Performance Computing clusters (HPC) with number of computational cores up to 96 has been achieved.
In this work we continue to develop OpenFOAM implementations of numerical algorithms for regularised gas and
hydrodynamic equations for the next particular cases:

• TQGDFoam — a solver for transonic and subsonic viscous gas flow with possibility of extension to arbitrary
equation of state;

• QHDFoam — a solver for incompressible viscous fluid simulation.

Developed solvers are tested for well-known 2D and 3D cases on large HPC cluster with the number of used computational
cores up to 1500.

Quasi hydrodynamic equations for TQGDFoam and QHDFoam solvers

Quasi hydrodynamic (QHD) equations were proposed by Yu. V. Sheretov in 1996 as a special variant of QGD system
e.g., [3]. This system has more simple mathematical form comparing to QGD system that simplifies its numerical
implementation. It allows directly usage of arbitrary equation of state p = p(ρ, T ). Compared with QGD system, QHD
equations have a limited range of applicability in terms of Mach numbers, namely, from subsonic to transonic regimes.
QHD system of equations includes continuity(1), momentum (2) and total energy equations (3), accomplished with closure
relations for Navier-Stokes viscous stress tensor ΠNS and heat flux vector qNS .

∂ρ

∂t
+ div (ρ~u) = div (ρ~w) (1)

∂(ρ~u)

∂t
+ div (ρ~u⊗ ~u) + ~∇p = ρ~F + div ΠNS + div [(ρ~w ⊗ ~u) + (ρ~u⊗ ~w)] (2)

∂

∂t

[
ρ

(
~u2

2
+ ε

)]
+ div

[
ρ~u

(
~u2

2
+ ε

)
+ p~u

]
+ div ~qNS = ρ~F · (~u− ~w)+

div (ΠNS · ~u) + div

[
ρ~w

(
~u2

2
+ ε

)
+ p~w + ρ~u(~w · ~u)

] (3)

with

~w = τ

[
(~u · ~∇)~u+

1

ρ
~∇p− ~F

]
(4)
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In numerical algorithms the regularisation parameter τ has the form τ = α∆h/Cs, where α is a tuning parameter, ∆h is
a local computational grid step and Cs is the speed of sound.

Similarly to Navier-Stokes system, it is possible to construct QHD system for incompressible flows. If the density changes
can be neglected, the QHD system of equations reduces to its incompressible form, which can be used for deep subsonic
flows simulation: (5) — (7). This system of equations can also be used for stratified flows simulation within Boussinesq
assumption with ~F = −β~gT .

div ~u = div ~w, (5)

∂~u

∂t
+ div (~u⊗ ~u) +

1

ρ
~∇p =

1

ρ
div ΠNS + div [(~w ⊗ ~u) + (~u⊗ ~w)]− β~gT, (6)

∂T

∂t
+ div (~uT ) = div (~wT ) + χ∆T, (7)

where ρ = const > 0 — average value of density, ~u = ~u(~x, t) - hydrodynamic velocity, p = p(~x, t) - static pressure,
T = T (~x, t) - deviation of temperature from its average value T0, ~g — acceleration due to gravity, β — temperature
coefficient of expansion, coefficients of dynamic viscosity µ and thermal diffusivity χ are assumed to be constant and
ν = µ/ρ is kinematic viscosity. In contrast to compressible simulations, the smoothing parameter can be calculated using
system Re number, e.g.: τ = α ·∆2

h/ν, or τ = α∆h/U0, where U0 is the characteristic flow velocity.
The approximations of the both systems were implemented in OpenFOAM as TQGDFoam and QHDFoam solvers. For
demonstration purposes here TQGDFoam uses only perfect gas equation of state, but it can be modified effortless to use
in conjunction with arbitrary EoS.

Conclusion

Several cases were selected for assessing developed solvers properties:

1. Laminar unsteady flow over cylinder.

2. Laminar flow in the quadrangular cavity.

3. Laminar and transitional flow over bacward-facing step.

Numerical solution was compared with the standard OpenFOAM solvers. The solvers was tested in parallel regime using
HPC cluster with up to 1500 cores. Preliminary results of comparison between QHDFoam solver and icoFOam solver are
presented on figures below.

a) b)

Figure 1: Visualization of streamlines and the velocity field magnitude for the cavity case at Re=100 calculated on 100x100 grid
using a) icoFoam solver and b) QHDFoam solver

Two new solvers based on regularized hydro-dynamic equations for viscous subsonic (TQGDFoam) and incompressible
QHDFoam flows have been implemented in OpenFOAM library. First order Euler scheme for time derivatives and second
order scheme for spatial derivaties are used in the implementation. Solvers were tested on classical 2D and 3D cases.
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Figure 2: Visualization of velocity field and streamlines for backward step case at Re=100 calculated on 100x100 grid using
QHDFoam
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1. Introduction
The drag reduction of high Re number turbulent flow past a bluff body has attracted extensive interests in both 

academia and industry for decades. For industrial applications, it can reduce the fuel consumption and improve the 
performance of the vehicles. In academic research, the flow configuration provides abundant fundamental problems, 
such as massive separated flow, unsteady vortex evolution, flow control strategies, etc.  

Generally, the flow control strategies can be divided into two main groups [1]: passive flow control and active flow 
control. The present study focuses on the passive flow control method which mainly adopts to modify the geometry for 
reducing the drag. Turbulent flow around a square cylinder has been a classic flow test case [2] for various problems. It 
was also used for drag reduction studies [3-5]. Previous experiments have found that by shaping the corner of the square 
cylinder, the drag can be reduced by 50% for some conditions. Although the significant drag reduction result has been 
observed in the experiments, the underlying physical mechanism has not been well understood. On the basis, the current 
study aims to reveal some of the key flow mechanics based on high-fidelity numerical simulation.  

Figure 1: Square cylinder and a shaped-corner square cylinder (a cut plane). 

High fidelity simulation, such as Large Eddy Simulation (LES) has been applied for various flow control studies. It 
shows high potential to investigate the involved flow mechanics. However, LES suffers from the high computation cost 
for high Re number turbulent flow. In recent years, hybrid turbulence modeling method [6] has been developed rapidely 
as it combies the advantages of different turbulence modeling approaches, such as hybrid RANS-LES method. One of 
the hybrid method is VLES method (Very-Large Eddy Simulation) [7, 8], which has been validated in some classic 
flow cases and performs very well. It is found that the VLES method can provide accurate predictions using quite 
coarse numrical mesh, and thus suitable for complex high Reynolds turbulent flow. The other objective of the present 
study is to assess the VLES method for flow control problems.   

2. Numerical methods
The VLES method [7] based on the standard k-ε turbulence model is applied. The governing equations of turbulent

kinetic energy k and its dissipation rate ε is the same as in the standard k-ε turbulence model. The turbulent viscosity is 
modelled by introducing a new resolution control function Fr. It has the form shown in Eq. (4), where Lc, Li and Lk are 
the cut-off length scale, integral length scale and Kolmogorov length scale, respectively.  

 / / / /k t k j jD k Dt P k x x            
(1) 

    1 2/ / / / /k t j jD Dt k C P C x x                
(2) 

2 /t Fr C k             (3) 

     
2

min 1.0, 1.0 exp( / ) / 1.0 exp( / )c k i kFr L L L L      
 

   (4) 
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   With the mesh resolution changing, the resolution control function Fr changes and then it determines how much of the 
turbulence is modelled. Thus, with different mesh resolution, the VLES method can work in different modelling modes, 
ranging from the RANS, LES to DNS. More details about the VLES method can be found in refs. [7-9]. 

The present VLES method has been implemented in the OpenFOAM toolbox [10]. The unsteady simulations are 
performed using the pimpleFOAM solver. The convective terms are discretized using a second-order central 
differencing scheme coupled with a small fraction of first order upwind scheme. The temporal advancement was 
approximated using a second-order implicit Crank-Nicolson scheme.  
 
3. Results and discussions 

Firstly, the classic turbulent flow around a square cylinder at Re=22000 is carried out to assess the performance of 
the VLES turbulence modelling using OpenFOAM toolbox. Two meshes with around 0.7 million and 1.2 million cells 
are used in the present simulations. The mean and RMS velocities at the central line downstream the square cylinder are 
shown in Fig. 2, with the experimental data [2] included. It can be seen that the present VLES model gives quite good 
predictions compared with experimental data for both the mean and RMS velocities. Also, with decreasing the mesh 
resolution, the results changes slightly, which demonstrates that the present VLES method is not sensitive to the mesh 
resolutions, and coarse meshes can be used for VLES studies.  

 

(a)  (b) 

(c)  (d) 
 

Figure 2: Comparisons of mean and RMS velocities along the central line in the middle plane of the square cylinder. (a) mean 

velocity in the x direction; (b) RMS velocity in the x direction; (c) RMS velocity in the y direction and (d) RMS velocity in the 

z direction. Experimental data is from ref. [2] and DES results from ref. [9].  

 

The comparisons in Fig. 2 demonstrate that the present simulations with VLES modelling can give satisfactory 
results for the flow around a square cylinder. On the basis, the simulations are applied for the flow around the shaped-
corner square cylinder, where the two corners at the front (as in Fig. 1) are cut-off. In the present study, two test cases 
are applied, i.e., case F1 with cut-corner scales of c1/D=0.15 and c2/D=0.15, case F2 with c1/D=0.20 and c2/D=0.15. 
 

Table 1: The global flow parameters for turbulent flow around a square cylinder 

  St Cd_mean Cd_rms Cl_rms ΔCd% 

Square cylinder (F0) 
c1/D=0, c2/D=0 

VLES 0.12 2.3 0.26 1.03 — 
Exp. [2] 0.13 2.2  — — — 
LES [11] 0.12-0.13 2.0-2.3 0.16-0.20 1.2-1.5 — 

Shaped cylinder (F1) 
c1/D=0.15, c2/D=0.15 

VLES 0.14 1.4 0.20 0.48 -39% 
Exp. [3] 0.16 1.3 — — -41% 

Shaped cylinder (F2) 
c1/D=0.20, c2/D=0.15 

VLES 0.17 1.2 0.18 0.37 -48% 
Exp. [3] 0.22 1.1 — — -50% 

 

The global flow parameters for the baseline case F0 and two shaped corner cases, F1 and F2, are summarized in 
Table 1 with experimental data and previous simulation results. The comparisons show that the present VLES method 
generally gives good predictions compared with experimental data for all the three cases. The present simulation 
predicts a significant drag reduction of around 39% for case F1 and 48% for case F2, which are quite close to 
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experimental data. The results show that with the drag reduction, the Strouhal number is increasing and the RMS drag 
and RMS lift decreasing. 
 

(a)      (b) 

 (c) (d) 

  (e) (f) 
 

Figure 3: Results of the mean velocity (Ux) and the iso-surface of the second invariant of the velocity gradient (Q=100) for 

different cases:  (a) Ux for case F0; (b) Q for case F0; (c) Ux for case F1; (d) Q for case F1; (e) Ux for case F2; (f) Q for case F2.  

 
The mean velocity and the second invariant of the velocity gradient (Q) for different cases are shown in Fig. 3, 

where case F0 is the baseline case, F1 and F2 are the shaped corner cases. The mean velocity shows that cases F1 and 
F2 give a longer recirculation region compared with the baseline F0, which are consistent with previous observations. 
For the cases F1 and F2, a larger drag reduction is observed in case F2. However, the recirculation region behind the 
cylinder is not bigger than the case F1, while the width of the flow around the cylinder seems become narrow in case F2. 
The results imply that the drag reduction mechanisms of the case F1 and F2 are not the same. Detailed analysis will be 
carried out in the full length paper.  The results of Q in Fig. 3 show that with the drag reduction, the wake region seems 
to become narrow and more stable. It also shows that bigger vortex structures can be observed in cases F1 and F2 
compared with the baseline F0.   
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The results show that the present VLES modelling can give satisfactory results for the passive flow drag reduction 
simulations. The physical mechanism can be explored with the obtained simulation results. The study demonstrates that 
the OpenFOAM toolbox provides a very good platform for perform such kind of high-fidelity simulation studies.  

More simulation results, comparisons and detailed analysis will be given in the full length paper.  
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1. Introduction 
OpenFOAM (open-source field operation and manipulation) is a free source CFD (computational fluid dynamics) 
package written in C++, which uses classes and templates to manipulate and operate scalar, vectorial and tensorial 
fields [1]. Its open-source characteristics facilitate the implementation of any addition or modification in the source 
code, which is very suitable for the purposes of research [2]. Recently, our group has developed several solvers and 
carried out simulations in the framework of OpenFOAM. Cheng et al. [3] developed a CFD-PBE (population balance 
equation) solver for gas-liquid flows. To validate this solver, a bubble column was simulated, and the simulation results 
showed generally reasonable agreement with the published experimental data. The coupling of pressure and velocity is 
resolved with the PIMPLE algorithm, which is a combination of the PISO (Pressure-Implicit with Splitting of Operators) 
and the SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) algorithms. They found the PBE could be 
solved outside the PIMPLE loop to save much computation time, while still preserving the temporal information on 
variables. On this basis, a CFD-PBE-PBE solver for the reactive crystallization in airlift loop reactors was developed 
then [4]. PBE describing bubble coalescence and breakage was solved by the cell average method. Primary nucleation, 
secondary nucleation and particle growth were considered in the PBE describing the crystallization process, and solved 
using the standard moment method. The solver is validated with the formation of calcium carbonate via the reaction of 
CO2 gas with Ca(OH)2 solution in an airlift loop crystallizer. Effects of the crystallization kinetics and operation 
parameters were investigated. In addition, the primary KT high-resolution finite-volume central scheme [5] for uniform 
grids is extended to a general form and validated for pure growth in homogeneous systems [2]. With the extended KT 
scheme, a solver coupling the multiphase mixture model with a micromixing model and the general discretized PBE in 
OpenFOAM was used for simulating the antisolvent crystallization of lovastatin from a methanol-water mixture in a 
confined impinging jet [2]. The shapes of crystal size distribution (CSD) at various jet velocities were consistent with 
experimental observations. 
Gas-liquid bubble columns are encountered in many industrial processes. Most industrial bubble columns are operated 
at high pressure [6]. The pressure has significant influence on the hydrodynamic parameters, such as gas holdup and 
bubble diameter. With the increase of pressure, the gas holdup increases and the bubble diameter and bubble rising 
velocity decrease significantly. The simulation investigations about the ambient pressure bubble columns have been 
carried out by many researchers. However, the simulation about high pressure bubble columns is very limited. Based on 
our previous works, a CFD-PBE solver for high pressure bubble columns is developed in this work. The effects of 
pressure on the gas holdup, bubble diameter and bubble size distribution (BSD) are investigated. 
 
2. Mathematical models 
The gas-liquid Eulerian two-fluid model is used to simulate the flow field. Mixture k-ε equations proposed by Behzadi 
et al. [7] are employed to model the turbulence. The interphase momentum transfer includes drag, lift, virtual mass, wall 
lubrication and turbulent dispersion terms. The drag force coefficient is calculated by the model of Tomiyama et al. [8]. 
In order to consider the effect of bubble swarm, the drag force is modified by the model of Rampure et al. [9]. The lift 
coefficient model of Fank et al. [10] and a constant virtual mass coefficient CVM = 0.25 are used. The turbulent 
dispersion force is modeled by the formula of Burns et al. [11], and the wall lubrication is by the model of Tomiyama 
[12]. To describe the effect of pressure, a factor of (ρg/ρg,atm)0.25 is employed to modify the drag force [13]:  
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It is found that the bubble diameter is decreased with the increase of pressure. The higher pressure enhances the breakup 
of large bubbles [14-16]. In order to describe the influence of the pressure on the bubble breakage rate, a factor B is 
used to modify the bubble breakage rate according to Yang et al. [6] as shown below: 
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The PBE is solved using the cell average method, which is an extension of the widely used fixed pivot method and has 
been proved more accurate in predicting the BSD. The bubble aggregation model of Prince and Blanch [17] and 
breakage model of Lehr et al. [18] are employed. 
 
3. Results 
Figure 1 shows the comparison of the simulated radial profiles of gas holdup with the published experimental results 
[19] at different pressures. It can be seen that, the simulated gas holdup increases with the increasing pressure. At the 
superficial gas velocity of 0.08 m/s, the variation of gas holdup with the pressure in the experiment is not very obvious. 
When the superficial gas velocity increased to 0.14 m/s, the distinction between the gas holdup measurements is 
significant, and the simulated results are in good agreement with the experimental data. 
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Figure 1: Comparison of simulated radial profiles of gas holdup with the reported experimental data [19] at different 
superficial gas velocities: (a) Vg = 0.08 m/s; (b) Vg = 0.14 m/s. 

 
Figure 2 shows the variation of the radial profiles of the bubble mean diameter with the pressure at the superficial gas 
velocities of 0.08 and 0.14 m/s. It is obvious that, at the constant superficial gas velocity, the bubble diameter decreases 
when the pressure is changed from 0.1 to 1.0 MPa. A decrease of bubble diameter from the center of the reactor to the 
wall is captured by the simulation, which is consistent with the experimental observations. 
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Figure 2: The effect of pressure on the radial profiles of bubble mean diameter at different superficial gas velocities: (a) Vg = 
0.08 m/s; (b) Vg = 0.14 m/s. 

 
Figure 3 is the variation of the bubble size distribution with the pressure at different superficial gas velocities. From the 
simulation results, one can found that the bubble size distribution becomes narrower when the pressure increases. 
Meanwhile, the number of large bubbles decreases obviously with the increase of pressure, implying that the bubble 
breakage rate increases. 
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Figure 3: Effect of pressure on the bubble size distribution at different superficial gas velocities: (a) Vg = 0.08 m/s; (b) Vg = 
0.14 m/s. 

 
4. Conclusion 
A CFD-PBE solver for high pressure gas-liquid bubble column is developed in the framework of OpenFOAM in this 
work. The predicted bubble diameter is larger in the center and smaller in the wall region, indicating that large bubbles 
are tend to gathering in the center region. With the increase of pressure, the bubble diameter decreases and the BSD is 
narrower, and the number of large bubbles decreases and that of small bubbles increases. These results show the 
feasibility of this solver in simulating the high pressure bubble columns. 
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This paper describes a new method of handling non-conforming immersed boundaries within the background mesh with
minimal level of approximation. The immersed boundary surface is represented by a triangulated surface mesh which
interacts with the polyhedral background body-fitted mesh only at the level of implicit and explicit discretisation operators.
While no new cells or faces are introduced in the geometry, the Immersed Boundary Surface method accounts for the
presence of a non-conforming patch in the manner consistent with the “cut cell” approach. Surface data such as pressure
or viscous stress is evaluated on an adaptively coarsened representation of the triangulated surface, created via intersection
with the background mesh. The immersed boundary surface method is validated against body-fitted meshes for laminar,
turbulent and free surface flows on static and moving mesh/surface cases and deployed with a new implementation of
adaptive mesh refinement.

Introduction
The existing implementation of the Immersed Boundary Method (IBM) In foam-extend-4.0 [1] has proven to be
versatile, but with some drawbacks. The most significant are loss of accuracy in the vicinity of the Immersed Boundary
(IB), handling of Neumann boundary conditions which cannot be fully implicit, wall function implementation with
sampling of turbulence variables beyond a single-cell depth and others.
In free surface flows, the IBM solver exhibits strong instability next to the IB surface, which has proven to be particularly
cumbersome. The crux of the problem is the inability of the IBM to match gradients of different variables at the IB, and
polynomial fitting of the Volume of Fluid (VoF) field which contains a step-function.
Having failed to stabilise the IBM sufficiently for industrial-grade CFD simulations, our objective is to provide a robust
and efficient Immersed Boundary capability for naval hydrodynamics simulations, specifically for motion of floating
objects in confined spaces. To achieve this, handling of IB patches is re-examined from first principles.

Existing Immersed Boundary Method
Existing implementation of the Immersed Boundary Method (IBM) is based on polynomial fitting of the solution with
respect to the boundary condition and the internal field supporting stencil:

φP = φib + C0(xP − xib) + C1(yP − yib)
+ C2(xP − xib)(yP − yib) + C3(xP − xib)2 + C4(yP − yib)2,

(1)

where P and ib denote the cell centre and the IB point, respectively (see Figure 1). Equation 1 requires sufficient resolution
in front of the IB point, matching of the IB patch and background mesh resolution and a-priori assumption that a variable
can be fitted by a polynomial In general none of these hold.
The IBM implementation relies on the imposition of the boundary condition in the bulk of the mesh: this is built into
the discretisation matrix at the location of the IB cell centre. While this standard manner of handling IB boundaries may
sound adequate, the implementation loses information in the cut cell: reduction in cell volume; loss of precision at the
intersection, choice of the supporting stencil for polynomial fitting, handling of the mesh motion fluxes etc.
While functionally correct, the idea of polynomial fitting is only adequate for smoothly varying solution variables, but
clearly fails for e.g.. turbulent wall functions or a a step-profile variables such as the volume fraction α in free surface
flows. Attempts to use the Level Set free surface capturing and the Ghost Fluid Method for interface handling [2] proved
superior over the original method, but not completely satisfactory.
Further issues with the existing IBM have come to the fore. The most notable is related to evaluation of forces on IB
surfaces, as required eg. by a 6-DOF floating body simulation in a free surface flow, which is the main objective of this
work. The IB force data can only be correctly evaluated on a continuous and closed STL surface, but whose resolution
may vary substantially from the background mesh. Under such conditions, inaccuracy in interpolation from volumetric
background mesh data to the IB surface mesh may be significant and further degrade the solution.
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Finally, the problem of a moving IB surface is more severe than previously thought. It is necessary to consistently handle
the moving wall boundary condition, requiring a manner inconsistent with the conventional moving deforming Finite
Volume Method (FVM) [3].
In conclusion: further improvement in robustness and accuracy is sought regarding the precision and stability of
discretisation at the IB surface via a completely new approach: The Immersed Boundary Surface (IBS) Method.

New Algorithm: Immersed Boundary Surface
Starting from first principles, we shall discard the idea of polynomial interpolation into IB points which is the basis of
existing IBM. Instead, we shall account for the influence of the IB within the mesh as if the mesh is body-fitted, similar to
the way a GGI patch imitates the presence of actual cut faces via interpolation factors [4]. The procedure consists of the
following steps:

• Introduce the “new” IB face in the cut cell;

• Account for the partial cell volume and face area of affected cells / faces without loss of accuracy; and

• Perform conventional body-fitted FVM discretisation on a partial cell / partial face geometry,

but without changing the geometric mesh at all!
The conventional body-fitted FVM method operates on the following geometrical data:

• Cell-to-face connectivity: owner/neighbour addressing;

• Cell volumes and face area vectors;

• Face interpolation factors and delta-coefficients (1/distance).

For static mesh cases, no further geometrical data is required.
For cells that are unaffected by the IBM or located within the IB surface, conventional discretisation applies without
correction. Inactive cells/faces are removed from the matrix by setting their volume/area to zero, without the need for
interpolation or stabilisation, as they are completely detached from the region of interest. A cell which intersects with
the IB surface is recognised by the fact that some part of it remains on the “live side” of the surface. While this cell is
modified, its (topological) connectivity with the rest of the mesh remains unchanged. It however, yields an extra boundary
face, representing the IB surface cut.
A schematic approach of the existing IBM and new IBS implementation is shown in Figure 1.

Fluid cells

Solid cells

IB cells

IB points$\n$

Fluid cells: untouched

Solid cells: deactivated

IBS: intersected cells

Adjusted IBS centres

Figure 1: Comparison of the old and new Immersed Boundary Algorithm: dead, interpolated and live cells.

Such an approach has numerous advantages. Firstly, the IB patch is included into the mesh via the distance function:
all cells that straddle the immersed boundary remain active and their cell volume and face areas are adjusted using the
exact geometrical operations. Secondly, the resolution of the IB STL patch or its quality are unimportant: only the
nearest distance data is used. Thirdly, underlying mesh connectivity remains the same after cutting and cut cell re-uses
discretisation matrix slot of the original cell. Finally, new faces are created as 1-per-cut-cell and contained in the immersed
patch: IB patch face-cell addressing identifies cut cells. In such an arrangement, conventional FVM discretisation can be
used without modification or polynomial fitting. The topological connectivity and the sparseness pattern of the background
mesh are preserved.

Implementation of the Immersed Boundary Surface Algorithm
The matrix entry for the cut (IB) cell shall represent a geometry which is significantly different from the background cell,
and which shall be calculated by cutting with the IB surface. For the cut cell we shall introduce a new IBS face. Cell
volume, centroid, face centres, area and interpolation factors for intersected faces are calculated by intersecting the cell
and its faces with the IB, via a distance functions, yielding perfect intersection.
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The original cell volume and face area entries in the fvMesh class for intersected cell/face elements of the background
mesh shall be adjusted by intersection and represent the “live” part of cell/face, with appropriate adjustment in the cell/face
centroid and norm.
Imposition of boundary conditions on the IB patch is straightforward and consistent with the body-fitted FVM. Immersed
boundary is represented in the mesh by STL intersection with cells and its resolution is adjusted “automatically”: by
intersection with the background mesh. In other words, the STL IB surface is automatically refined/coarsened to comply
with the background mesh without intervention.

On static meshes, the IB patch supports regular boundary conditions without change. For moving mesh / moving
IB surface cases, the IB cut shall be re-calculated in response to mesh motion, yielding a different number of cut cells
(equal to the number of IB patch faces) and different face-cell connectivity. In such cases, the definition of the IB
boundary shall be attached to the IB STL surface and interpolated to currently live cut faces. This requires a custom
immersedBoundaryFvPatchField boundary condition, which also handles data I/O and evaluation of IB patch
field data.
Some degenerate cases need to be handled. A “regular intersection” occurs between a cell and the IB surface when there
are no exact point-to-point hits between the IB and background mesh, which cannot be assumed. Due to finite accuracy,
STL regularly coincides with background mesh points or faces, or does not provide accurate intersection. An example
would be a direct face intersection between a Dry and a Wet cell, where the background mesh face in fact becomes the IB
face.

Degenerate Intersections
Inaccurate intersection of STL feature edges/points may yield a geometrically open cell, with possible robustness issues.
This is resolved using the trick known as the Marooney Manoeuvre [5] to guarantee a closed cell after cutting:∑

C

sf = 0 for a regular cell, (2)∑
C

γfsf + sf IB = 0 for an intersected cell, (3)

where γf is the area correction, obtained by cutting. The corrected IB face area sf IB is:

sf IB = −
∑
C

γfsf . (4)

Moving Immersed Boundary Surface
Moving mesh Finite Volume Method uses a compensated form of the transport equation for the arbitrary mov-

ing/deforming volume, introducing mesh motion fluxes Fb = §f •ub, where Ub is the mesh velocity calculated directly
from the deforming geometry. The motion is deemed correct, if the Space Conservation law is satisfied:∫

V

∂V

∂t
−
∮
S

(n•ub) dS = 0. (5)

On body-fitted meshes, its first-order accurate discretised form reads:

V n − V o

∆t
−
∑
f

Fb = 0. (6)

For moving IB surface cases (assuming either static or moving background mesh), the volume swept by the immersed
face needs to be evaluated consistently. However, since the IB-to-cell connectivity is no longer clear, a special practice,
consistent with the moving mesh FVM is needed.

Volume swept by immersed face is calculated from the new IB face geometry and motion distance Figure 2 and
distributed into the affected cells:

Vb = xb•sf
n volume swept in red, (7)

where xb is geometrical motion distance from old to new STL As the intersected area changes, swept volume must be
distributed,Figure 2:

• Cell A: expand from cut volume to full volume: no IB face in new configuration;

• Cell B: cut both at new and old configuration: IB face present;

• Cell C: expand from zero volume to partial volume: IB face present;
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Volold

Volnew

volume swept by
immersed face

CELL B

New Position

Old Position

CELL C

CELL A
CELL C

Figure 2: Moving Immersed Boundary Surface: mesh motion fluxes.

• (Cell D): expand from zero to full volume (cell fully swept by IB): no IB face.

To guarantee that the Space Conservation Law, Equation 5 is satisfied, the “Motion Flux manoeuvre” is performed,
following the idea of the original Marooney Manoeuvre:

1. If the cell is “dead” at new level, no compensation is needed: V n = 0

2. If the cell is “live” at new level, compensate by adjusting cell volume to keep both V o and V n positive: Cell B,
Cell C

• Perform virtual re-meshing at old time-level

V o = V n −∆t
∑
f

Vb if V
o >= 0

• Otherwise, perform virtual re-meshing at new time level:

V n = V o + ∆t
∑
f

Vb if V
n >= 0

This yields a consistent and conservative mesh motion fluxes for all cases.

Validation on Turbulent and Free Surface Flows
A number of laminar and turbulent flow cases has been studied with excellent results, some of which are shown in Figure 3.

Conclusion and Future Work
A new method for handling non-conformal Immersed Boundary interfaces has been implemented and validated. The
Immersed Boundary Surface method accounts for the presence of the non-conforming boundary by directly changing the
discretisation matrix to mimic the form it would have if the IB faces were included directly into the background mesh.
The method has been implemented in foam-extend-4.1, parallelised and validated in laminar and turbulent flow and
multi-phase free surface simulations. It is regularly used with the IB-sensitised polyhedral adaptive mesh refinement,
which locally enriches the background mesh in the vicinity of the IB surface to the required level
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[3] v. Tuković and H. Jasak, “A moving mesh finite volume interface tracking method for surface tension-dominated
interfacial fluid flow,” Computers and Fluids, vol. 55, pp. 70–84, 2012.

[4] M. Beaudoin and J. H., “Development of a generalized grid mesh interface for turbomachinery simulations with
openfoam,” in Open Source CFD International Conference, Berlin, December 2008.

[5] C. Marooney, “The Marooney Manoeuvre,” Private Communication.

58



The 13th OpenFOAM Workshop (OFW13), June 24-29, 2018, Shanghai, China

Figure 3: Validation of the Immersed Boundary Surface method for laminar, turbulent and free surface flows.
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In large wind farms, some wind turbines are disturbed by the wake of other turbines. The wake interaction 
phenomenon among wind turbines has a great influence on aerodynamic power output, wind speed deficit turbulence 
stress and wake vortex structure, which indicates that more attention should be placed on the wake interaction for the 
optimal arrangement of wind farm. In this paper, the actuator line model combined with CFD technique will be applied 
to study the wake interaction between two offset wind turbines. The results obtained from the present simulations are 
compared to the data from the experiment “Blind Test 3” and other simulation models. From the comparison, the results 
from the present study show a good agreement with the experimental results especially for the aerodynamic loads 
prediction, whose error is not over 3% for the upstream wind turbine. Although the simulations for two offset wind 
turbines model exist some difference in wake prediction compared to the “Blind Test 3”, the overall change trend is 
consistent with the experiment. Based on the results, the actuator line model can simulation the aerodynamic loads of the 
two offset model wind turbines and basic features of the wake, including the distribution characteristics of the mean wake 
velocity and mean turbulent stress. 
Introduction 

The wake interaction among wind turbines will lead to the decreased inflow wind velocity and increased turbulence 
intensity. Decreased total production of power and increased levels of fatigue loads are imposed on the turbines in the 
wind farm due to the phenomenon of wake interaction[1]. Therefore, how to accurately simulate the wake interaction 
among multiple wind turbines is becoming the key problem to improve the efficiency of the wind farm.  

In order to study the complex phenomenon of wake interaction in wind farms, some scholars attempt to model the 
flow field in wind farms are based on CFD approach. Frandsen[2] pointed out that the advantage of using CFD approach 
is that they, besides avoiding the scale effect in the model experiment and handling the large Reynolds number problem 
well, also provide necessary information about the wake characteristics. A mixed method named actuator line model 
(ALM) combined with CFD technique was developed by Sørensen and Shen[3] is an extensively used method to model 
the rotor as force field. Some researchers have done lots of work about the wind farm simulation using actuator line model. 
Churchfield[4][5] have done a large-eddy simulation of the Lillgrund wind plant which contains 48 multi-megawatt turbines, 
and turbines were modeled using actuator line representation. Ai Yong[6] presented numerical simulations of the effects 
of inter-turbines spacing changed from three to nine times of rotor diameter on aerodynamics for wind farms contained 
two NERL 5MW baseline wind turbines in tandem layout. 

In this present study, a numerical validation of CFD combined with actuator line methods for modeling the rotors is 
conducted. The results obtained from the present simulations are compared to the data from the experiment “Blind Test 
3” and other simulation models including the aerodynamic loads, the mean wake velocity and mean turbulent stress. 
Numerical modelling 

The actuator line model (ALM) was firstly developed by Sørensen and Shen[7]. The rotating blades are virtualized 
into span wise sections of constant airfoil, chord and twist and the forces are distributed over them. Hence, there is not 
requirement to build the actual blades model. The local velocity 𝑈  relative to the rotating blade is calculated as: 

|𝑈 | = (𝑈 ) + (𝛺𝑟 − 𝑈 )      (1) 
where 𝑈  represents the inflow wind velocity, 𝛺 is the angular velocity of the rotor. The inflow angle is determined as: 

𝜙 = 𝑡𝑎𝑛    (2) 

The local angle of attack is given by 𝛼 = 𝜙 − 𝜃 , where the 𝜃  is the local twist angle. Having determined the angle 
of attack and relative velocity, the lift and drag force per span wise length can be got: 

𝑓 = (𝐿, 𝐷) =
| |

(𝐶 𝑒 + 𝐶 𝑒 )   (3) 

where 𝑐 is the chord length; 𝑁  is the number of blades; 𝐶  and 𝐶  are the lift and drag coefficient, respectively; The 
aerodynamic blade force that cannot be directly applied to the flow field, it need to be distributed smoothly on the flow 
field volume in order to avoid singular behaviour. In practice, a 3D Gaussian function is made to smooth the force over 
the blade by taking the convolution of the force with a regularization kernel. 
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𝑓 = 𝑓⨂𝜂                                                                                    (4) 

𝜂 (𝑑) = / 𝑒𝑥𝑝 −                                                                    (5) 

where d is distance between cell-centered grid points and the actuator line point, and ε is parameter that serves to control 
the width of Gaussian and to adjust the concentration of the regularized loads. 

The k-ω SST turbulence model is applied to solve the RANS equation. And the governing equations can be written 
as: 

𝛻 ⋅ 𝑈 = 0                                                                                  (6) 

+ 𝑈 𝑈 = − + (𝜈 − �́� �́� ) + 𝑓                                                   (7) 

where 𝑈 is the velocity of flow; 𝜌 is the density of the fluid; 𝑝 is the pressure;𝜈 is the kinematic viscosity, 𝑓   denotes the 
body forces, which represent the loading on the rotating blades. The body force acting on the blades are determined using 
a blade element method combined with tabulated two-dimensional airfoil characteristics. 
Experiment Description and Simulation Setup 

The Blind test 3 was organized by Norcowe and Nowitech in Bergen, 10 and 11 December, 2013. The wake 
development behind two model wind turbines that have been extensively tested in the large close-loop wind tunnel facility 
at NTNU. The two turbines were arranged offset so that downstream wind turbine was affected by the partial impingement 
of the wake developed by the upstream turbine. Sketches of the layout are given in Fig. 1 shows a picture of the turbines 
mounted in the tunnel. The wind tunnel has a rectangle test section, whose dimensions at the inlet are W=2.72 m and 
H=1.80m (W means width and H means height). In addition, a large scale bi-planar grid was mounted at the entrance to 
the test section in order to make the conditions more similar to the atmospheric conditions. The reference velocity was 
set to U∞ = 10 m/s. At this velocity, the turbulence intensity is TI =10% at the inlet. More detail about the “Blind Test 3” 
can be found in reference[8][9]. 

            
Figure 1: wind tunnel 

Furthermore, the two wind turbines have the same blade geometry, but slightly different hub size, thus leading to 
different rotor diameter. The diameters of upstream and downstream wind turbine are 0.944 m and 0.894 m, respectively. 
Table 1 gives some specification of the two wind turbines used in this present study. Where WT1 represents the upstream 
wind turbine and WT2 is the downstream wind turbine. 

Table 1. Parameters of two wind turbines 
Items WT1 WT2 
Airfoil S826 S826 

Rotor Diameter 0.944 m 0.894 m 
Nacelle Diameter 0.13 m 0.08 m 
Height of tower 0.817 m 0.817 m 

Pitch Angle 0 0 
Tip Speed Ratio 6 4.75 

In order to compared to “Blind test 3”, the computation of the numerical study is stayed as the same dimensions with 
the wind tunnel in NTNU. Meanwhile, the wind turbines maintain the same layout. Furthermore, the mesh has been 
densified in order to fully resolve the strong gradients in the vicinity of the actuator lines and carefully observe significant 
meandering of the wake. Finally, the total mesh is controlled about 14.5 million for the numerical case. 

      
                                     (a) Grid in cross section                                                           (b) Grid in lengthwise section 

Fig. 2 The grid in lengthwise section and cross section 
In this study, the uniform free-stream flow condition whose values is 10 m/s at the reference height of hub is applied 

to the inlet. A relative pressure of 0 Pa based on the atmospheric pressure is chosen for outlet boundary. Considering the 
blockage effects, the wall condition is applied to the top, bottom and sidewall boundary. 
Results of Validation 
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The upstream wind turbine operates at tip speed ratio 6 and the downstream wind turbine runs at lower tip speed 
ratio 4.75. The experimental value from the “Blind Test 3” and the numerical value are summarized in table 2. From the 
validation of aerodynamic loads against the results from “Blind Test 3”, it can be concluded that there is quite well 
prediction of aerodynamic load including the aerodynamic power and thrust for the upstream wind turbine when 
simulation for two offset wind turbines by using CFD technique the actuator line model. There is reasonable error for the 
engineering application, whose error is not over 5% for the both wind turbines. 

Table 2. Summary of numerical and experimental results for aerodynamic power and thrust coefficient 
Items Numerical value Experiment Relative error 

CP 
WT1 0.440 0.430 +2.326% 
WT2 0.292 0.299 -2.341% 

CT 
WT1 0.801 0.771 +3.891% 
WT2 0.570 0.547 +4.205% 

The time history curves of aerodynamic loads are shown in Figure 3. The most noticeable feature of these time 
history curves of aerodynamic loads, aside from the difference in loads levels, is that there is obvious oscillation in the 
loads curves of the downstream wind turbines. The loads curves of the wind turbine in the middle with the offset layout 
have a periodic variation that the frequency of oscillation equals to three times the rotor rotation frequency on these three-
bladed turbines roughly. The reason of this interesting phenomenon may be that the middle turbine in the offset model is 
affected by the partial impingement of the wake developed by the upstream turbine. 

     
(a) aerodynamic power                                                              (b) aerodynamic thrust 

Figure 3: Time-history curve of aerodynamic loads.  
Meanwhile, Figures. 4~5 show the wake prediction including the mean wake velocity and mean turbulent stress at 

two positions (X=1D, 3D; D is the rotor diameter of the downstream turbine) behind the downstream wind turbine along 
the width direction. Furthermore, the effect of hub, nacelle and tower are not included in present simulation. 

 
                (a) Mean wake velocity                                               (b) Mean turbulent stress 

Figure 4: Wake prediction at X/D=1 behind the downstream wind turbine 

    
         (a) Mean wake velocity                                                        (b) Mean turbulent stress 

Figure 5: Wake prediction at X/D=3 behind the downstream wind turbine 
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From the figures, the numerical value by using the ALM is marked with solid red circles, there are a few obvious 
observations that may be made immediately. The mean wake velocity profile calculated from the simulation using actuator 
line model is higher compared to the experimental results marked in filled black squares. Since the current simulations 
don’t take into account the effect of the nacelle and tower, the wake generated by the tower is ignored, which leading to 
the prediction for the wind velocity deficit is some lower. Furthermore, to a certain extent, the mean turbulent stress 
profile also has a good agreement with the experiment. Though the present study underestimates the turbulent stress 
magnitude especially in the peaks, whose value is much lower than the “Blind Test 3”. 

 
Figure 6: Axial velocity contour 

Figure 6 shows contours of instantaneous streamwise velocity in horizontal plane through the center of wind turbine 
rotor, these figures are meaningful to understand overall wake flow regions. There is a higher speed region of flow near the 
center of the rotor. The reason for this phenomenon is that the effect of the hub, nacelle and tower are not considered in 
present simulation. It can also imply that the influence of upstream wind turbine on wake is significant, so there is still strong 
wake interference which is the main reason that causes the serious decrease in velocity of wake flow. 
Conclusion 

From above discussion, in actuator line simulations, the boundary layers are not explicitly simulated, but their effect 
is taken into account via the lift and drag coefficients. Although there is a certain error in wake prediction between the 
numerical simulation and the experiment “Blind Test 3”, the overall change trend is consistent with the experiment. The 
actuator line model still can result the aerodynamic loads of the two offset model wind turbines and basic features of the 
wake. 
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1. Introduction

The morphology of tadpoles is quite different from that of fish. As the larva of the frogs and toads, the abrupt 
transition from their globose bodies to the laterally compressed tails makes them seem less ‘streamlined’ [1].This may 
relate to their high-frequency and large-amplitude undulation. In fact, tadpoles are good at swimming. Wassersug [2-3] 
measured the propulsive efficiency of a tadpole and found that the efficiency is as high as that of a fish. 

On the other hand, group living is a widespread behavior, observed in many aquatic animals. Fish school 
swimming is also a common behavior in nature. In general, schooling is considered to be a social behavior to reduce 
predatory risks and increase foraging success. Recently, numerical simulations and experimental studies on fish 
schooling discovered that fish can take advantage of the adjacent vortices shed by neighbors to save energy in 
swimming [4]. Inspired by schooling from hydrodynamic perspective, a group of aquatic animals can be modelled as a 
collection of individuals arranged in tandem or side-by-side. Compared to the fish which have streamlined bodies, less 
attention was paid to tadpole school swimming.  

The study on school swimming of blunt bodies could provide new ideas for the vibration resistance and drag 
reduction of underwater structures. Apart from this, it’s helpful to design the best locomotion pattern for the biomimetic 
underwater vehicles.  

In this paper, a numerical study on the tadpole swimming including a single tadpole swimming and schooling 
side-by-side is carried out. The hydrodynamics and vortex structures in the flow field are analyzed.  
2. Materials and methods

2.1 Physical model 

(a)The tadpole model by Köhler G[5]          (b) The cross section of tadpole model used in this article 
Figure.1 Side view and top view of the tadpole of American toad (a) and the cross section of simplified tadpole model (b) 

According to the observed data [5], the tadpole of American toad is built as seen in Figure 1(a).The head of the 
tadpole is similar to one ellipse which the widest part equals 24% of body length and the highest part accounts for 17% 
of body length. In this paper, the tadpole model is simplified as Figure 1(b). 

In this paper, the motion of the tadpole can be described by the following function: 
     y x, t = A x sin 2πx /λ -2πft (1) 

Here λ is the wave-length which is set to be 0.87 L ( L representing the body length of tadpole) in the study 
according to the observation[3]. t is time and f is the frequency of the tadpole undulation. It is noted that the undulating 
mode of the tadpole is much different from that of the fish. The undulating amplitude of a tadpole is much larger than 
that of fish. Additionally, the head of a tadpole usually oscillates in swimming while fish’s head has no oscillation. The 
amplitude of the tadpole along the length, A(x), is calculated by spline interpolation from original data [3]. 
2.2 Numerical method 

In this paper, open source software OpenFOAM is used to simulate hydrodynamic performance of tadpole 
swimming. 

The motions of the unsteady incompressible viscous fluid flow are governed by the Navier-Stokes and continuity 
equations. The equations could be expressed by the following forms: 

0 u   (2) 
21( ) p

t





      



u
u u f u (3) 
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Where  denotes the fluid density,  represents the kinematic viscosity of fluid. 
The finite volume method is used to solve the Navier-Stokes equations for the unsteady incompressible viscous 

flow. In this study, TFI-transfinite interpolation is employed to solver the dynamic mesh. It means that when the tadpole 
undulates in a specific pattern, the boundary of the computational domain remains fixed with the grid deformation 
passing smoothly and no mesh quality problem. The PIMPLE method, which is the combination of the SIMPLE 
(Semi-Implicit Method for Pressure-Linked Equations) method and the PISO (Pressure Implicit with Splitting of 
Operators) method, is specially introduced to solve the unsteady flow. The SIMPLE method is used to solve the N-S 
equations within each iteration step, while the PISO method is used in the time marching.   
2.3 Force coefficients 

In this study, the hydrodynamic performance of the undulating tadpole in side-by-side pattern is studied based on 

the numerical results. The lift coefficient LC , the net thrust coefficient TC , the net thrust coefficient *CT , the pressure
coefficient C p , the lateral power coefficient

S
PC and the propulsive efficiency is calculated. 
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(4) 

Here LF is the tadpole’s resultant lift force in the y-axis direction, TF  is the net thrust which is the resultant force 

in the swimming direction, Ps is the power to produce the lateral undulating swimming of tadpole, *
TF denotes the 

thrust,U is the free-stream velocity and A is the reference area, Sij represents the symmetric tensor of the velocity and i j

represents the anti-symmetric tensor of the velocity. 
3. Numerical validation

(a)  (b)

Figure 2: Comparison of (a) the lifting coefficient and (b) the drag coefficient against time in one period 

In this work, the dynamic mesh code is validated to ensure the reliability of the numerical method. An eiilptic foil 
undergoing a plunging motion is simulated at Reynolds number of 1000.As plotted in Figure 2, the comparison of the 
lift force coefficient and the drag force coefficient exhibit good agreement with the numerical results of Lu et al[6] (Fig.3) 
with the approximate oscillating frequency, the maximum magnitude and the minimum magnitude.  
4. Results and discussion

4.1 a single tadpole swimming 
The Reynolds number based on the tadpole body length is 800 in this study, which matches the experimental 

observation [3]. In this subsection, a single tadpole undulates at the non-dimensional frequencies * 1.8,2.4,4.0f  ,
respectively. As presented in Figure 3, the resultant force on the tadpole is drag force at the undulatory frequency

* 1.8f  while at the frequency * 4.0f  , the net thrust force coefficient is large enough( 0.2888TC  ).As a result, the 
non-dimensional frequency is set to 4.0 to investigate the side-by-side school swimming. It’s also found that the net 
thrust coefficient and the power coefficient increase with the increasing undulating frequency which is consistent with 
the general swimming law of aquatic animals. 

Figure 4 presents the contours of vorticity in z-direction( zΩ ), velocity in x-direction( xU ) at plate z=0 for a single 
tadpole swimming at different undulating frequencies. As showed in Figure 4(b), four vortices are formed in one 
undulating period. It can be observed that the wake shedding associated with the force production is characterized by 
counter rotating vortex pairs. It is interesting that two reverse Kármán vortex streets are formed and deflect away from 
the symmetric line. Hence, two strong backward jets are formed which contribute to the thrust generation (Figure 4(b)). 
In additional to the vortices shed from the tail of tadpole, one vortex pair is formed behind the head of the tadpole.  
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(a)Thrust coefficient of a single tadpole       (b) total power consumption coefficient of a single tadpole 

Figure 3: (a) Net thrust coefficient and (b) the transverse power consumption coefficient of a single tadpole swimming under 

different frequency 

(b)

Figure 4: Contour of z vorticity at plate z=0 of a tadpole undulating at time 0.5T (a)
*

f = 1.8 and (b)
*

f = 4.0

4.2 Paralleled tadpoles swimming in an in-inphase pattern 

(a) (b)

(c) (d)

Figure 5:(a)Net thrust coefficient,(b) transverse power consumption coefficient,(c) thrust coefficient,(d) 

propulsive efficiency of tadpoles in in-phase mode with different lateral distance at *
f = 4.0

As seen from Figure 5(a)-(b), the smaller lateral distance between tadpoles always leads to the smaller net thrust 
and the lower lateral power consumption. The propulsive efficiency is defined as the ratio of useful power to input 
power which is plotted against the lateral distance in Figure 5(d).The efficiency is maximized at s=0.5L with a value of 

0.3215  .For the lateral distance of s=0.875L, the power consumption of this case is quite lower as compared to the 
single tadpole while the thrust generation of the two cases likely approaches. This suggests that tadpole schooling 
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experiences energy-saving benefits. 
For the lateral distance s=0.5L, the net thrust force is smaller than that of a single tadpole. The closer the tadpoles 

approach, the smaller the spacing around the tadpole becomes. As a consequence, the flow passes the tadpole more 
quickly. According to the wavy plate theory, the net thrust force decreases while the wave velocity decreases relate to 
the flow velocity. Meanwhile, the lower pressure region behind the head becomes larger resulting in increasing the 
pressure drag and the viscous drag force also gets larger. 

(a)

(b)

(c)

(d)

Figure 6:Contour of z vorticity at plate z=0 of tadpoles 

swimming in in-phase mode at time 0.5T, *
f = 4.0 ,with 

lateral distance:(a)0.5L;(b) 0.625L;(c)0.75L;(d)0.875L   

Figure 6(a)-(d) exhibits the instantaneous wake flow 
at the representative moment 0.5T for different lateral 
distance at the frequency * 4.0f  . In each undulating 
period, four vortices shed from the tail tip and pairs of 
positive and negative vortices form on the head of tail. 
Owing to adjacent tadpoles undulating in an in-phase 
mode, columns of positive and negative vortices appear 
alternately at s=0.5L showed in Figure 6(a).When the 
lateral distance becomes larger, the formation of two 
reverse Kármán vortex streets behind each tadpole is 
observed according to Figure 6(b)-(d). At s=0.625L, the 
two reverse Kármán vortex streets evolved in inward 
shape while at s=0.875L, vortices with the same 
direction between adjacnt tadpoles merge together and 
reverse Kármán vortex streets are strengthened and 
become parallel in relevant to the wake centerline. 

5. Conclusions

In this study, three-dimensional simulations have 
been performed to investigate the tadpole undulating 
swimming, including swimming alone and side-by-side 
swimming. The hydrodynamic performance of the 
tadpole and the vortex structure of the flow filed are 
studied.  

When a single tadpole swims at different undulating 
frequency, the transition from the drag force to thrust 
force occurs. The net thrust force and the lateral power 
consumption increase with the increasing undulating 
frequency. It’s found that pairs of positive and negative  
vortices are formed on the head of tadpole. Two reverse 
Kármán vortex streets are observed in the wake where in 
the condition where thrust generation is involved.  
  For a fixed undulating frequency, tadpoles swimming 

in side-by-side arrangement at different lateral distances are simulated. The net thrust force and the lateral power 
consumption show an increasing trend against varying lateral distance. The highest efficiency is maximized at s=0.5L 
with a value of 0.3215  .Compared to the single case, tadpole schooling experiences energetic advantages and higher 
propulsive efficiency. On the base of single tadpole, three kinds of the wake structure are observed at different lateral 
distances: columns of positive and negative vortices appearing alternately, inward-shape reverse Kármán vortex streets 
and parallel and strengthened reverse Kármán vortex streets.  
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Immersed boundary method was first proposed by Peskin[1,2] for the simulation of human heart. The method was later 
extended to many fields[3,4]. By using cartesian grids, the immersed boundary method has some advantages in the 
simulation of complex boundary and moving boundary problems. In this paper, the method employs a discrete force 
approach which uses two polynomial interpolation combined with weighted least squares method[5,6] for the 
reconstruction of the flow variables. Space domain was discretized using the finite volume method and time was 
discretized using Euler method. PISO algorithm was utilized for the couple of velocity and pressure field. Simulations 
of flow around a two-dimensional cylinder, an oscillating cylinder, a three-dimensional sphere and a two-dimensional 
fish were conducted to verify the accuracy and fidelity of the solver over low and medium Reynolds numbers covering 
static and dynamic boundary problems. It can establish foundations for the future handling of more complex problems 
in the field of naval and bionic hydrodynamics. Results show that those simulations have a high fit degree with relevant 
references.  
Flow around a cylinder 

Simulations of flow around a two-dimension cylinder were conducted and compared with the result of  Chiu[7] and 
Xu[8].The Reynolds numbers are 100 and 200 respectively, and the characteristic length is defined as the radius of  the 
cylinder, d. The computational domain is 50× 25 d. 

a                                                                             b 

Figure 1: The evolution of drag and lift coefficient at (a): Re =100, (b): Re=200 

a                                                                                       b 

Figure 2: Vortical structures of flow over a cylinder at (a): Re =100, (b): Re=200 
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Table 1: Comparation of present results and literature results 

 Re Cd 
Current 100 1.38 
 200 1.39 
Chiu[7] 100 1.35 
 200 1.37 
Xu S[8] 100 1.42 
 200 1.42 

 

Flow over an oscillating cylinder 

Simulations of an oscillating cylinder were computed under the Re = 185. The amplitude (Ae) was 0.2d , and the 
oscillation frequency (fe) are 1f0, 1.2f0, where f0 is the vortex shedding frequency. The computational domain was the 
same as the flow around the stational cylinder. 

 
a                                                                            b 

Figure 3: Vortical structures of flow over an oscillating cylinder. (a): fe/f0=1, (b): fe/f0=1.2 

 
Flow over a 3D sphere 

The 3D sphere simulations were conducted under the condition of Re = 100 and 300. The computational domain was 
33d×16d×16d(d is the diameter of the sphere) .  

 
a                                                                             b 

Figure 5: Vortical structures of flow over a 3D sphere. (a): Re=100, (b): Re=300 

 

Table 2: Comparation of drag coefficient 

 Re Cd 
Current 100 1.071 
 300 0.692 
JungwooKim[9] 100 1.087 
 300 0.657 
Fornberg[10] 100 1.085 
Constantinescu[11] 300 0.655 

Simulation of undulatory swimming  

The fish body is represented by a NACA 0012 foil, the following motion is selected to resemble the fish-swimming 
motion observed in nature. The movement equation[12] is described as: 
 

                  
 

 
 

 

 
                                   

a b 

Figure 4: The evolution of drag and lift coefficient for the cylinder oscillation. (a): fe/f0=1, (b): 

fe/f0=1.2 
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whrerλ is the wavelength, L is the body length,  and the Strouhal number is defined by  
   

  

 
                                               (3)                                             

The simulations were carried out under the condition of Re=45000, St = 0.23 , 1.18. 
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Figure 6: Vortical structures of the fish-like movement. (a):St=0.23, (b):St=1.18 
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1. Introduction 

Heavy rain can cause severe aerodynamic performance degradation to airfoil, particularly during take-off and landing 
stage. It has been deemed as a critical cause to many aviation accidents [1]. Rain condition can lead to aircraft 
aerodynamic penalties in several ways. For instance, raindrops can stick on and roughen the surface of wings. This 
phenomenon can induce changes in critical aerodynamic performance indicators such as pressure distribution as well as 
drag and lift force [2][3]. Thus, rainfall is considered as an important aircraft safety hazard. Nevertheless, accurate 
assessment of rain effect on aerodynamic performance poses many difficulties to both experimental and numerical 
study and it is still an open topic. 
To analyse this problem numerically, it is noticed that OpenFOAM provides a powerful platform for simulation of fluid 
mechanics [4]. On the other hand, it was found that there is no built-in application in OpenFOAM for simulation of rain 
effect on airfoil that involves complex interactions among droplets, air flow and the structures, which is the focus of the 
present work. To achieve this aim, we developed an incompressible Eulerian-Lagrangian solver within OpenFOAM 
framework, named parcelFilmFoam. This solver integrates several OpenFOAM built-in libraries and applications. It is 
validated against benchmark data first, and then used to investigate aerodynamic performance of NACA0012 airfoil 
with dry air and heavy rain conditions. 

2. Methodology 

The main part of the solver for continuous phase is based on the OpenFOAM built-in solver named pisoFoam. 
Meanwhile, the Lagrangian library is linked to the main solver to implement Discrete Particle Model (DPM). 
Additionally, a thin film model is applied. DPM interacts with continuous phase and thin film through the source terms 
in the corresponding equations of main solver and surface film solver. They are introduced respectively in the following 
subsections. 
 
2.1 Main Solver 
To simulate incompressible viscous flow, there are semi-implicit method for pressure-linked equations (SIMPLE), 
pressure-implicit split-operator algorithms [5] (PISO) and a combination of SIMPLE and PISO algorithms (PIMPLE). 
In OpenFOAM, the corresponding built-in incompressible solvers are simpleFoam, pisoFoam and pimpleFoam. Among 
them, simpleFoam is steady-state solver, while both pisoFoam and pimpleFoam are transient solvers. pimpleFoam is 
featured as a large time-step transient solver for incompressible, turbulent flow. However, the Eulerian-Lagrangian 
solver we are developing needs to couple the detailed dynamics of DPM and thin film models with the flow field, and it 
requires small time-step. Thus, instead of using pimpleFoam, pisoFoam is adopted as the reference to build the solver 
for continuous phase.  
 
2.2 DPM Model 
The standard Lagrangian DPM is based on a translational force balance that is formulated for an individual particle. In 
this model, each particle represents a parcel of particles, and a DPM parcel is subject to gravity, drag force, and other 
forces when more complicated physics is considered. The particle trajectory is calculated by integrating the particle 
force balance equation. In this work, the drag force and gravity play the most important role. 
 
 𝑑𝑢𝑝

𝑑𝑡
=
3𝜇𝐶𝑑𝑅𝑒𝑝

4𝜌𝑝𝐷𝑝
2
(𝑢 − 𝑢𝑝) + 𝑔 

(1) 

 
Here, 𝑢 and 𝑢𝑝 are the air and particle velocity respectively; 𝑔 denotes the gravity acceleration; 𝜌𝑝 and 𝐷𝑝 are the density 
and diameter of the particle; 𝑅𝑒𝑝  is the particle Reynolds number and 𝐶𝑑  is drag coefficient. Literature on similar 
approaches can be found in [6]. 
In Eulerian-Lagrangian approach, there are one-way coupled model [7] and two-way coupled model [8]. The one-way 
coupled model assumes that the motion of particles is affected by the continuous phase, while the continuous phase is 
not affected by the presence of particles. A two-way coupled model assumes that there is a two-way exchange of mass 
and momentum between the continuous phase and the particles. In the developed solver, the dynamics of the particle 
and the flow field are two-way coupled. 
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2.3 Surface Film Model 
In order to model film layers with OpenFOAM, a dedicated mesh region for surface film needs to be extruded from the 
airfoil surface. The surface film is modelled inside the extruded mesh region. In this work, a thin film assumption is 
used, namely the velocity normal to the mesh wall is assumed to be zero and the wall-tangential diffusion is considered 
negligible compared to wall-normal diffusion. The surface film flow is solved with the continuity equation and the 
momentum equation, with a film layer thickness 𝛿𝑓 included.  
 
 𝜕𝜌𝛿𝑓

𝜕𝑡
+ ∇ ∙ (𝜌𝛿𝑓𝑈) = 𝑆𝑖𝑚𝑝 + 𝑆𝑠𝑝𝑙𝑎𝑠ℎ + 𝑆𝑠𝑒𝑝 

(2) 

 𝜕𝜌𝛿𝑓𝑈

𝜕𝑡
+ ∇ ∙ (𝜌𝛿𝑓𝑈𝑈) = −𝛿∇𝑝 + 𝑆𝜌𝛿𝑓𝑈 

(3) 

 
The continuity equation contains several source terms as shown in Eqn. (2). They include the mass added to the film 
layer due to impinging particles, as well as the mass deducted from the film layer due to rebounding, splashing particles, 
and separation of the film layer [9].  
In the present case, the Weber number (We), which is defined as a measure of fluid's inertia to its surface tension, is 
used to decide the type of particle-film interaction. The particle-film interaction is classified as “stick” if We<5, 
“rebound” for 5<We<10, and “splash” when We>10. 

3. Validation of Numerical Modelling 

The parcelFilmFoam is used to simulate rain effects on NACA0012 airfoil. In this solver, the rain effects are 
investigated by simulation of the coupled dynamics between the particle, film and the flow field. The results will be 
validated by the measurement data from Hansman and Craig [10], as well as the numerical simulation results from 
Ismail et al. [11]. 
A 2D mesh model is built. The chord of airfoil is 1, and the calculation domain is 250×200×1 in meter. The total cell 
number is about 64,000. The inlet flow velocity is 18m/s. The angle of attack (AOA) is varied between 0° to 12°, and 
SA turbulent model is used. 
 
3.1 Validation of Results without Rain  
For the NACA0012 airfoil, there are many reliable benchmark data under dry air condition at various Reynolds number, 
(Re). Here, Re is defined as a ratio of fluid's inertial force to its viscous force. At high Re (Re=3.E6), the results have 
been verified based on the well-known benchmark data from Abbott and von Doenhoff [12]. The results indicate that, 
with the current setup, Cd (drag coefficient) is slightly overestimated, while Cl (lift coefficient) agrees well with the 
benchmark data, as shown in Figure 1. The results at a lower Re (Re=3.E5) are also included in the same plots, to 
illustrate the variation of force coefficients versus Reynolds number. It can be observed that the lower Re can lead to 
higher Cd and lower Cl. 
 

 
 

Figure 1: Validation of force coefficients for NACA0012 without particle injection 

 
3.2 Validation of Results with Rain 
To consider rain effects, the particle properties and the particle injection setting are needed. The particle properties are: 
density is 1000kg/m³ and diameter is 0.5mm. The particle injection settings are: the particle velocity is 𝑢𝑝 = 18𝑚/𝑠 
and 𝑣𝑝 = −3𝑚/𝑠 in horizontal and vertical directions, and the liquid water content (LWC) is 30 g/𝑚³. The results 
considering rain effects simulated by parcelFilmFoam are compared with the experimental data from Hansman and 
Craig [10], and the numerical results from Ismail et al. [11], as shown in Figure 2.  
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The experimental data provided a lower Cl and a much higher Cd even for the dry air cases. As Hansman and Craig [10] 
claimed, their experimental data are the raw data and no correction was made. To demonstrate the difference, the 
experimental results with necessary corrections at low Re for dry air from Eastman et al. [13] are presented in the 
figures. In addition, the numerical simulation by ANSYS Fluent from Ismail et al. [11], with scale-down model (chord= 
0.14m) and both the particle (diameter of 0.46mm) and the film effects are also shown. It can be seen that the present 
results of Cd and Cl by parcelFilmFoam are comparative to those of Ismail et al. [11] (The present simulation using 
normal scale, chord= 1m, and particle diameter 0.5mm). The “in-house Fortran Code” and the “Fluent” data in Figure 2 
are obtained by using the same setting as that in parcelFilmFoam. They are included in plots for cross-comparison. 
 

 
 

Figure 2: Validation of force coefficients with particle injection at Re=3.E5 

 

4. Results and Discussion  

A direct application of the unsteady solvers, such as pisoFoam, or parcelFilmFoam, may lead to obvious oscillation and 
even diverging of the simulation, especially for high AOA cases. To overcome this problem, a three-step simulation 
procedure is designed. It includes: i) obtain the steady flow field using simpleFoam; ii) obtain the unsteady flow without 
rain by parcelFilmFoam; iii) run parcelFilmFoam with DPM model and film model. 
 
4.1 Results of DPM Model  
To investigate the rain effects (with particle inject) on NACA0012 airfoil, the force coefficients with AOA=4° is 
recorded at each time step, as shown in Figure 3.  
The particle injection starts at t=2s, and the particles start to hit the airfoil at t=2.17s. It can be seen that before the 
particles hitting the wing, there is a slight drag decrease and lift rising. The plot shows that rain (upon impact of 
particles) can cause the drag increase and lift decrease. At a later stage, raindrops (modelled as particles) can surround 
the airfoil and also present in its wake region. In this phase, the drag and lift coefficient become stable, and the final 
force coefficients can be obtained by averaging their value in this phase. 
 

 
 

Figure 3: Force Coefficient profiles at Re=3.E5 and AOA=4° 
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4.2 Results of Surface Film 
Two-dimensional flow is considered here. This means that the wall film velocity will be along the surface according to 
the thin film assumption. The film results are presented in term of the film velocity, 𝑢𝑓 and the film thickness, 𝛿𝑓 as 
shown in Figure 4. The raindrops exchange mass and momentum with the surface film during impact. When there is 
thin film on airfoil, it can in turn affect the motion of the impacting particles in several ways. For example, raindrops 
can stick on the surface of airfoil, and they can become part of the film and contribute to its mass and momentum. On 
the other hand, when the film is too thick or the curvature of film is too sharp at certain place (such as the place around 
the trailing edge), the water film can break into drops, and the drops will leave the film layer. 
 

 
 

Figure 4: Film velocity and film thickness at Re=3.E5, AOA=4° and t=4.8s 

 

5. Conclusions 

In this work, based on OpenFOAM platform, a new incompressible Eulerian-Lagrangian solver, parcelFilmFoam, is 
developed. It is applied to simulate the aerodynamic performances of NACA0012 airfoil under rain conditions. Firstly, 
the solver is validated against the benchmark data from both experiments and numerical simulations. The aerodynamic 
efficiency degradation of NACA0012 airfoil in the rain is then investigated by parcelFilmFoam. Quantitative variations 
in drag and lift coefficients of the airfoil under rain condition are presented in this work. For the future work, we will 
keep on investigating the underlying physics as well as the influence of the interactions among raindrops, water film, air 
flow and the wing surface. In the meantime, we will also further explore the potential of OpenFOAM, to optimize the 
new solver, and to extend its applications to different types of airfoils, wings, and aircrafts. 
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In the procedure of predicting ship motions in waves, the hydrodynamic coefficient should be obtained in 
advance for solving ship’s motion equation. The added mass and damping is usually computed with potential method 

[1], however the potential theory is based on the hypothesis of potential flow, and its result can not include the viscous 
effect and failed to obtain the nonlinear component. In this work, we proposed a method to obtain hydrodynamic 
coefficient and non-linear hydrodynamic coefficient by analysing the force-time curve of ship hull, and the force-time 
curve is obtained by simulating forced oscillations of ships in OpenFOAM[2].  Meanwhile, an efficient mesh 
manipulation model specific for simulating ship oscillation is put forward in this work. The hydrodynamic coefficient 
computed by the present method is compared with the result obtained by potential method, which shows the 
accuracy of the present method. 

1. Hydrodynamic coefficient computation method

For a ship hull forced oscillation with specified degree of freedom (DOF), the total hydrodynamic force can be
discomposed as follow [3], 

𝐹𝑖,𝑗 = 𝐹𝑖,𝑗
𝐶 + 𝐶𝑖,𝑗𝜉𝑖 + 𝐴𝑖,𝑗1𝜉�̈� + 𝐴𝑖,𝑗2(𝜉�̈�)

2
+ 𝐵𝑖,𝑗1𝜉�̇� + 𝐵𝑖,𝑗2(𝜉�̇�)

2
     (𝑖, 𝑗 = 1,2, … ,6)                 (1)

where the 𝐹𝑖,𝑗
𝐶  is the constant force which including the ship gravity and wave making resistance, 𝐴𝑖,𝑗1and 𝐵𝑖,𝑗1are the

added mass and damping respectively,𝐴𝑖,𝑗2and 𝐵𝑖,𝑗2are the nonlinear added mass and damping, 𝐶𝑖,𝑗  is the hydrostatic 

recovery force and can be expressed as follow 

𝐶𝑖,𝑗 =

(

 
 
 

0 0
0 0

⋯
0
0

⋮

𝜌𝑔𝐴𝑤 0 𝜌𝑔𝐴𝑤𝑥𝑓

0 𝜌𝑔(𝐴𝑤𝑑1
2 + 𝑧𝐵∇) 0

𝜌𝑔𝐴𝑤𝑥𝑓 0 𝜌𝑔(𝐴𝑤𝑑2
2 + 𝑧𝐵∇)

⋮

0 0 ⋯ 0)

 
 
 

(2) 

where the Aw is the water plane area, d1 is the inertial radius around the X axis and d2 is the inertial radius around the 
Y axis. zB is the Vertical coordinate of buoyant centre, xf is the x coordinate of floatation centre, ∇ is the volume of 
displacement. 

In case of oscillation motion, the displacement 𝜉𝑖  can be expressed in harmonic form. The displacement, velocity 
and acceleration can be expressed as follow 

{

𝜉𝑖 = 𝜉𝑖0𝑠𝑖𝑛(𝜔𝑡) 

𝜉�̇� = 𝜉𝑖0𝜔𝑐𝑜𝑠(𝜔𝑡)      (𝑖 = 1,2… ,6)

𝜉�̈� = −𝜉𝑖0𝜔
2𝑠𝑖𝑛(𝜔𝑡)

 (3) 

Substituting Eq. 3 into Eq. 1 gives 

𝐹𝑖,𝑗 = (𝐹𝑖,𝑗
𝐶 + 𝐴𝑖,𝑗2

𝜉𝑖0
2 𝜔4

2
+ 𝐵𝑖,𝑗2

𝜉𝑖0
2 𝜔2

2
) + (𝐶𝑖,𝑗𝜉𝑖0 − 𝐴𝑖,𝑗1𝜔

2𝜉𝑖0)𝑠𝑖𝑛(𝜔𝑡)  +

(𝐵𝑖,𝑗1𝜔𝜉𝑖0)𝑐𝑜𝑠(𝜔𝑡) + (−𝐴𝑖,𝑗2
𝜉𝑖0
2 𝜔4

2
+ 𝐵𝑖,𝑗2

𝜉𝑖0
2 𝜔2

2
) 𝑐𝑜𝑠(2𝜔𝑡)     (4) 

By monitor the force of ship oscillation movement, the force-time curve can be obtained, and which curve can be 
fitted in Fourier series form. 

𝐹𝑖,𝑗 = 𝐹𝑖,𝑗0 + 𝐹𝑖,𝑗𝑎1𝑠𝑖𝑛(𝜔𝑡)  + 𝐹𝑖,𝑗𝑏1𝑐𝑜𝑠(𝜔𝑡) + 𝐹𝑖,𝑗𝑎2𝑠𝑖𝑛(2𝜔𝑡) + 𝐹𝑖,𝑗𝑏2𝑐𝑜𝑠(2𝜔𝑡)……      (5) 

Comparing the Eq.4 and Eq.5, it’s easy to obtain the added mass, damping, nonlinear added mass and nonlinear 
damping, the  expression are showed as Eq.6. 
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{
 
 
 

 
 
 𝐴𝑖,𝑗1 =

−𝐹𝑖,𝑗𝑎1+𝐶𝑖,𝑗𝜉𝑖0

𝜔2𝜉𝑖0

𝐵𝑖,𝑗1 =
𝐹𝑖,𝑗𝑏1

𝜔𝜉𝑖0

𝐴𝑖,𝑗2 =
𝐹𝑖,𝑗0−𝐹𝑖,𝑗𝑏2−𝐹𝑖,𝑗

𝐶

𝜔4𝜉𝑖0
2

𝐵𝑖,𝑗2 =
𝐹𝑖,𝑗0+𝐹𝑖,𝑗𝑏2−𝐹𝑖,𝑗

𝐶

𝜔2𝜉𝑖0
2

 (𝑖, 𝑗 = 1,2, … ,6)  (6) 

It is worth to mention that the movement amplitude 𝜉𝑖0 is displacement in the motion modality of i=1,2,3, while 
in the motion modality of i=4,5,6, the  𝜉𝑖0 is the rotational amplitude with the dimension of radian. The Eqn.6 is 
suitable for the hydrodynamic calculation of all motion modality. 

2. Mesh manipulation model in OpenFOAM

To simulate the simple harmonic motion of ship hull, a suitable mesh manipulation model is necessary for an

efficient computation. Considering that each motion is just with one Degree of Freedom, and moving amplitude is 
rather small compared to the mesh size in the far field, we give out a dynamic mesh model named 
smallOscillationFvMesh. The smallOscillationFvMesh is originated from the mesh manipulation model of 

movingConeTopoFvMesh, and the process of the present method are showed in the figure below. 

Figure 1: Mesh setting for surge motion 

Figure 1 gives the mesh manipulation for ship surge simulation. As the mesh for ship motion simulation is trend to 

be coarse and regular in the far field, so it is easy to find two sets of faces that the trance grid scale between which is 
far larger than the motion amplitude. Then, the zone that between the two face is marked 0 which means the point in 
this part shall moving according to the given expression, the other part we marked 1 to keep the point in which zone 
steady. The motion amplitude of ship surge is set 0.05m which is far smaller than the transverse scale of the grid 
adjacent to the leftface and rightface which is 1.0m, so the topology needn’t to be changed, and all the manipulation 
that preparing for changing topology is discarded to minimize the time cost on mesh moving. For the motion of heave 

and sway, the method is still working by adjusting the direction and position of the two faces shown in the figure 
 It should point out that the original movingConeTopoFvMesh is not suitable for ship motion simulation, because 

there exists large grid aspect ratio grid near the free surface, and the topology changing manipulate may cause bad 
mesh quality. 

Figure 2: Mesh after a period 

smallOscillationFvMesh movingConeTopoFvMesh 

leftFace 
rightFace 

Mark:1 Mark:0 Mark:1 

leftZone middleZone 
rightZone 
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The Fig.2 gives the mesh scene after a period with the present method and the original movingConeTopoFvMesh 

to handle the mesh with large aspect ratio with same setting, and which proves the present smallOscillationFvMesh 
model can keep high quality of meshes, besides it is convenient to use and efficient when comparing with overset 
mesh or other dynamic mesh model.  

3. Some results and conclusion

3.1 model and mesh 

The forced oscillation of KVLCC2 ship hull is simulated in this work. The performance of KVLCC2 ship hull has 

been wildly studied by many researchers [4] as a standard ship hull, and there exist plenty of experiment data of this ship 

hull. The length of the hull is 5.5172m, the other main dimensions can be fined in reference 5. The main motion 

parameters are shown in Table 1. 
Table 1: Motion parameters 

The mesh used for simulation is generated by snappyHexMesh[6] tool, and the grid quantity is about 770,000 for 

half domain. The near wall mesh is shown in Fig. 3. The turbulence model chooses KomegaSST[7]. 

Figure 3: Mesh near ship hull 

3.2 Data processing 

 For each advancing velocity, motion frequency and motion modality, a set of time-force and time-moment curves 
can be obtained by interDyMFoam solver in OpenFOAM. 

Figure 4: F22-t curve and Fourier fit 

The figure 4 gives the F22-t curve at advancing velocity is 0.142 and omega is 2.6676, and which curve is fixed 

with a 6-expansion Fourier expression. The fit curve can be expressed as follow. 
𝐹2,2 = −48.41 + 75.32𝑠𝑖𝑛(𝜔𝑡) − 223.4𝐹𝑖,𝑗𝑏1𝑐𝑜𝑠(𝜔𝑡) + 7.723𝑠𝑖𝑛(2𝜔𝑡) − 35.96𝐹𝑖,𝑗𝑏2𝑐𝑜𝑠(2𝜔𝑡) 

−1.05𝑠𝑖𝑛(𝜔𝑡/3) − 1.396𝐹𝑖,𝑗𝑏1𝑐𝑜𝑠(𝜔𝑡/3) +  0.2179𝑠𝑖𝑛(2𝜔𝑡/3) + 1.501𝐹𝑖,𝑗𝑏2𝑐𝑜𝑠(2𝜔𝑡/3)         

 +0.3912𝑠𝑖𝑛(4𝜔𝑡/3) + 0.8571𝐹𝑖,𝑗𝑏1𝑐𝑜𝑠(4𝜔𝑡/3) − 0.9586𝑠𝑖𝑛(5𝜔𝑡/3) − 1.243𝐹𝑖,𝑗𝑏2𝑐𝑜𝑠(5𝜔𝑡/3)     (7) 

Comparing the Eq. 7 and Eq. 5, it is easy to obtain the needed  𝐹𝑖,𝑗0, 𝐹𝑖,𝑗𝑎1, 𝐹𝑖,𝑗𝑏1 and 𝐹𝑖,𝑗𝑏2. Form the expression of

Eq. 7, it is obvious that the parameter what we needed is much larger than the others, which means the present force 
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Parameter value 

Advancing velocity 0.1047m/s 

Motion amplitude (surge, heave, sway) 0.05m 

Motion amplitude (roll, yaw, pitch) 0.01 radian 

Motion frequency (dimensionless) 1.0; 2.0;2.75;3.75;5;10 
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decomposition model contains almost all force component and the remaining high-order hydrodynamic coefficient can 

be ignored. 

3.3 Part of hydrodynamic results 

The obtained hydrodynamic coefficient results are shown in the figure below. 

Figure 5: Added mass and damping result 

Fig. 5 give out the added mass and damping result calculated with the present method and a translating–pulsating 

source potential solver [1]. The added mass coefficient results coincide with the potential result very well, while there 

exists some gap between in the comparing of the damping coefficient, and this phenomenon is caused by the inviscid 

hypothesis in the potential method. The results show that the present method can make full use of the result to obtain 

each component hydrodynamic force, and suitable for hydrodynamic coefficient calculation with the considering of 

viscous and nonlinear effects. 
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Tidal energy has a great potential as a renewable electric energy source, following the sustainable development goals of 

the UN. Tidal energy can be harvested in different ways, of which one way is to directly extract the energy from the 

flowing water. The tidal stream is special in the sense that it is oscillating back and forth, with rather low velocities. The 

turbulence behaves differently in the accelerating and decelerating phases of the tidal cycle. Furthermore, the marine 

environment is particularly harsh for technical equipment, and tidal power plants must co-exist with other marine 

activities. A tidal energy plant must be able to handle such situations with a high efficiency, and with low 

environmental and social impacts. The tidal power plant Deep Green, developed by Minesto AB uses a novel 

technology with a ‘flying’ wing with an attached turbine that sweeps the tidal stream with a velocity several times faster 

than the mean flow, see Figure 1. The trajectory of the wing is controlled by an advanced control system and forms a 

sideways figure eight that is almost perpendicular to the tidal flow. The trajectory is fully submerged during operation, 

but the wing can reach the surface for maintenance. The wing is attached to the seabed by a tether, through which the 

electric power from the turbine is transmitted to a local distribution network that connects a number of Deep Green 

plants in a farm to the land-based electric grid. A farm of Deep Green power plants must be designed so that the 

individual power plants have a minimum negative impact on the other power plants in the farm. The distance must be 

large enough to avoid collision, both at full tidal stream and when the flow reverses. Most of the energy can be 

extracted during full tidal stream, and then it is important that the farm is designed to minimize any negative effects of 

the wakes on downstream power plants. The aim of the present work is to accurately model the influence of the Deep 

Green power plant on the turbulent tidal flow. The results can be used to increase the knowledge of the Deep Green 

wake, which in turn can be used to design optimized Deep Green farms. The results can also be used as input to models 

of the dynamics of the wings, to determine how the control systems should be designed to safely consider both the tidal 

turbulence and wakes from upstream wings. 

Figure 1: The tidal power plant Deep Green, with its components and operating procedure. 

The conditions of the tidal flow are in the present study resembling those at a test site west of Holy Island, along the 

west coast of Wales. The depth is 80m, with a rather smooth seabed with individual boulders of about 2x2x2m. A 

bottom roughness is introduced in the simulations to give mean velocity profiles in accordance with field 

measurements. The Coriolis force and any surface shear forces are neglected. A precursor cyclic one-equation eddy-

viscosity LES simulation of two full tidal cycles is used to set initial conditions for the Deep Green simulation. An 

additional half tidal cycle proved that the oscillating flow is fully developed. The tidal flow of the precursor simulation 
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is obtained by a sinusoidal varying body force, adjusted to fit the tidal peaks at the test site. The simulation with the 

Deep Green power plant is started at a condition with accelerating flow at approximately 1.6m/s, close to the tidal flow 

peak (at 2.0m/s). The initial condition is taken from the precursor simulation, and the inlet boundary condition that 

drives the flow in this simulation is mapped from the precursor simulation each time step. The Deep Green power plant 

is modelled using the Actuator Line Method (ALM) [1, 2] from the turbinesFoam [3] package, adapted to the particular 

trajectory of the Deep Green wing. The lift and drag along the wing profile for different angles of attack are taken from 

a separate RANS simulation of the Deep Green wing, using the k-ω turbulence model. A momentum sink is added to 

take the turbine into consideration [4]. 

Figure 2 shows the results of the Deep Green simulation. The wing is visualized by a green iso-surface of the force field 

from the ALM. Grey iso-surfaces of the Q-criterion is used to visualize the turbulent vortices at the seabed and the wing 

wake in the form of tip vortices. The domain boundaries and five cross-sections are coloured by the velocity magnitude. 

The cross-sections are located at the centre of the wing trajectory, and at 1-4 trajectory widths downstream the centre of 

the wing trajectory. A single wing is considered in the simulation, but since cyclic conditions are used at the sides of the 

domain the results resemble an infinite number of wings side-by-side. The plots show the time-averaged vertical and 

horizontal velocity profiles, going through the centre of the trajectory of the wing at the different downstream positions. 

It can be seen that the wake of the wing influences the flow throughout the computational domain. The wake is 

asymmetric in the vertical direction, due to the vertical shear in the main flow. The horizontal width of the wake and its 

number of peaks decrease with distance to the wing. The wake tends to stabilize its shape at about 3Dy downstream the 

wing. 

Figure 2: Wake of the Deep Green power plant, visualized by iso-surfaces of the Q-criterion and velocity plots. 
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The majority of todays simulations using FOAM are run in parallel. In order to use, the allocated computational
nodes efficiently, it is important that the computational load is distributed equally across the computational nodes while
minimising the communication overhead. This process is known as partioning. For an Eulerian problem on a static mesh,
it is usually sufficient to partition the mesh before starting the solver application using METIS or SCOTCH by running
decomposePar.
However, the initial partioning may become inadequate during the simulation when the simulation involves features such
as topologically changing meshes (for example adaptive mesh refinement, layer-addition and removal), multi-physics (for
example Lagrangian particles, reaction kinetics) or expensive search and/or geometric algorithmns (immersed boundary,
generalised grid interface, sliding interfaces, geometric VOF).
In these applications, it can be beneficial to re-partition the computational domain according to the actual dynamic load
during the simulation. While the repartitioning (colouring the cells using METIS or SCOTCH) itself is computationally
cheap, writing the computational state to disk is in most cases prohibitively expensive. It is therefore important that the
full re-balancing machinery is executed within the solver process.
In this presentation, the new parallel load balancing capabilities in foam-extend are presented and examples of their
productive use are shown.

Figure 1: Dynamic load balancing of a Lagrangian particles simulation running on four nodes. The four pictures show
charateristics time instances as the Lagragian particles injected on the left cross the computational domain. The computational
domains are coloured by their partition ID and are shown twice in each picture: without particles (top), with particles (bottom).
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An immersed boundary (IB) wall function for turbulent flows using the k − ε model is developed in this work. The
IB method is based on the existing method in foam-extend-3.0 and foam-extend-4.0 [1, 2]. In this method the whole
computational mesh is classified into three categories, i.e., live cells, IB cells, and dead cells. No-slip boundary condition
on the IB surface is imposed through manipulating the values in IB cells. The coefficient matrices of the resulted linear
equation system are manipulated by eliminating the corresponding off-diagonal elements and modifying the relevant
diagonal elements and source term. Thus, the values in IB cells are prescribed. The values in dead cells are fixed (usually
as zero) and not included in the computation. In essence, the key of this IB method is imposing boundary conditions
through IB cells.
However, we found that the current implementation of turbulence models and in particular the wall functions sometime
cause issues in the simulation results. An important quantify for many fields is the wall shear stress. In man y cases, current
implementation gives noisy wall shear stress distribution on the immersed boundary, which makes further calculation
based on the wall shear not reliable. Examples of such further calculation include heat transfer, sediment transport, and
surface wear.
To address this problem, we developed a new wall function with the use of the k−εmodel. It is modified from the method
introduced in previous work [1, 2]. It enforces the wall law by changing the values in IB cells. However, the original wall
function implemented does not behave well when y+ is in the buffer layer or the viscous sublayer range.
As shown in Fig. 1a, in order to evaluate the value at the IB cell center, an image point, which is further away from the
immersed wall and into the fluid region, is defined to reconstruct the flow information from surrounding live cells. For the
image point and the IB cell center, y+ is calculated respectively according to

y+IP =
C

1/4
µ

√
kIPyIP

ν
, y+IB = y+IP

yIB

yIP
(1)

where yIP denotes the distance from image point to IB surface. yIB denotes the distance from IB cell center to IB surface.
In the original implementation, the ratio of yIP/yIB is usually set as 2. Shear velocity (uτ ) for the image point, which
is assumed to be equal to the shear velocity calculated at IB cell center since both are on the same velocity profile, is
calculated as

uτ =

{
C

1/4
µ

√
kIP if y+IP > y+Laminar√

ν|uoldtan,IP|/yIP if y+IP 6 y+Laminar

(2)

where uoldtan,IP denotes the interpolated tangential velocity at image point, | | denotes its magnitude. y+Laminar = 11. Thus,
wall shear stress can be calculated as

τw = u2τ (3)

Then, based on the wall law, new tangential velocity at IB cell center can be evaluated as

unew
tan,IB =


uτκ

log (Ey+IB)
if y+IB > y+Laminar

uτy
+
IB if y+IB 6 y+Laminar

(4)

where E is the roughness coefficient, usually set as 9.8 for smooth wall. Afterwards, the eddy viscosity νt, k, and ε at IB
cell center can be calculated respectively as follows

νt =


y+IBκ

log (Ey+IB)
ν if y+IB > y+Laminar

0 if y+IB 6 y+Laminar

(5)

knew
IB =

(νT + ν)
uold

tan,IP

yIP
C−0.5
µ if y+IB > y+Laminar

kIP if y+IB 6 y+Laminar

(6)
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εnew
IB =


C0.75
µ (knew

IB )1.5

κyIB
if y+IB > y+Laminar

εIP if y+IB 6 y+Laminar

(7)

where in the laminar region, kIB is treated as the same value as at image point.
As seen in Fig. 2a, when the IB wall distance (y+IB) falls in the laminar region, the original wall function can not reproduce
the log-law. Unfortunately, in immersed boundary method, it is hard to control the distance between the IB cells and the
immersed surface. This distance can even change when the immersed boundary is moving. In order to overcome this, a
new algorithm is developed. The key idea is to adaptively increase y+ by changing the IB cells (see Fig. 1). For any IB
cell, if y+IB falls in the laminar region, the IB cell will be replaced by an adjacent live cell slightly away from the IB surface
to ensure the new IB cell is located in the log-law layer. This replacement of IB cell will not have significant impact on
the accuracy since the mesh around the immersed boundary is usually refined. After all, the immersed boundary method
is only an approximation of the wall effect to the flow.

(a) before y+ adaptation (b) after y+ adaptation

Figure 1: 2D schematic of y+ adaptation process. Red-filled cells are IB cells. Green-filled cells are live cells. White-filled cells
are dead cells.

As shown in Fig. 2 (b), the result of 1D channel flow validation case shows the new y+ adaptation algorithm captures the
wall law regardless the IB wall distances. One can also observe that the new algorithm makes sure y+IB is always in the
log-law region (> 11).
To further demonstrate the new algorithm, Fig. 3 shows the wall shear stress distribution over a dune-like bathymetry

(a) before y+ adaptation (original method) (b) after y+ adaptation

Figure 2: Log-law results for 1D validation case with different y1.

using immersed method. In this case, the background 3D mesh is structured and the immersed interface is dune-like. It
can be observed that without y+ adaptation, the wall shear stress is not smooth as it should be. In the back of the dune,
there are some “hot” spots of high wall shear caused by the small IB wall distance. By applying the new algorithm, the
wall shear stress distribution is much smoother and more reasonable.
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Figure 3: Wall shear stress distribution over a dune-like bathymetry. Flow is from left to right.
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As the strongest open source CFD package now, OpenFOAM[1] has open and complete upper layer. It also 
provides a lot of compiled solvers, so it gets widespread applications. Especially, its dictionary and hash table function 
make parameter queries faster and more convenient than before. Its runtime selection mechanism  uses virtual function 
of C++,  which makes program dynamically selecting different models during runtime without compiling the program 
again. It is useful to build solvers and expand functions. 

AFEPack[2] is an adaptive finite element package developed by professor Li Ruo of Beijing University with C++ 
language. It provides basic and general support to finite element method and finite volume method. It helps AFEPack 
users to achieve finite element program and finite volume program with parallel and adaptive function very 
conveniently. Unfortunately, AFEPack doesn't has model selection mechanism, so programs based on AFEPack can't 
form solvers, which goes against for function expansion of AFEPack programs.   

Based on the dictionary, hash table and runtime selection mechanism of OpenFOAM, we reconstruct AFEPack 
program to applicable solver. Specifically, aiming at the characteristics and flow of numerical simulation using 
AFEPack finite element and finite volume methods, selectors are provided for links needed selections, then parameter 
dictionary and flow controller are formulated for parameter and flow control, finally the conversion from program to 
solver is achieved. The specific modification plan is shown in Figure 1. 

Figure 1: Modification scheme of AFEPack program to solver 

There are nine modules in specific programming, such as mesh reading module, mesh refinement module, source 
item handling module, initialize module, boundary handing module, matrix assembly/flux calculation module, algebraic 
equations solving module, flow control module, output format setting module. Here we take mesh reading module as an 
example to explain its implementation process. 

Mesh reading module is used to select the way to generate mesh for users. Mesh dictionary shown in Figure 2 is 
read to get key word after meshType. 

Figure 2: Mesh dictionary 

The code call structure of mesh reading module is shown in Figrue 3. 
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Figure 3: Code call structure of mesh reading module 

First meshreader object is used in Grid class, then the way of building meshReader is select by runtime selection 
table. There are three format to build meshReader now, such as easyMeshReader，internal and lsdynaMeshReader. 
Other formats can be expanded too, which is only need to add subclasses, without modifications of existing codes. The 
main code files and their functions is shown in Table 1. 

Table 1: Main code file and their functions of mesh reading module 

Code file functions 
meshReader.C Definite hash table, read mesh from string information flow and generate file. 
meshReader.H Declare hash table, and select different mesh type during runtime. 
meshReaderNew.H Read mesh type string after meshType. 
internal.C Add internal subclass to hash table. 
internal.H Achieve virtual function of mesh reading，and read mesh file of internal format to string 

information flow. 
easyMeshReader.C Add easyMeshReader subclass to hash table. 
easyMeshReader.H Achieve virtual function of mesh reading，and read mesh file of easymesh format to string 

information flow. 
lsdynaMeshReader.C Add lsdynaMeshReader subclass to hash table. 
lsdynaMeshReader.H Achieve virtual function of mesh reading，and read mesh file of lsdyna format to string 

information flow. 
The realization principle of other modules are similar to mesh reading module, here omitted. Then the AFEPack 

solver is formed. 
At last we use an example to validate the correctness of the reconstruction, which is an AFEPack program to 

simulate strong explosion shock wave. The conditions are even atmosphere and 1kt TNT equivalent. We use dictionary 
file of args.txt to set selector options, which can be specified on demand by users, here omitted. The shock wave 
pressure of flow field on different time are shown in Figure 4. 

            
(a)                                                                                    (b) 

Figure 4: Flow field cloud of shock wave pressure on different time 

Shock wave over pressure history curve at different distance to burst heart by calculation shown in Figure 5 can 
correctly describe shock wave positive pressure, negative pressure and secondary shock at certain positions in strong 
explosion. It shows the calculation is reasonable and the result is reliable. 
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(a) 200m                                                                              (b) 300m 

Figure 5: Shock wave over pressure history curve at different distance to burst heart 

Shock wave overpressure peak, positive pressure impulse, shock wave arrival time and positive pressure action 
time of solver result are all same with that of the program before. It shows the correctness of the program is not 
changing in the solver reconstruction. At the same time, the selection functions of the selectors, such as mesh file, initial 
condition, boundary condition and solution algorithm are all achieve scheduled goals. 

As a solver, it has more selectivity and applicability than the program before. Users only need to assignment 
parameters by dictionary file, then different solution functions can be implemented dynamically. So the solver has 
stronger functions than before. 

Based on the dictionary, hash table and runtime selection mechanism of OpenFOAM, we reconstruct AFEPack 
program to applicable solver, which expanding dynamical selection functions of program largely. It shows the 
feasibility and correctness of the reconstruction through example validation. The reconstruction ideas and technologies 
are universal, and can be applied to the reconstruction from programs based on other open source package to solvers. 
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The microfluidic chip transfers the pretreatment, chemical reaction, separation, detection, and other 

functions of the sample to a chip of several square centimeters, which embodies the characteristics of 

miniaturization, integration, automation, and simplicity. The drive and control of microfluidic have become the 

key problems in the research of microfluidic chip. In this work, numerical simulation of the electrical double layer 

(EDL) formed next to a charged planar surface and an electroosmotic flow (EOF) in a nanopore is demonstrated 

using OpenFOAM. The electrostatics and the ionic mass transport are governed by the Poisson–Nernst –Planck 

(PNP) equations without considering fluid motion in the model for EDL. The numerical predictions of the electric 

field and ionic concentrations are in good agreement with the analytical solution. The model for EOF 

includes the modified Stokes equations for the flow field, the Poisson equation for the electrostatics, and the Nernst–

Planck equations with the convective term for the ionic mass transport. The predicted EOF velocity quantitatively 

agrees with the analytical solution.
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The use of the finite-volume method, in particular the segregated approach advocated in [1], has been proven to be a
viable approach in the solution of solid mechanics problems. The implementation of a large-strain Lagrangian solution
methodology and its application to metal forming has now been carried out by [2]. The extension of this suite of tools
to handle advanced plasticity models has been carried out by the present authors. The overall aim of the work is to more
accurately describe the deformation behaviour of steel wire products during forming processes.

Need for advanced material models

The availability of robust and fast numerical methods, such as radial-return map for the Von-Mises yield criterion, has led
to widespread use of computational plasticity models in mechanical forming applications for the prediction of geometry
and mechanical properties. All major finite-element codes now contain one of the standard implementations of this
plasticity model.

The need for models with the ability to describe anisotropic yield strengths was found for forming simulations in
[3][4]. During processing the reorientation of material leads to the formation of a crystalline texture. In the case of
pearlitic steel, a large portion of which finds its use in ultra-high strength wire, this texture takes the form of regularly
spaced cementite lamellae in a ferrite matrix. The cementite lamellae are hard and brittle, compared to the relatively
softer ferrite. With geometric inhomogenity comes expected anisotropic behaviour. Confirmation of the yield-anisotropy
of pearlitic microstructures is found in [5]. A failure of basic material models in the prediction of wire geometry is seen,
which creates difficulty in the production of novel wire products. An example of such a geometry is seen in Figure 1. The
use of anisotropic material models, which can accurately capture the initial and evolved yield-strength in all directions is
required.

Figure 1: An example of special wire geometry where advanced material models find application.

Implemented material models

From the vast array of advanced material models that exist, three were selected and implemented within OpenFOAM.
The choice of these models were made due to the original authors appreciation for numerical efficiency, which is often
secondary to model development. The models selected for implementation are given in the works of [6][7][8]. The
most advanced model studied being that of distortional hardening, with the ability to predict evolving anisotropy of the
yield-locus as seen in Figure 2b. This model was used to predict the geometry of flat-rolled wire in Figure 3b.

Additionally, a material model with some basis in the physical characteristics of pearlitic steel was developed and
implemented by the current authors. This plasticity model was inspired from existing works such as [9][10][11], which
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(a) Formation of a material texture during drawing (b) Evolution of the yield-locus during drawing

Figure 2: Advanced material models

(a) Flat rolled wire (b) Distribution of the axial yield-strength

Figure 3: Simulation of flat-rolling with an advanced material model

aim to capture the material reorientation of the crystal microstructure. A simulation of this material reorientation for wire
drawing can be seen in Figure 2a.

The numerical implementation of plasticity models almost always requires the solution of a differential-algebraic
system. The differential equations describing the material history parameter evolution must be integrated whilst
maintaining the condition that the stress-state either lies upon the yield-surface (indicating plastic flow) or within its
boundary (indicating elastic deformation). The use of a backwards Euler integration scheme for the history variable
evolution results in the solution of a system of non-linear equations.

Automatic differentiation (AD) was found to be a useful tool that enabled the quick calculation of the Jacobian for
each material model implemented. The AD library Fadbad [12] was used for this purpose. The use of templated tensor
types in OpenFOAM allowed easy integration with this package.
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Adhesives are used extensively in the assembly and packaging of micro-electronics and MEMS, especially in the current
mass production of electronic hardware, e.g., computers, cell phones, smart cards, and sensors. They are used both
in single-chip packages and multichip assemblies.[1] Adhesives, as a kind of fluid, are used to produce dots, lines, or
patterns, and has been dispensed on the substrate. The process is called fluid dispensing. Stencil printing, screen printing,
pin transfer, daub transfer, and stamping are examples of mass-transfer types.[1] In comparison, selective dispensing
methods are computer data driven, dispensing adhesives where it is necessary. One of the selective dispensing type
is contact dispensing, in which the dispensing tools have a short time of contact to the substrate, e.g., syringe-needle
dispensing. The other one is jet dispensing, a direct-dispensing process where the adhesive is forced through a fine nozzle
and programmed to flow at selected position controlled from a computer database, which is not required to contact the
surface. Currently, the selective dispensing used in very large portion of all production processes. As a sketch, Figure 1
shows the basic components of a pneumatic-driven jet dispensing pump. The compressed air pushes the piston up, when
the pneumatic valve is triggered. the adhesive is pressurized to fill the void left when the piston retracts from the seat.
When the pneumatic valve is closed, the spring-driven ball returns, the force pushes the fluid through the nozzle. Once
the ball impacts on the seat, it breaks the stream of adhesive, which is then jetted in precisely controlled amounts onto the
substrate.

 substrate

adhesive

drop

piston

 stroke adjustment

spring

 nozzle

pneumatic
valve

ball

Figure 1: Sketch of a pneumatic-driven jet dispensing pump

This is a kind of drop-on-demand (DOD). The differences to DOD inkjet includes: relatively high viscosity fluids,
relatively large nozzle size, and mechanical-driven in jet dispensing.
Currently, many reserachers build one-dimensional model to analyze the perfomance of whole system[2, 3, 4, 5], in which
the nozzle part is simplified as a 1-D nozzle; While others build detailed model of ball-seat mechanism[6, 7, 8], in which
the ball velocity is pre-determined. Both need improvements. The 1-D models need ball-seat mechanism detailed data,
such as pressure, flow, and considering fluid properties. And the ball-seat mechanism needs accurate drive force and
needle (or piston) position. Therefore, Combination of 1-D model of drive system and detailed ball-seat mechanism can
help to acquire more accurate analysis.
In this paper, the systematic model combining CFD and 1-D drive system has been built. The CFD model is built in
OpenFOAM, and 1-D drive system model is embedded to couple the CFD model. Thus, the ball-seat mechanism and the
1-d drive system is coupled in one application, which can be more easily applied, and extra interface with other simulation
tools, such as AMESim, is not necessary.

1 Model
The CFD geometric model of ball-seat mechanism is shown in Figure 2. The ball is moving up and down according to
the force calculated with 1-D drive system model as

Fp = mpap (1)
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where, Fp is the total force acting on the piston, mp is the mass of the piston assembly, and ap is the acceleration of the
piston.

Figure 2: CFD geometric model of ball-seat mechanism

Fp =Fa + Fs + Fg + Ff + Fν (2)
Fs =ky + Fd (3)

ẏ =

∫ t

0

apdt (4)

where, Fa is the force generated by compressed air, Fs is the spring force, Fg is the gravity force, Ff is the friction force
acting on the piston, Fν is the shear force due to fluid flow in the annulus, k is the spring coefficient, Fd is the pre-
compressed spring force, y is the displacement of the piston, and t is the time.
The compressed air charges into or releases from the chamber under piston as adiabatic process because of the very short
period in several milliseconds. The mass flow rate of air charging and releasing is [9]

q′m =0.04
pa1√
T
S, (pa2/pa1 ≤ b) (5)

qm =q′m

√
1−

(
pa2/pa1 − b

1− b

)2

, (b < pa2/pa1 ≤ 1) (6)

where, qm is the mass flow rate of air charging into or releasing from the chamber, T is the temperature of air inside
the chamber, S and b = 0.528, respectively, are the effective area and the critical pressure ration of the pneumatic valve
orifice, pa1 and pa2 are the pressure at up- and down-streams of the valve orifice.
The laminar fluid system can be described as continuity equation

∂ρ

∂t
+∇ · (ρU) = 0, (7)

momentum equation
∂ρU

∂t
+∇(ρUU) = −∇p−∇ · τ, (8)

where U is the velocity of fluid, ρ is the density of the fluid, p is the pressure, and τ is the stress.
To track the interface of fluid-air, the two-phase VOF (Volume of Fluid) model is used

ρ = α2ρ2 + (1− α2)ρ1 (9)

where ρ2 is the fluid density, α2 is the fraction of fluid, ρ1 is the air density.
One adhesive is modelled as a Cross-Power-Law fluid,

η1 = η∞ +
η0 − η∞
1 + (mγ̇)n

, (10)

where η0 and η∞ are the zero-shear-rate and infinite-shear-rate kinematic viscosity respectively, m is relaxation time, n
is the power index.
The other adhesive is modeled as a Newtonian fluid,

η2 = η0, (11)
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Because of the high pressure in the ball-seat chamber, the fluid compressibility is considered. The density can be well
approximated by a linear relation,

ρ2 = ρ20(β(p− p0) + 1), (12)

where ρ20 is the density at the reference pressure p0, β is the isothermal compressibility of the fluid. The computation
procedure is as follows:

1. start;
2. according to force acting on the piston to calculate the piston position and velocity using the 1-D drive model;
3. update the boundary condition;
4. calculate the CFD model;
5. collect the pressure acting on the piston, and the viscous stress;
6. go to step 2 to calculate the piston position of next time step;
7. end.

2 Results
Results will be presented in the workshop.
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Chemical flooding (such as Alkali-Surfactant-Polymer flooding) is an efficient way for enhancing oil production in
reservoirs modifying locally fluid properties and reducing surface tension between oil and water. The recovery factor
(recovery factor = cumulative oil produced / oil originally in place ) can be increased by up to 20% applying chemical
flooding. Understanding the coupling between transport and phase properties remains still an important issue at both
scales, pore- or reservoir-scale. Alkali, which are widely used in enhanced oil recovery processes, modify significantly
the pH of the flowing solution inside porous media and this is of major importance because the modifications of phase
properties induced by the injection of polymers depend strongly on the pH.

The objective on this work is to simulate alkali/tracer flooding at pore- and Darcy-scale in real porous media to

(i) compare the simulated results with core experiments (Darcy-scale)

(ii) understand the local phenomena of pH and species concentration on macroscopic flow properties (pore-scale).

The chemical model describing pH evolution involves four distinct acid/base couples (plus water autoprotolysis) and two
of them are related to the bicarbonate anion which is amphoteric, i.e. it can react both as an acid and a base depending on
the pH of the solution. The resulting model, not detailed here, consists in solving a set of two non-linear equations (which
the Jacobian is easy to determine) in each cell of the domain.

The flow and transport modeling depends on the scale considered. At the micro-scale, the flow is modeled using the
real pore-scale geometry solving Stokes equations whereas at the macro-scale the flow follows Darcy’s equation using
effective properties (porosity, permeability). Moreover, the transport equations for species are different according to the
considered scale. The transport reads at the micro-scale as

∂Xm

∂t
+ u∇Xm −Dm∇u = 0

with u the local flow velocity and Dm the molecular diffusion.
At the macro-scale (involving macroscopic effective properties), the transport reads

ε
∂XM

∂t
+ uD∇XM − εDM∇uD = 0

with ε the porosity, uD the Darcy velocity and DM the effective dispersion coefficient.

Both micro- and macro- scales solvers have been implemented in foam-extend 4.0. At each time step, pH is computed
in each cell solving a non-linear system using a Newton’s algorithm. In order to validate implementation and numerical
settings, a comparison has been performed using an idealized porous medium (simulation results are illustrated on figure
1 at two different times).

(a) (b)

Figure 1: Comparisons of micro- and macro-scales simulations at different times
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The macro-scale solver allows direct comparisons with core experiments and measurements and can be used to determine
effective dispersion of solute species. These comparisons suggest that the chemical model is well described by this simple
model and we also show the benefit of pH measurements for the characterization of the effective dispersion. The micro-
scale solver, deployed on small volumes imaged by computed micro-tomography, allows to observe localized phenomena
that modify the pH solution as illustrated on figure 2.

Figure 2: Snapshot of Na+ concentration and pH computed over a parallelipipedic volume of 3 mm
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Understanding and modeling multiphase flow in porous media is a major point of interest for various applications,
from hydrological issues (flow in aquifer for example) to industrial process (oil production, filtration processes). The
native/original implementation of porous media flows in OpenFOAM is handled as a penalization term included in
the momentum equations which cannot handle the main features of multiphase flow in porous media. Based on this
observation, the porousMultiphaseFoam toolbox [1, 2] has been developed and proposed to the community for the first
time in 2014 (OpenFOAM workshop 9). Its first release contained two solvers (for iso- and anisotropic porous media)
using the two most known relationships for modeling capillary pressure and relative permeabilities Brooks and Corey [3]
and Van Genuchten[4]) and two boundary conditions for imposing Darcy velocity (all compiled as external libraries). In
recent years, several new features has been developed and included in the toolbox.

Developments have been made both on the existing solvers and towards new physics. In a first stage to improve both the
stability and the efficiency of simulations, we implement some characteristic numbers (Todd and Coats) more suitable
to for porous multiphase flow to compute stable time step than the classical Courant Numbers. We also evaluate their
performance according to the type of the flow (gravity, viscous or capillary-driven flows) in order to provide some practical
advices to the toolbox’s users [5].

In a second part, the toolbox has been extended to the specific cases of groundwater flows solving the Richards’ equation.
In this approach, the pressure gradient of the non-wetting phase is neglected which allows to solve only the liquid phase
mass conservation. This approach is particularly useful when studying groundwater flows at the scale of the watershed.
Each time iteration is solved using a Picard’s algorithm to allow larger time-steps. A new boundary condition has been
developed for that case in order to impose the water height on the lateral boundaries. This dedicated solver has been tested
on a real case (with topographic dataset and infiltration data overtime) as illustrated on figure 1.

Figure 1: groundWaterFoam – Water saturation field of groundwater flow with infiltration on real topographic dataset.
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In a third part, the impesFoam solver initially dedicated to two-phase flow has been extend to three-phase flow
(triImpesFoam) to simulate a hydrocarbon pollution scenario. New three-phase capillary and relative permeability model
(Parker and Lenhard [6]) have been implemented to handle the oil-water-air system. The application case was to study
the contamination of a groundwater flow by a leak of gasoline (figure 2).

Figure 2: triImpesFoam – Oil leak over groundwater flows (oil-saturated area in red, water-saturated area in blue).
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Introduction 

Offshore Wind Farms are a growing technology in the energy generation market. On one hand, the competitiveness of 

the energy market, driven by cheap hydrocarbons, is asking from offshore wind turbines for better energetic and economic 

yields. On the other, climate change, driven by polluting hydrocarbons, is harshening environmental conditions, thus 

increasing the cost and risks of such turbines. In this context, a better knowledge of the behaviour of offshore wind 

turbines foundations, can reduce the installations cost, increase/extend its lifetime and prevent failure under extreme 

weather events. Scour around monopiles has been widely studied, while, scour protection - made of stones - around 

monopiles has not. De Vos et al. [1] distinguish three main failure modes for scour protection:  

 Disintegration

 Edge scour

 Sinking.

Sinking has been studied experimentally in Nielsen et al. [2] for currents, waves and breaking waves. The latter paper 

hypothesizes that the main reason for the sinking of the scour protection in the case of Horns Rev 1 wind farm, is the 

pick-up of seabed sediment by the horseshoe vortex - induced by currents - penetrating in the scour protection. Following 

this hypothesis, a numerical model - based on the Flow 3D software [3]- for the study of current’s action on the scour 

protection was developed. The paper concludes that a porous medium approach of scour protection can be used to 

determine the bed shear stresses underneath the scour protection, although calibration is needed. 

Research objectives 

The main objectives of this research is to develop a numerical model able to describe the full depth - from free surface to 

sand bed - flow characteristics and model the bed shear stresses for a variety of hydrodynamic conditions - current, waves 

and their combined action - around monopiles and around/inside their scour protection. To the author’s knowledge, such 

a model is not available. This study will try, therefore, to cover this knowledge gap. The current paper focuses on the 

action of currents on the fluid motion inside the scour protection, the first step in the development of the complete 

hydrodynamic model. Approaches for macroscopic porous medium and free surface modelling are features readily 

available in the OpenFOAM framework [4]. These approaches are discussed further later in this paper and have 

successfully been used by Nielsen et al. [2]. Thus, this study aims to provide a better understanding of the processes 

involved in the sinking failure of riprap scour protections around monopoles through the use of numerical tools. 

Numerical Model 

The numerical model used for the study of scour protection around monopile structures is developed in the OpenFOAM 

framework and uses the foam-extend 4.0 package. In order to model the behaviour of water around the monopile and 

inside the scour protection, the Volume Averaged Reynolds Averaged Navier Stokes (VARANS) equations are used: 

𝛁 ∙ 𝒖 = 0       ( 1 ) 

𝝏

𝝏𝒕

𝝆𝒖 

𝒏
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𝟏

𝒏
𝛁 · (
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𝒏
𝒖𝒖) − 𝛁 ∙ (

𝝁

𝒏
𝛁𝒖) −

𝟏

𝒏
(𝛁𝒖) ∙ 𝛁𝝁 + 𝑭𝒑 = −𝛁𝒑𝒅 − (𝒈 ∙ 𝒙)𝛁𝝆 + 𝝈𝜿𝛁𝜸 ( 2 ) 

Vectorial quantities are shown in bold characters. The derivation and implementation in the OpenFOAM framework of 

the VARANS equations was done at IH Cantabria [5]. Here, the VARANS equation include a porous media flow model 

in the last term of the left hand side of eq. ( 2 ). The macroscopic porous media flow approach considers the bulk properties 

of a material by adding drag and inertial terms to the Navier Stokes equations rather than solving the flow in every single 

pore. The resulting velocity depicts the mean fluid motion in a control volume by averaging the individual interstitial 

flows. The extended Darcy-Forchheimer equation models inertial and drag forces inside a porous material, and is widely 

used in the study of coastal structures. The formulation proposed in Higuera et al. [5] for the inclusion of the extended 

Darcy-Forchheimer equation in the Navier Stokes equations is followed: 

𝑭𝒑 = 𝐴
𝒖
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+ 𝐵 |

𝒖

𝑛
|

𝒖

𝒏
+ C

𝜕

𝜕𝑡

𝜌𝒖 

𝑛
( 3 ) 
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A, B and C are coefficients that need to be determined. A variety of formulations exist to determine their values, thus, the 

reader is referred to Higuera et al. [5], Losada et al. [6], Jensen et al. [7] for more information about their derivation and 

formulation. For this work, the implementation done by Higuera et al. [5] is used: 

𝐴 = 𝛼
(1−𝑛)3

𝑛2

𝜇

𝐷50
2 ( 4 ) 

𝐵 = 𝛽(1 −
7.5

𝐾𝐶
)

1−𝑛

𝑛2

𝜌

𝐷50
( 5 ) 

As the flow considered is a steady current, then eq.( 5 ) is reduced to: 

𝐵 = 𝛽
1−𝑛

𝑛2

𝜌

𝐷50
( 6 ) 

Coefficient C in equation ( 3 ) is set to 0 in order to have a similar formulation of the porous medium to Nielsen et al. [2]. 

Here again, for coefficient α and β, in equations ( 4 ) and ( 6 ), a large variety of values can be found in literature and 

consensus has not been reached upon their values. Nielsen et al.[2] set α to 180 and calibrate β to 2.9, those values will 

be used in this paper. Eq.( 2 ) is an equation solving multiphase incompressible flow where the Volume of Fluid Method 

is used. This method has the advantage of allowing the use of a sole set of equations for the water and the air phase and 

is implemented as depicted by Berberović et al. [8]. If the volume fraction of liquid is γl=γ and the volume fraction of gas 

is γg=γ-1, then the fluid properties are determined as a weighted average of γ: 

Averaged density: 

𝜌 = 𝜌𝑙𝛾 + 𝜌𝑔(1 − 𝛾) ( 4 ) 

Averaged viscosity: 

𝜇 = 𝜇𝑙𝛾 + 𝜇𝑔(1 − 𝛾) ( 5 ) 

The transport of the volume fraction 𝛾 is defined as: 
𝜕𝛾

𝜕𝑡
+ 𝛁 · (𝛾𝒖) + 𝛁 · (𝒖𝒓𝛾(1 − 𝛾)) = 0    ( 6 )

Where ur is defined as the “compression velocity”. The velocity is active at the interface of the two fluid and reduces 

numerical dissipation. 

Experimental set up and model parameters 

Nielsen et al. [2] present velocity measurements inside the scour protection. During these experiments, a plastic plate was 

placed at the bottom of the flume, this was done in order to obtain a rigid smooth bottom. For a more detailed description 

of the experimental setup, the reader is referred to Nielsen et al. [2]. Hereafter, are presented some of the key parameter 

for the test and modelling of scour protections under currents. 

Table 1: Experimental and numerical parameters 

Physical parameters Value 
Flume Width [m] 2 

Flume Length [m] 23 

Flume Heigth [m] 0.5 

Pile diameter (Dp) [m] 0.14 

Scour protection diameter (W)[m] 0.8 

Mean armour layer stone diameter (D50)[cm] 4.3 

Number of armour layers [-] 4 

α[-] 180 

β[-] 2.9 

Porosity (n) 0.5 (Numerical model) 

0.43 (Measured for experiments) 

Water depth (d) [m] 0.45 

Current velocity (U) [m/s] 0.4 

Water density (ρw) [kg/m3] 1000 

Air density  (ρa) [kg/m3] 1 

Kinematic viscosity of water (νw) [m2/s-1] 1e-6 

Kinematic viscosity of air (νa) [m2/s-1] 1.48e-5 

Numerical domain parameters 
Length [m] 4.5 

Width [m] 2.0 

Height [m] 0.65 

Number of cells [-] ~1.3 * 106 

Δt [s] 0.001 
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Computational domain 

Figure 1:Numerical domain, boundaries and direction of propagation of current 

In Figure 1 are presented the boundaries and the numerical domain. The monopile, the bottom and the sides of the 

computation domain are treated as non-slip wall boundary conditions. For the inlet, outlet and atmosphere (upper 

boundary) conditions, it is make use of the generation, absorption and atmospheric boundary conditions provided by 

ihFoam, see Higuera et al. [6]. At t=0, the velocity of the liquid phase in the interior of the domain is set to the current 

velocity - 𝒖 [𝑚/𝑠] = (0.4, 0, 0) - except in the porous medium where the velocity is set to 0 - 𝒖[𝑚/𝑠] = (0, 0, 0). These 

initial condition are clearly not divergence free, the solver reaches a quasi-steady state and the results are taken at t = 50s. 

Figure 2: Side (left) and top (right) view of the meshing strategy 

As can be seen in Figure 2, the mesh chosen to solve the flow around the monopile and the scour protection is an 

hexahedral structured grid around the monopile. Special consideration to the free surface, the zone close to the sea bed 

and around the monopile is given. Those zones are object of a refinement of the control volumes. Mesh generation is 

performed using the blockMesh utility provided along with the foam-extend 4.0 package. In order to parse the 

blockMeshDict file, the Python library PyFOAM is used, providing the versatility needed for the comparison to a large 

variety of test setups. 

Results discussion 

Figure 3: Velocity magnitude and streamlines around a monopile and scour protection for a 4 layer scour protection with a 

mean stone diameter of 4.3 cm 

Figure 3 shows the velocity magnitude and streamlines of water; upstream, around and downstream of the monopile and 

its scour protection at t=50s. Upstream (left of Figure 3) of the monopile, the streamlines are parallel to each other with a 

constant velocity. At the approach of the scour protection, the flow is directed upwards as this is the path with least 

hydraulic resistance. In front of the monopile, inside the scour protection, water is ‘hitting’ the monopile with a lower 

velocity than outside the scour protection. A pressure gradient is created leading to a downward flow penetrating the scour 

protection. The latter phenomenon can be seen by the streamlines entering the scour protection in front of the monopile. 

Downstream the monopile, streamlines become chaotic showing evidence of turbulent structures produce by the 
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disturbance of the flow by the monopile. In fact, the Reynolds number of this experiment is 56000, therefore, a fully 

turbulent behaviour of the fluid at the wake of the monopile is expected. At the sides of the monopile, higher tonalities of 

red indicate an acceleration of the fluid due to the presence of the monopile. Finally, a slight set up of the fluid can be 

seen in front of the monopile. 

Figure 4: Comparison between measured and numerical solution from Nielsen et al.[2] and current work for a 4 layer scour 

protection, with a d50 of 4.3 cm, 12cm upstream the monopile centre. 

In Figure 4 are plotted the velocity measurements (black solid marked line) and numerical model’s results (dark grey 

dashed line) presented in Nielsen et al. [2], 12cm upstream the monopile centre. Also in Figure 4, the numerical results 

from our  developed model are plotted at the same location (light grey dot dashed line). The sea bed is located at z=0m. 

The scour protection composed of four armour layers has a measured  height of z = 12.3cm in the experiments. The 

current model shows a good agreement with the measurements until 8 cm above the sea bed. From z=8cm to z=12cm, the 

two numerical models (not marked grey lines) deviate from the measurements. From there on, with increasing z, the three 

lines seem to become parallel. The difference in the formulation of the porous medium between Higuera et al. [5] and 

Nielsen et al. [2] certainly plays a role in de difference between the two numerical results. This will be studied further 

and updated results will be presented at the 13th OpenFOAM Workshop. 

Further work 

In order to expand the present model, waves and a combination of waves and current will be implemented. Furthermore, 

a mesh analysis is on the way to quantify the mesh size impact on the results. An approach to model the disintegration 

failure mode of the scour protection is under study. 
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In this paper, an improved pressure-velocity coupled computational fluid dynamics algorithm for numerical analysis 
of compressible flow with the discontinuous phenomena as like shock waves was described.  

The pressure-velocity coupled algorithm to analyse at various flow speeds was studied by Drawish[1]. In that paper, 
they demonstrated that the developed algorithm works well in flow fields at various speeds. The other hand, the 
pressure-enthalpy coupling scheme for the simulation with high change of enthalpy was performed Emans[2]. This 
algorithm was adapted to analyse for engine flow problems. 

Kraposhin[3] has applied the Kurganov-Tadmor flux splitting scheme, which is mainly used in density-based solvers, 
to the pressure-based algorithm of OpenFOAM. In that study, they proved that flux splitting schemes are appropriate to 
interpret the discontinuous flow phenomena as a pressure-based algorithm. 

In this study, the Kurganov-Tadmor flux splitting scheme, developed by Kraposhin[3], was applied to a developed 
coupled algorithms and a verification analysis of compressible flow problems were performed using the developed 
solver. It was confirmed that the developed solver had the similar analytical ability with that of the other numerical 
codes through the analysis of the shock wave induced problems in the supersonic flow region. In order to verify the 
analytical ability for the transonic flow region of the developed solver, the external flow problems were analyzed and 
compared with results of experiments and other numerical analysis codes. It is confirmed that the analytical ability of 
developed solver in the high speed flow region such as supersonic and transonic is somewhat improved than the 
commercial analysis package and is similar to the density based in-house CFD code. 

Figure 1: The original algorithms of coupled numerical analysis 
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Figure 2: The developed algorithm of coupled numerical analysis 

Figure 3: pressure contour results around RAE 2822 
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For the simulation of the growth and collapse of the cavitation bubble near the solid wall, the open source 

package OpenFOAM [1] is used and the source code of two-phase solver compressibleInterFoam is 

modified for inclusion of equation of state for the gas and the liquid [2]. A coupled level set and volume 

of fluid (CLSVOF) [3, 4] method is established to track the movement of the gas-liquid interface, to 

improve the accuracy of the simulation of interface curvature and surface tension force. All the numerical 

results are well consistent with the experimental data, which demonstrates the correctness and reliability 

of the model. 

   Figure 1 shows that the comparison of the evolution of the bubble radius of the CLSVOF and VOF 

with the experiment data. In experiment, A high-power laser pulse (wavelength532nm, duration 6ns) of 

the Q-switch Nd:YAG laser is focused into a plexiglass container filled with deionized water in order to 

generate a single cavitation bubble. The stand-off distance (γ, where γ = L /Rmax, L is the diatance between 

the solid wall and the bubble centre, Rmax is the maximum bubble radius) is equal to 2.0. In numerical 

simulation, both the initial pressure inside the bubble and the initial bubble radius are almost impossible 

to be exactly specified, and therefore are assumed to be 9×107Pa and 0.072 mm, respectively. The 

distance between the initial bubble centre and the solid wall is 1.58mm, which is same as the experiment. 

It’s worth noting that the numerical interfaces are captured by both compressible VOF and CLSVOF. 

When the cavitation bubble reaches the maximum radius, there is a relative error of radius of 1.53% 

between the numerical results by the method of VOF and experiment data. What’s more, the relative 

error of radius is 1.24% between the numerical results by the method of CLSVOF and experiment data. 

Meanwhile, compared with the results by using the VOF method, the CLSVOF has a smaller bubble 

radius during the bubble collapse. As shown in Figure 1, the CLSVOF results are better consistent with 

the experimental data.  
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Fig. 1. The comparison of the numerical results with the experimental data with γ = 2.0 
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1. Introduction

The high-order methods have received considerable attention from research communities during the past several 
decades in that they offer the potential to significantly improve solution accuracy and efficiency[1, 2]. The Discontinuous 
Galerkin(DG) method is one of the high-order finite element methods using completely discontinuous basis functions[3]. 
It is locally conservative and stable, and can easily handle complex geometries and irregular meshes. These properties 
bring it into the mainstream of the CFD and prompt its application to a wide variety of problems. Our research group 
have developed DG discretization framework on HopeFOAM[4] which is based on OpenFOAM-4.0[5]. 

[6] has pointed that relying on the coefficient matrix limits the efficiency of high-order finite element discretization 
and the combination of the matrix-free and the Continuous Galerkin(CG) method can effectively improve the performance 
of its numerical simulation. Recently, the idea of matrix-free has been used to improve the performance of the DG implicit 
numerical simulations and achieved significant optimization[7]. However, DG explicit numerical simulations have not 
received proper attention that they deserve. Our research group have combined the matrix-free with Runge-Kutta 
Discontinuous Galerkin(RKDG) method[8] on HopeFOAM and dramatically speed-up the numerical simulation of Euler 
equations. 

2. Major Work

This paper focuses on the matrix-free RKDG implementation for the compressible Euler equations on HopeFOAM. 
The inviscid compressible Euler equations in conservative form can be written in Eqn.1 

  0
u

F u
t


  


 (1)

The RKDG numerical solution of the above equations consists of two parts: temporal discretization and spatial 
discretization. For temporal discretization,  we use Runge-Kutta explicit time stepping method and in this paper,  we  use 

2nd order Runge-Kutta which can be detailed as Eqn.2, where L is the spatial discretization operator for   F u   in

Eqn. 1 

 
 

 

1

2 1

1 21

2

n

n

n n

K L U

K L U tK

K K
U U t


 
   


   

(2)

For spacial discretization, we use DG discretization and Eqn.3 can be get from Eqn.1. 

  0
dU

M R U
dt

  (3)

The matrix-free implementation includes two stages. First, the data structures of two- and three-dimensional space 
construct from tensor products of one-dimensional objects. In this stage, there is no coefficient matrix, so both the 
arithmetic operations and the memory cost during numerical simulation decrease. In the second stage, we implement 
vectorization explicitly to improve the gain by Single Instruction Multiple Data(SIMD) instruction. As we all know, most 
modern CPU designs include SIMD instructions to improve performance and offers a third level of parallelism. However, 
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SIMD vectorization is left to compilers to take optimization in most CFD simulation code, which brings the cost of data 
alignment and decreases the gain of vectorization. Therefore, we design and implement the data SIMD vectorization to 
make the most of CPU’s multiple processing elements. 

 

3. Results and Conclusions 
 

We verify the correctness and efficiency of matrix-free implementation on Euler equations with several benchmark 
test cases. First, we consider a two-dimensional isentropic vortex whose exact solution given by Eqn.4. 
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where, x0 = 5 y0 = 0, β = 5, and γ = 1.4. To verify the correctness and high-order effectiveness of matrix=free 
implementation, the case are run on a sequence of meshes with different scale. Table.1 shows convergence results, where 
matrix-free implementation obtains nearly theoretically optimal convergence rate. 

 
Table 1: 2D isentropic vortex pressure field error and convergence rate 

Order h 0.5h 0.25h Rate 
1 7.5534E-03 2.0602E-03 5.2704E-04 1.92 
2 2.3543E-03 2.6309E-04 3.1887E-05 3.10 
3 4.2271E-04 3.0372E-05 1.7986E-06 3.94 
4 1.0954E-04 3.7670E-06 1.0757E-07 4.99 
5 2.7787E-05 4.3644E-07 7.2526E-09 5.95 
6 6.1963E-06 7.0940E-08 5.3634E-10 6.85 
7 2.1034E-06 7.2805E-09 1.2982E-10 7.00 

 
Based on the correctness and high-order effectiveness of our implementation, we have tested the performance by 

measuring the wall-clock time needed for different orders. Fig.1(a) shows the wall time of numerical simulation(1000 
time steps) for various orders of DG, comparing the traditional matrix-vector multiplication implementation in serial with 
the matrix-free. Fig.1(b) details the wall time of simulation for three-dimensional isentropic vortex whose exact solution 
can be listed as Eqn.5. 
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 (5) 

Compared the result of original matrix-vector multiplication with the matrix-free’s, we can get that the matrix-free 
RKDG effectively speed up the simulation. Typically, when the polynomial order is 8th, the performance speed-up ratioof 
matrix-free is 8.278 higher than the original matrix-vector multiplication in two-dimensional space, and 26.287 times 
higher than for the 6th polynomial order in three-dimensions. 

Moreover, we test the parallel scalability of matrix-free RKDG implementation on two-dimensional isentropic vortex 
problem with 4 million DoFs. Fig.2 describes the corresponding parallel speed-up ratio on different number of cores. 
From 1 to 192 cores, the parallel speed-up ratio of matrix-free implementation is approximately the same as original, 
which means the matrix-free does not decrease the parallel speed-up ratio of HopeFOAM. 

Finally, we test the complex double mach problem with reflective boundary conditions using the detector and the 
limiter. The temporal integration is conducted by RKDG, coupled with matrix free. The numerical results reveal excellent 
accuracy and efficiency. Fig.3 shows the density of double mach problem. 
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Figure 1: Wall-clock time 

 

 
Figure 2: The parallel speed-up ratio of 2D isentropic vortex test on HopeFOAM 

 

 
Figure 3: The contour plot for density of double mach 
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I.SIMULATION SETUP  

The computational domain is positioned in such a way that the point (0, 0) corresponds to the axis of symmetry at the 

initial free surface level (see Figure 1). No-slip wall boundary condition[1] is placed at the bottom of the domain and 

fixed pressure at the open top of the domain (see Figure 2). The 2D rectangular domain spans in the x-direction from 0 to 

10 mm and in y-direction from −18/-12/-6 to 20 mm.  

Figure 1: The 2D computational domain used 

Figure 2: Boundary patches for CFD of single bubble pulsation in a free field 

Initial conditions of the bubble pressure were estimated through the traditional Rayleigh-Plesset equation. The standard 

Rayleigh-Plesset equation[2] was used in the form 

𝜌 [𝑅�̈� +
3

2
�̇�2] = 𝑝𝑣 − 𝑝∞ + 𝑝0 (

𝑅0

𝑅
)
3𝑛

−
2𝜎

𝑅
− 4𝜇

�̇�

𝑅
  (1) 

The Volume Of Fluid method was employed for tracking liquid and gas phases while compressibility effects were 

introduced with appropriate equations of state for each phase. Compressibility effects in both gas and liquid phases are 

included. Volume fraction equation[3] was in the form 
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𝜕𝛼𝜌1

𝜕𝑡
+ ∇ ∙ (𝛼𝜌1𝒖) = 0                                                                               (2)

where α represents the volume fraction and ρ1 the density of the gas phase. In the interface, where α varies from zero to 

unity, volume fraction averaging is performed for determining the value of viscosity and density.  

II.RESULTS

First, simulation results of TNT spherical charge detonation in free field were compared with empirical values. Related 

data of maximum radius and period can be seen in table 1. Simulations were successful in the prediction of bubble 

expansion and collapse.  
Table 1: The comparation of the bubble radius and the period 

W(g) 

Rm(cm) T(ms) 

Empirical 

value 

Simulation 

value 
Deviation 

Empirical 

value 

Simulation 

value 
Deviation 

0.055 6.0 6.3 6.18% 11.5 11.2 -2.8% 

0.184 8.9 8.3 -6.6% 17.2 14.6 -15.3% 

0.437 11.9 10.6 -10.1% 23.0 18.5 -19.5% 

Second, simulations were conducted where the underwater bubble expands in shallow water, between two boundaries, a 

free surface and a horizontal rigid wall. The motion features of both the bubble and the free surface were investigated, 

via the consideration of two key factors, i.e., the non-dimensional distances from the bubble to the two boundaries. There 

are two length parameters[4] in the current work, namely 

1. the non-dimensional standoff distance from the free surface, defined as γf = df /Req. 

2. the non-dimensional standoff distance from the rigid wall, defined as γw= dw /Req.

where df and dw are the vertical distances from the initial center of the bubble to the free surface and the rigid bottom 

respectively. The two parameters are found to be the major factors affecting the motion features of the bubble and the 

free surface. An equivalent maximum radius Req is adopted since in many cases the bubbles develop into non-spherical 

shapes. 

Keep non-dimensional standoff distance from the free surface, defined as γf =0.91, γw=0, 0.91 and 1.82 have been selected 

to  study the effect of rigid wall on bubble motion. 

Figure 3: Evolution of single bubble between a free surface and a solid wall, γf=0.91, (a) γw=0; (b) γw=0.91; (c) γw=1.82 

Keep non-dimensional standoff distance from the free surface, defined as γw =0.31, γf =0.63, 1.54 and 2.26 have been 

selected to  study the effect of free surface on bubble motion. 
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Figure 4: Evolution of single bubble between a free surface and a solid wall, γw =0.31, (a) γf=0.63; (b) γf =1.54; (c) γf =2.26 

The dynamics of the bubble and the free surface have been experimentally studied using high-speed photography. The bubbles are 

generated by underwater electric discharge and pulsate in the vicinity of the free surface and/or a horizontal rigid boundary, with 

varying bubble-boundary distances (γf and γw). Intriguing motion features have been found with both single and double boundaries. 
Most of the motion features observed in the double boundary cases are inherited from the single-boundary cases but change in speed, 

height, etc. Therefore, additional considerations are required in bubble applications with multiple boundaries, especially those of 

different nature.  
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1     Introduction 
Subsonic-Supersonic shear mixing layer flow is one of the important flow types. In the combustion 

chamber of the rocket-ramjet combined propulsion system, the rocket jet flow and inflow air is a typical 

subsonic-supersonic shear mixing layer flow. To achieve the high efficient mixing in a finite length 

combustion chamber and improve the performance of the propulsion system, it is very essential to carry out 

research on the development rule of the subsonic-supersonic shear mixing layer. 

OpenFOAM (Open Field Operation and Manipulation) is an open source CFD software under Linux 

platform, and its essence is a C++ library based on object-oriented programming. The software has many 

advantages of using finite volume method, many kinds of schemes, the superior design architecture, 

excellent portability, containing abundant physical model and numerical solver, good interface with other 

software, can and it can write specialized for specific problem solver. Its computing power has got the 

recognition and application, so it is widely popular with the CFD developers, and gets the wide attention 

from researchers. The numerical simulation work of subsonic-supersonic shear mixing flow is carried out 

based on OpenFOAM computing platform, and using rhoCentralFoam compressible solver, which is a 

compressible density solver, based on Kurganov&Tadmor center windward format, and has good 

adaptability for compressible flow. 

2     Main results 

In this paper, three groups of large eddy simulation were carried out, and the range of convection Mach 

number (Mc) was 0.39-0.69. The subsonic-supersonic shear mixing flow of normal temperature and normal 

pressure state is studied. The numerical calculation parameters are shown in table 1. 

Table 1: Numerical calculation parameters. 

U1(m/s) U2(m/s) Ma1 Ma2 Mc 

Case1 517.61 103.24 2 0.3 0.69 

Case2 517.61 201.22 2 0.6 0.53 

Case3 517.61 289.90 2 0.9 0.39 

Keeping the total temperature constant and changing Ma of the secondary flow of Case1-Case3, study 

the effect of Mc on compressibility of shear mixing layer. 

In this paper, the classical plane shear flow configuration is adopted, as shown in figure 1. In the flow area 

of the cube, the upper part is supersonic flow (primary flow), and the lower part is subsonic flow (secondary 

flow). The left side is the entrance, and the right side is the exit. The upper and lower surfaces are walls. 
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Figure 1: Schematic diagram of flow area. 

The length of the flow area is 300mm, the height is 80mm, and each of the primary and secondary flow is 

39.75mm, the thickness of the split board is 0.5mm. The minimum grid scale is 0.1mm and the grid amount 

is about 170,000. 

Velocity and static temperature are given at high speed and low speed inlet. Given static pressure at the 

high speed inlet, the low speed inlet pressure is obtained by extrapolation. The export condition is zero-

gradient boundary condition. The split board is non-slip boundary condition, and the upper and lower wall is 

sliding wall surface. 

In the calculation process, when the shear mixing flow reaches the quasi-steady state, the data of a certain 

moment is selected to obtain the temperature contour. Figure 2 (a) - (c) is the temperature contour of each 

group of Case1-Case3. 

(a)Static temperature distribution contour of Case1. 

(b)Static temperature distribution contour of Case2. 

(c)Static temperature distribution contours of Case3. 

Figure 2: Static temperature distribution contour of Case1-Case3. 

The density distribution contour can be obtained as the temperature distribution contour does, then get the 

gradient of the density distribution, and numerical schlieren contour can be obtained, as shown in figure 2. 
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(a)Numerical schlieren contour of Case 1. 

(b) Numerical schlieren contour of Case 2. 

(c) Numerical schlieren contour of Case 3. 

Figure 3: Numerical schlieren contours of Case1-Case3. 

It can be seen from figure 2 and figure 3 that the compressibility of shear mixing layer is weak, and large 

scale coherent structures can be observed, and coherent structure is very clear and regular, while the Mc is 

low. 

For shear mixing layer thickness, the average velocity thickness is used here. The average velocity 

thickness can be defined as the longitudinal distance of the normalized velocity of 0.1 and 0.9. And the 

normalized velocity is defined as: 

𝑈∗(𝑦) =
𝑈(𝑦)−𝑈2

𝑈1−𝑈2
 (1) 

Then: δ𝑣 = 𝑦𝑈1−0.1∆𝑈 − 𝑦𝑈2+0.1∆𝑈.

Figure 4 shows the thickness of shear mixing layer along the flow direction of Case1-Case3. The points 

are the original data, and the lines are the linear fitting data. It can be found that the original data is very 

close to the linear fitting data and the thickness of shear mixing layer varies greatly in the calculated 

working conditions. 
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Figure 4: Thickness of shear mixing layer of Case1-Case3. 

For decoupling the effect of compressibility, speed ratio and density ratio on the shear mixing layer 

growth rate, the growth rate of the normalized compressible shear mixing layer concept is put forward, which 

is the ratio of compressible shear mixing layer with the incompressible shear mixing layer growth rate under 

the condition of same speed ratio and density ratio under, as shown in equation (2). 

𝛿𝑛𝑜𝑟 =
(𝑑𝛿 𝑑𝑥⁄ )

(𝑑𝛿 𝑑𝑥⁄ )𝑖𝑛𝑐
= 𝑓(𝑀𝑐)  (2)

Dimotakis (1986) proposed the calculation formula for the incompressible shear mixing layer 

growth rate: 

(
dδ

dx
)

𝑖𝑛𝑐
= 𝐶𝛿

(1−𝑟)(1+√𝑠)

2(1+𝑟√𝑠)
{1 −

(1−√𝑠) (1+√𝑠)⁄

1+2.9(1+𝑟) (1−𝑟)⁄
}           (3) 

Here: 0.25 < 𝐶𝛿 < 0.45, 𝑟 = 𝑈2⁄𝑈1, 𝑠 = 𝜌2⁄𝜌1.

0
′

0
′

Using the incompressible shear layer thickness growth rate 𝛿 to make the compressible shear layer 

thickness growth rate 𝛿′ nondimensionalize, then get the shear layer thickness growth rate 𝛿′/𝛿 , and give the

corresponding Mc, shown in the following table. 

Table 2: Shear layer thickness growth rate and corresponding Mc of Case1-Case3. 

Case1 Case2 Case3 

𝛿′ 0.0611 0.0450 0.0377 

𝛿0
′  0.2078 0.1433 0.0948 

𝛿′/𝛿0
′  0.2940 0.3138 0.3977 

Mc 0.69 0.53 0.39 

It can be seen from the above table, the dimensionless thickness growth rate of shear mixing layer 

decreases with the increase of Mc. 

3     Conclusions 
In view of the subsonic-supersonic shear mixing flow, this paper uses the software of OpenFOAM to 

carry out large eddy simulation study, and the results show that the development process of the subsonic-

supersonic shear mixing layer has the following rules: 

(1) With the increase of compressibility, the dimensionless thickness growth rate of the shear 

mixing layer decreases. 

(2) The shear mixing flow with weak compressibility and the incompressible shear flow have similar 

rules in the shear mixing layer growth rate et al. It shows that the flow rules of the two kinds of shear 

mixing flow are similar. 
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[Abstract] In this paper, we present the development of a modelling framework to simulate the powder deposition and 
powder melting with multiple tracks and multiple layers in selective laser melting (SLM). The framework is 
implemented through coupling the Finite Volume Method (FVM) and the Discrete Element Method (DEM). The 
framework is further used to investigate the ripple formation in SLM and a dimensionless number is then given to 
characterize the strength of ripple effects.   

Introduction 

Selective laser melting (SLM) based on metal powders is a promising additive manufacturing technology which 
has already drawn attention in many industrial fields, e.g., aerospace engineering, bio-implants, smart materials and 
even architectures. However, the extremely intense laser hinders direct observation of the laser-powder interaction, 
making numerical simulation a powerful tool to explore the underlying physics like melting, balling, splashing and 
rippling. 

During past decades, many researchers conducted numerical study on the melting process of the powder bed. Qiu 
et al. [1] and Panwisawas et al. [2] established a VOF-based frame to reproduce the melting process and  the evolution 
of a single molten track. Khairallah et al. [3, 4] also provided comparable simulations results of the melting process in 
SLM and the formation mechanisms of pores, spatter, and denudation zones were also studied. Yan et al. [5] used 
Flow3D, EDEM and other commercial software and established a framework to reproduce the whole-process of 
electron beam selective melting (EBSM).  

Surface roughness and the ripples that occur in SLM play important roles in product quality and reflectivity. Due 
to limited experimental conditions, it is difficult to figure out the detailed formation process of the surficial cavities 
and ripples, therefore, relevant studies are also conducted. Gečys et al. [6] studied the influence of laser frequency on 
the ripple formation. Besides, when laser power increases, the temperature gradient becomes lager, and the difference 
in surface tension drives the molten metal to a certain direction, namely, Marangoni effect. Kou et. al [7] studied this 
thermo-capillary force in welding and found that the content of surface-active agents will change the temperature 
dependence of the surface tension coefficient, thus affects the surface deformation. When the content of surface-active 
agent is low, the surface tension coefficient tends to be negative, and Marangoni force drives the molten liquid 
outward, and ripples occur where disturbance exists. However, the heat source in this study is fixed, thus ripples form 
a series of homocentric circles. 

In this study, we coupled the Finite Volume Method (FVM) in OpenFOAM with Discrete Element Method 
(DEM) in LIGGGHTS to reproduce powder deposition. Thus the radii of the powders can be controlled as wished, e.g., 
Gaussian distribution. Then we modified the Volume of Fluid (VOF) solvers in OpenFOAM to reproduce the melting 
process during SLM, and the two-phase interface is reconstructed using a sharp interface capturing method, iso-
Advector. Combining these two steps, we can simulate multi-track and multi-layer SLM with different powder 
distribution. In this paper, we also proposed a dimensionless number judging whether the ripples can occur, which 
considers the physical parameter of the material and laser beam, temperature gradient and powder bed morphology. 
Several simulations are performed and comparable results are obtained.  

Formulations and modelling processes 

Deposition of the metallic powders are simulated by coupling OpenFOAM with LIGGGHTS, the governing 
equations for the powders are: 
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where 
j
V , 

pj
m , 

pj
V  and 

pj
I  are the velocity, mass, volume and rotational inertia of Particle j, respectively. p is the 

ambient pressure of air, and g is the gravitational acceleration. 
drag
F  is the drag force exerted on the particle by 

surrounding air [8]. 
-p p

F  is the particle-particle interaction force, and 
-p w

F  is the particle-wall interaction forces while 

relevant details can be found in [9, 10]; 
t

M  is the moment generated by tangential forces exerted by other particles 

and 
r

M  is the rolling friction toque [11]. 
During the former DEM step, the drag force, position and velocity of a powder particle are calculated, and the 

information is sent to the CFD solver to calculate the momentum exchange. The governing equations for the CFD 
solver are the continuity equation and N-S equation: 
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where 
I
V  and 

I
  are the velocity and volume fraction of air in cell I. 

2
  and 

2
   are the density and dynamic 

viscosity of air as the second phase. The last term is the source term that governs the momentum exchanges, in which 

CellI
V  is the volume of the air cell,   is an empirical coefficient related to the particle void fraction 

pj
  of Cell I and 

Reynolds number, 
j
r  is the position vector of the particles, 

I
r  is that of air cell I, D is a distribution function that 

distributes the reaction forces on fluid phase at the velocity nodes in staggered Eulerian grids [12]. 
By now, the deposition of the powders can be reproduced. In order to simulate the melting process of the powder 

bed, the particles have to be ‘moved’ to FVM cells, and then we use VOF to distinguish metal phase from air phase, 
use iso-Advector [13] to reconstruct the interface. In VOF, metal phase is defined as the first phase 

1
 , and the air as 

the second
2

 , 
1 2

1   . Physical parameters are also weighed by the volume fractions, e.g., the viscosity 

1 1 2 2
      , where 

1
  is the metallic viscosity, subscript 1 denotes the first phase, as with other parameters, 

which are not listed here. For convenience, 
1

  is just denoted as  . Particle positions and theirs radii are obtained 
from the DEM solver, then we use funkySetFields tool in swak4foam to set the volume fraction according to the 
positions and radii. In the modified VOF solver, the governing equations are continuity equation, like Eqn.3, N-S 
equation and energy equation. N-S equation is written as: 

( ) ( )= ( ) ( ( ))
d

c p T T
dt T


      


            


U U U U g n n  (5) 

where U is velocity, t is time,   is density,   is viscosity, in particular, the viscosity of the molten metal 
1

  is 

approximated by:
1
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, where 

l
T  and 

s
T  are the 

liquidus and solidus point, 
s

  and 
l

  are the viscosity of solid and liquid metal. And c is the curvature,   is the 
coefficient of surface tension, p is pressure, g is gravitational acceleration, T is temperature. 

Energy equation is: 
2

2 2

2 ( )2
( ) ( ) ( )= [ ( ) exp( )]

l

m m c ref

td P
CT L CT L kT h T T

dt R R


      



 
        

x X
U U ， (6) 

where C is thermal capacity, L is latent heat of fusion, 
m

  is melting degree, 1 4
[1 erf( ( ))]
2 2

l s
m

l s

T T
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, k 

is thermal conductivity, 
c
h  is heat transfer coefficient, 

ref
T  is the reference temperature, P is the laser power,   is 
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laser absorption coefficient, R is the effective laser beam radius, x is the position vector of a FVM cell, X is the laser 
scanning path and   is the dissipation. 

Last but not the least, we use iso-Advector to reconstruct the surface of the first layer of powder bed and export it 
using Paraview in stl files. The stl files are then imported to LIGGGHTS and set as boundary condition for another 
round of powder deposition. Accordingly, the SLM process of the succeeding layer of powder bed can again be 
reproduced by the aforementioned steps. Figure 1 shows the simulation results of the molten track on the first layer of 
powder bed, and Figure 2 shows the deposition of the succeeding layer on the original layer. 

Figure 1: Molten track on the first layer of powders. Figure 2: Deposition of powders for the succeeding layer. 

Ripple formation 

Ripples that formed during SLM has great influence on the surface structure and reflectivity of the product, and 
the ripple marks between layers could evolve into cracks and break the structure under fatigue loading. Hence, studies 
on rippling and its wavelength should claim more attention. 

There are several characteristic velocities in SLM process: Molecular diffusion velocity 1

R


, where 

1
 is the

metallic kinematic viscosity; Thermal diffusion velocity 1

R


, where 

1
  is the metallic thermal diffusivity; 

Characteristic velocities of surface tension and Marangoni force, 
1
r




 and 

1

( )
v sT

v s

T T

L












, respectively, where r is 

the mean radius of particle, which is the distance for surface tension to smooth the surface, 
v
T  is the evaporation point 

and 
v s
L


 is the distance between laser spot and solidus line along the scanning path, where Marangoni flow exists. By

comparison, it is easy to find that the last two velocities are pre-dominant during melting. In order to see whether the 
gaps between particles will be smoothed by the uniform part of surface tension or be stretched by Marangoni force 

and forms ripples, a ratio of these two characteristic velocities is given as 
( )

v s

v sT

L

T T r


 








. 

Several simulations are conducted to see how the relevant physical parameters can influence this ratio. As shown 

in Figure 3 (a), (b) and (c), the particle radius is 9.8 m , and temperature gradient or 
T




 increases. The particle 

radius in figure (d), (e) and (f) is 14 m , and other parameters corresponds to (a), (b) and (c). 

(a) (d) 

(b) (e) 

(c) (f) 

Figure 3: Simulation results for different physical parameters.   for figure (a), (b), (c) and (d), (e), (f) are 8.25, 5.04, 3.52, and 

6.90, 3.43, 2.94.. 
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According to simulation results, if   is larger than 8.25, rippling is very weak, and even vanishes as   continue 
to grow. If  is lower than 8.25, there exist two kinds of ripples. Ripples with long wavelength are dominant in Figure 
3 (a), (b) and (d), where   is larger than 5.04. However, in Figure 3 (c), (e) and (f), both ripples with short wavelength 
and long wavelength exist, where   is lower than 5.04, and the ripples with short wavelength is believed to be caused 
by the gaps between particles. 

Conclusion 

In this work, we developed a modelling framework based on OpenFOAM and LIGGGHTS to reproduce the 
powder deposition and melting process of SLM. In industry, it is not easy to manipulate the material properties of the 
metals used in SLM, and this poses challenges to the study of many crucial physics inherent in SLM. However, with 
this modelling framework, we can freely change the physical parameters to study crucial physics in SLM like rippling, 
balling, splashing and so on. Additionally, both OpenFOAM and LIGGGHTS are open source codes, allowing us to 
develop more reliable physical models for better understanding and optimizing the manufacturing process in SLM. 
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On the extrusion of thermoplastic profiles, upon the forming stage that takes place in the extrusion die, the 

profile must be cooled at a high rate to assure increased productivity, but avoiding high temperature 

gradients, to minimize the level of induced thermal residual stresses. These objectives are conflicting, since 

the increase of the cooling rate usually promotes higher temperature gradients. Due to the non-linear nature 

of the material behaviour and the large number of processing conditions involved, the employment of 

numerical modelling tools is mandatory to properly understand the system behaviour and to support its 

design. To model the profile extrusion cooling system, the temperature distribution must be computed both at 

the metallic calibrator and at the polymeric profile, which are in contact through a common interface. The 

traditional computational tools available for this purpose, start by assuming a certain temperature distribution 

in both domains, which are used to compute the interface heat fluxes. Subsequently, these new heat fluxes 

are used to update again the temperature distribution in both domains. This gives rise to an iterative process, 

which must be substantially relaxed to assure convergence. This relaxation as the direct impact on the 

computational time consumed to achieve a converged solution. In this work, we present the development a 

new coupled numerical solver, developed in the framework of the OpenFOAM® computational library, that 

computes the temperature distribution in both domains simultaneously, aiming to minimize the requied 

computational time. The solver was verified by comparison of its predictions with analytical solutions (for 

simple problems), through the Method of Manufactured Solutions and with results published in the literature 

[1]. In this work, the solver was experimentally assessed with an industrial case study. Subsequently, to 

evidence the novel numerical tool potential, the same industrial case study is employed in a sensitivity 

analysis, aiming to quantify the importance and effect of the main process variables. 
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Abstract: Jet impingement heat transfer has been applied in many industry fields due to its high heat and mass transfer 
rate. A numerical simulation about the turbulent slot steady jets has been carried out using the modified SST- k-ω model 
based on OpenFOAM. The cases studied are of nozzle-plate spacing of 4 and 9.2, respectively, and the Reynolds 
number is 20,000. The modified SST k-ω turbulence model is constructed based on the Kato-Launder mode. To test the 
modified SST k-ω model’s validation for jet impingement, the velocity profiles, skin friction and Nusselt number 
distribution are investigated in detail. By comparing with both experimental data and other numerical results, the good 
agreement between the present model and the experimental data has indicated the model's ability for predicting the 
transition in slot impinging jets.   

1 Introduction 

The SST k-ω model proposed by Menter [1] which blends the standard k-ε model and k-ω model is very popular in 
many applications. However, the complex impinging jet flows are also challenges for various turbulence models, due to 
the complex phenomena including the vortex developing, separation and high adverse pressure gradient [2, 3]. For a 
typical impinging jet, there are a dip and second peak of the Nusselt number along the impinging plane at low 
nozzle-plate spacing (H/B ≤ 4), which disappear at high nozzle-plate spacing. This phenomenon is affected by the 
laminar to turbulence transition [2]. Thus, the turbulence models with the ability of predicting the transition have been 
carried out to investigate the jet impingement problems in recent years [3-5]. Based on earlier studies, the SST k-ω 

model has been recommended due to its appropriate performances [6]. And the SST k-ω model has been used in many 
studies, which shows good performances in jet impingements [7-10]. However, the SST k-ω model predicted the second 
peak and dip of Nusselt number earlier than the experiment and provided a false secondary peak of the Nusselt number 
at high nozzle-plate spacing [3, 11]. These findings imply that there is not a single turbulence model which shows best 
for different conditions, which leads to the importance of studying the new modifications using the same framework to 
assess their relative performances.  
The work of this paper modifies the SST k-ω model based on the Kato-Launder model to the available reference data [3, 
12-14] for different nozzle-plate spacing of 4 and 9.2. The Kato-Launder modification has been succeeded in improving 
the flow structures not only in the stagnation region but also in the wall jet region [15]. Various comparisons against the 
experimental data and numerical results in terms of velocity profiles, skin friction and Nusselt number distribution are 
presented in this work.  
Section 2 describes the modified work for SST k-ω model. Section 3 shows the results of the velocity profiles, skin 
friction and Nusselt Number distribution. Section 4 presents the conclusions draw from the present study. 

2 The modified SST k-ω model 

The modifications based on the Kato-Launder model are carried out using the open software OpenFOAM platform to 
ensure the codes’ accuracy and robustness. The eddy viscosity for modified SST k-ω model is defined as: 
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where a1 is 0.31, b1 is 1.0, k is the turbulent kinetic energy, ω is the specific dissipation rate, S is the strain rate and F2 is 
the blending function. 
The equation k and ω are modified as following: 
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3 Results and discussion 

3.1 The velocity profiles 
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Figure 1. The comparison of velocity profiles against the experimental data and numerical results for H/B = 4 
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Figure 2. The comparison of velocity profiles against the experimental data and numerical results for H/B = 9.2 

3.2 The skin friction 
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(a) H/B = 4 (b) H/B = 9.2 

Figure 3. The comparison of skin friction against the experimental data and numerical results 

3.3 The Nusselt Number distribution 

0 2 4 6 8 10 12
20

30

40

50

60

70

80

N
u

x/B

 Ashforth-Frost et al. [12]
Modified SST k-

Standard SST k- [3]
 RANS/LES M2 [14]

0 2 4 6 8 10
0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

N
u

/N
u

0

x/B

 Ashforth-Frost et al. [12]
Modified SST k-

Standard SST k- [3] 
 RANS/LES M2 [14]

(a) H/B = 4 (b) H/B = 9.2 

Figure 2. The comparison of Nusselt Number against the experimental data and numerical results 

4 Conclusions 

The modified SST k-ω model has been assessed in this work for turbulent slot impinging jet with two different 
nozzle-plate spacing of 4 and 9.2. The results are compared with the standard SST k-ω model, the RANS/LES model 
and the experimental data in terms of fluid structures including the velocity profiles, skin friction and Nusselt number 
distribution. It is observed that the modified SST k-ω model improves the ability of predicting the transition process and 
overcomes the false secondary peak of the Nusselt number at high nozzle-plate spacing (H/B = 9.2) which is predicted 
by the standard SST k-ω model. In general, the modified SST k-ω model provides fair performances using low 
computational resources comparing with the RANS/LES model. 
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Introduction

The aim of the present work is to develop a mesh topology modification method for solving the multi-region coupling
problems with phase change. A lot of phenomenons involving coupled multi-region problems with phase change, such
as liquid frozen/melting, machining, nozzle erosion and solid fuel combusiton etc. The ultimate goal of the work is to
investigate variety of effects on the dynamic evolving process of this type problems, such as the effects on the combustion
rate of solid propellant combustion. The method was developed using the foam-extend 3.2 version.
The main techniques under developing this method involve: multi-region conjugate heat/mass transfer[1], interface
tracking[2] and mesh topology changes[3, 4, 5]. For multi-region coupling problems, the fully-coupled model using a
Dirichlet-Neumann partitioned method is adopted. The region’s interface is tracked using the method of clsvof with phase
change. A new RegionMeshTopoFvMesh class and a new mesh modifier cellAdditionRemoval for handling the dynamic
change of the mesh topology have been implemented. The cells can add or remove from one region to another region by
the rules of interface tracking or the variables assigned, for example, when the cells temperature of solid region larger
than some value , those cells will be removed from solid region and add into fluid region, shown as in figure 1.
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Figure 1: mesh topology modification

Overview of Implemented Technology

The entire computational domain is discretized into Cartesian mesh. Each region has its own mesh and governing
equations. The matrix equation systems of each region solved individaully and coupled at the multi-region interface
boundaries. The coupled boundaries are imposed by the Dirichlet-Neumann conditions. The governing equations
describing fluid systems comprise equations for mass continuity, species continuity, momentum and energy. The
governing equations for the solid regions comprise the energy equation and interface tracking equations. When phase
change of regions happened, the mesh topology will update. The solution algorithm implemented for mesh topology
modification method of solving the multi-region coupling problems with phase change is as follow:

1. Define multiple meshes, one for each region.

2. Create field variables on each mesh.

3. Judge if the mesh topology needed to change by tracking the interface of the regions or comparing with the assigned
some field value. If mesh topology needed to change, then update the mesh topology and mapped the fileds of
regions.
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4. Set up separate governing equations for each region considered.

5. Solve the separate matrix equation systems.

6. Couple the solution obtained in Step 5 at the boundary interface among the regions.

7. Sub-iterate on the coupled solution until convergence is obtained.

8. Go to next time step.

Applications

Two cases finished by this work shown in this part. The geometry configuration of the first case comes from paper[1].
There are two regions, the one above is fluid region and the one below is solid region, as shown in figure 2.

Figure 2: Geometry configuration in case one

Compare with the case in paper [1], the mesh topology change method developed by this work is added in this case.
The rule of removing cells in this case is by assigning a temperature value, when the temperature of solid region cells
is larger than the value assigned, the cell will removed from solid region and added into the fluid region. Figures 3-5
show the topology change, velocity and temperature filed separately in local part. From the results, it can be seen that the
solid region becomes smaller with the temperature that comes from fluid region increment. The whole dynamic process
simulated by this case can be used to study the phenomenon with simple phase change, such as the melting of ice.

Figure 3: The topology structure change

Figure 4: The velocity field

Figure 6 shows another case computed by the present work, it demonstrates the dynamic combustion process of some kind
of solid propellant in the temperature filed. Compared with case above, the fluid region contains chemical reactions and
the solid region contains the clsvof with phase change mehods in this case. With the help of the method developed in this
work, some effects on the combustion of solid fuel can be investgated, such as ambient pressure, the initial temperature
of solid region and even the formula of the propellant.
Development of the adaptive mesh refinement technique nearby the coupled interface and a parallel implementation model
is still in progress.
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Figure 5: The temperature field

hgfe

dcba

Figure 6: The temperature field of dynamic combustion processing of solid propellant
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1Introduction 

Cavitation appears when local static pressure drops below the vapor pressure of water and usually causes significant 
impacts on the performance of many hydraulic devices, especially marine propeller blades. For efficiency reasons, the 
propeller usually operates in cavitating conditions whereas the cavitation may cause blade surface erosion, noise, vibration 
and performance breakdown [1]. Accurate prediction of the cavitating flows around a hydrofoil is essential in the design 
of modern marine propellers. 

The Transport Equation based Model (TEM) has been extensively employed in the numerical study of cavitating 
flows around a hydrofoil [1]. In the TEM model, the interface between water and its vapor is captured by the Volume of 
Fluid (VOF) method and a source term regarding the mass transfer is added to the standard VOF equation. Four important 
factors should be considered for the TEM model: an appropriate mass transfer rate evaluation method, turbulent effect of 
cavitating flows, computational domain discretization and a numerical algorithm to solve the VOF equation. 

The mass transfer rate between the liquid and gas phases is evaluated by cavitation models. A detailed developing 
history of the cavitation models can be found in [2]. Schnerr and Sauer [3] presented the first model without any empirical 
constants and it is employed in the present study. 

Most of the applications of cavitation are based on Reynolds-Averaged NavierStokes (RANS) equations [3–7]. In the 
present study, the Spalart-Allmaras (SA) one-equation model is employed for the sake of computational efficiency and 
several studies [5, 7] have already confirmed that the SA turbulence model can ensure the accuracy for the cavitating flow 
simulations. 

The applications with structured meshes are restrained to a very simple domain. Polygonal unstructured meshes with 
superior flexibility for complex geometries are employed in the present study for the sake of computation efficiency and 
gradient evaluation accuracy [8]. 

The discontinuity property of the VOF function near the interface makes it unable to be solved like other flow variables 
by using standard advection schemes. In OpenFOAM, the Multidimensional Universal Limiter with Explicit Solution 
(MULES) scheme [9] is employed to capture the interface. However, MULES scheme suffers from numerical diffusion 
at the interface cells [10]. The Piecewise Linear Interface Calculation (PLIC) method [11] can keep the interface sharp 
while maintaining mass conservation at the expense of an extra reconstruction step and few papers [12] have employed 
this method. 

The present study focuses on verification of the PLIC-VOF method on a polygonal unstructured mesh with RANS 
flow solver, SA turbulent and SchnerrSauer cavitation models in cavitating flow simulations and the influence of cavitation 
on the dynamics of the two-dimensional hydrofoil used in [13]. 

2Methodology 

The RANS equations with phase-change are given by: 
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where ρ1 and ρ2 are the density of the liquid and vapor phases, respectively, ṁ  the mass transfer rate due to cavitation, µt 
the turbulent eddy viscosity, Ī  the unit tensor and α the VOF function. Both the liquid and vapor phases are considered 
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incompressible and share the same mixture velocity field U̇ .  Also, the turbulent eddy viscosity µt and the mass transfer 
rate ṁ  are solved by the SA turbulence and SchnerrSauer cavitation models built in OpenFOAM, respectively. 

The RANS equations are solved by a modified cavitating flow solver based on interPhaseChangeFoam (details can 
be found in [14]) which is a standard for two incompressible, isothermal immiscible fluids with phase-change. The 
MULES-VOF scheme is replaced by a PLIC-VOF scheme developed in the present study and the source code will be 
released once the full paper is published. 

On an unstructured mesh, Eq.(1c) is discretized as 
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where t is the time, t  the time step,   the cell volume, NF the number of cell faces, f the volumetric flux through cell 

face f and superscripts n+1 and n represent t t  , respectively. The liquid fraction flux  t tn
f f ft

L dt 


   is calculated  

by using the PLIC-VOF method. As shown in Figure 1, the reconstructed interface is given by: 
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where fA  and ,l fA  are the area of face f and the area below the interface, respectively 

Figure 1: Illustration of the interface line in a mixed cell 

3Preliminary Results 
The numerical simulations are performed on a polygonal unstructured grid with a body-fitted boundary layer mesh 

as shown in Figure 2. The numerical models, that is the combination of the PLIC-VOF method, SchnerrSauer cavitation 
model, RANS solver and SA turbulent model, are verified by comparing the numerical results in cavitating conditions 
with the experimental data [13] and other numerical results available in the literature [15].  All of the simulations are 
performed at AOA  =  6◦ and Re = 7.5 105 with different cavitation numbers.  The time-averaged cp distribution on 
the suction side of the hydrofoil and water volume fraction contours at σ = 1.622, 1.541 and 1.495 are shown in Figures 
3 - 5. The agreement between the present numerical results and measured cp values is very good. Compared with the 
numerical results in [15], the cp distributions in the present study are closer to the experimental data, especially near the 
cavity closure region. This suggests that the numerical models employed in the present study could adequately simulate 
the fluid dynamics of cavitating flows around a hydrofoil. 

The influence of various parameters on the dynamics of the hydrofoil is currently being studied. The results will be 
reported in the conference. 
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σ = 1.622

Experiment [13] 

S. Phoemsapthawee et al. [15] 

Present Study 

σ = 1.541

Experiment [13] 

S. Phoemsapthawee et al. [15] 

Present Study 

(a) Mesh around the hydrofoil 

(b) Close-up view of mesh near the leading edge (c) Close-up view of mesh near the trailing edge 

Figure 2: Employed polygonal mesh with 22359 cells at AOA = 6◦. 
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Figure 3: Time-averaged cp distribution and water volume fraction contours at σ = 1.622. 
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Figure 4: Time-averaged cp distribution and water volume fraction contours at σ = 1.544. 
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Figure 5: Time-averaged cp distribution and water volume fraction contours at σ = 1.495. 
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Introduction 

Solidification and melting of metals are phase-change phenomena, which take place at a single temperature for pure 

metals, or at a range of temperatures for metal alloys. In this work, we focused only on phase-change of pure metals, i.e. 

isothermal phase change. Most metals have higher density in the solid phase than in the liquid phase. Therefore, during 

their solidification, their overall volume shrinks. This phenomenon is refereed to macro-shrinkage. 

In this paper, we present our most recent results in simulating phase-change problems using OpenFOAM. We have studied 

two different problems involving isothermal phase change. The first one is a benchmark melting problem of pure gallium, 

and the second one is a solidification simulation of pure aluminium in the presence of macro-shrinkage.  

Isothermal Melting Models 

The model that we used to simulate the isothermal melting problem consists of continuity and energy equations, whose 

details can be found elsewhere [1], and the energy equation reads 

(1) 

where 0, cp, T, v, and k are the density, specific heat, temperature, liquid velocity, and thermal conductivity, respectively. 

The last term, Sh, represents the latent heat release due to melting. We have explored two different methods to calculate 

Sh. In the first method, which is referred to as the linear method, Sh is calculated as 

(2) 

where Lf is the latent heat and gl is the liquid fraction. We define gl = 1 in cells filled solely with liquid, and gl = 0 in cells 

filled solely with solid. The liquid fraction is calculated from  

(3) 

where  and  are the melting point of a pure material and the most recent liquid fraction, respectively. In the second 

method, which is referred to as the error-function method developed by Rösler and Brüggemann [2], Sh is calculated as 

(4) 

where Tl and Ts are liquidus and solidus temperatures and Tm is the arithmetic mean between Tl and Ts. 
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Macro-Shrinkage Model 

To simulate isothermal solidification in the presence of macro-shrinkage, we used the following model. The continuity 

equation reads  

(5) 

where SS is the shrinkage source and is calculated from  

(6) 

where 1 is the volume fraction of melt. The advection equation of volume fraction (VOF method) is expressed as 

(7) 

where vr is relative velocity. 

Implementation 

To simulate the above model in OpenFOAM we used buoyantBoussinesqPimpleFoam solver. The linear method is 

already implemented in OpenFOAM as solidificationMeltingSource fvOption. In this study, we implemented the error-

function method by hard-coding equation (4) into the energy equation of buoyantBoussinesqPimpleFoam.  

In the simulations, if solidificationMeltingSource is used with the original form of buoyantBoussinesqPimpleFoam, the 

solution algorithm is as follows: First, equation (1) is solved for a new temperature field using the liquid fraction field 

from the previous time step; and then, equation (4) is used to update the liquid fraction field. Here, we propose a revision 

to this solution algorithm by adding an inner iteration loop to repeat solving equations (1) and (4) at every time step until 

the solid fraction and temperature fields converge, i.e. don’t change with further iterations. Our revision improves the 

computational efficiency of the algorithm as it allows one to use significantly larger time steps. 

The details about the implementation of multiphase flow are in Yamamoto et al. [3].  Steep density variation around the 

melting point causes macro-shrinkage. We also validate the shrinkage model, while it is not implemented in OpenFOAM 

originally. In addition to the above model, the advection equation of liquid fraction with source term have to be solved. 

OpenFOAM originally provides a solver for multiphase flow as interFoam. This macro-shrinkage solver is developed by 

combining interFoam and buoyantBoussinesqPimpleFoam based on Bounds et al. [4]. 

Problem Statement 

We have studied two different problems involving isothermal phase-change. The first problem is a benchmark problem 

for melting of pure Gallium [5]. The schematic of the problem is shown in Figure 1(a). It consists of a rectangular cavity 

initially filled with pure Gallium. The cavity is heated from the left wall and is insulated from the top and bottom. The 

temperature of the right wall is equal to the initial temperature. The initial and boundary conditions are also shown in the 

figure. The width and height of the cavity are 8.89 and 6.35 cm, respectively. The material properties were taken from 

Bounds at al. [5].  

The second problem is a test case for solidification of pure aluminium in the presence of macro-shrinkage. The schematic 

of the problem is shown in Figure 3. It consists of a cavity partially filled with pure aluminium melt at 943 K in 

temperature. The solidification of two ingots of different aspect ratios were simulated. The width and height of ingot 

cavity for the first and second cases are 10 and 5 mm (aspect ratio of 2) and 40 and 5 mm (aspect ratio of 8), respectively. 

The physical properties were taken from Leitner at al. [6].  

Results and Discussion 

Simulation results for the melting problem are shown in Figure 2, where snapshots of the temperature field (colour) along 

with the velocity vectors (the black arrows) and the melting front (the while line) are plotted at: (a) 240, (b) 480, (c) 960, 

and (d) 1200 seconds after the start of melting. In the figure, the top and bottom rows show the results obtained using the 

linear and error-function methods, i.e. equations (2) and (3), respectively. Predictions of the two models, including 

temperature distributions, flow patterns, and the locations of the melting front are very similar. This provides confidence 
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in the accuracy of these results. Due to the upwards thermal buoyancy forces the hot liquid Gallium moves upwards which 

results in higher temperatures, and consequently faster melting at the upper parts of the cavity.  

For the macro-shrinkage problem, simulation results are shown in Figure 3 where snapshots of the temperature field 

(colour) along with the melting front (the white line) and the liquid-melt interface (the black line) are shown for the low 

and high aspect ratio ingots at the top and bottom rows, respectively, at 0.1 and 2.5 seconds after the start of solidification. 

For the low aspect ratio ingot, i.e. the top row, the size of the shrinkage cavity is small relative to the overall size of the 

ingot; while, for the high aspect ratio ingot, i.e. the bottom row, the size of this cavity is large relative to the overall size 

of the ingot. The calculation results qualitatively express the generally observed experimental results. More detailed 

simulations, including quantitative comparisons with the available experimental data are ongoing.  
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Figure 1: Schematics of the benchmark melting experiment (a) and the macro-shrinkage test problem simulated in this study 

(b) 

(a) (b) (c) (d) 

136



Figure 2: Snapshots after the start of melting obtained using the linear model (top row) and the error-function model (bottom 

row) at (a) 240, (b) 480, (c) 960, and (d) 1200 s. Each snapshot shows the temperature field (colour map), the velocity field 

(black arrows), and the melting front (white line)  

Figure 3: Snapshots after the start of solidification of the 10x5 mm ingot (top) and of the 40x5 mm ingot (bottom) at 0.1 (left) 

and 2.5 s (right). Each snapshot shows the temperature field (colour map), the solidification front (white line), and the liquid-

melt interface (black line). 
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1 Introduction 

Cavitation appears when local static pressure drops below the water vapor pressure and causes significant impacts 
on marine propeller blades. For efficiency reasons, marine propellers usually operate under cavitating conditions and 
may suffer blade surface erosion, noise,  vibration and performance breakdown [1].  As hydrofoil is the radial section 
of propeller blades, an accurate prediction of cavitating flows around a hydrofoil is essential in the design of marine 
propellers. 

The Transport Equation-based Model (TEM) has been extensively employed in the numerical study of cavitating flows 
[1]. In the TEM model, the interface between liquid and vapor is captured by the Volume of Fluid (VOF) method and a 
source term regarding the mass transfer is added to the standard homogeneous VOF equation. Four important elements 
are considered in the TEM model: computational domain discretization, numerical algorithm for the VOF equation, mass 
transfer rate evaluation for phase change and the turbulent modeling of cavitating flows. 

The use of stationary meshes is restrained to unmoving parts in the computational domain. Also, a common difficulty 
in simulating complex fluid flows is that some geometries cannot be well-represented by using a single mesh [2]. 
Representing distinct geometries by different mesh parts is a better choice in general. It is also complicated and time- 
consuming to prepare a single stationary mesh with complex geometries. Dynamic overset mesh [3] can be especially 
useful in applications involving component motion and is supported in the latest version of OpenFOAM. However, overset 
mesh cannot be used in the standard cavitation solver, interPhaseChangeFoam, in OpenFOAM. 

Furthermore, interPhaseChangeFoam employs an algebraic method, the Multidimensional Universal Limiter with 
Explicit Solution (MULES) scheme [4], to solve the VOF equation which suffers from numerical diffusion at interface 
cells [5]. Piecewise Linear Interface Calculation (PLIC) method [6] can keep the interface sharp while maintaining mass 
conservation at the expense of an extra reconstruction step and has been employed in the study of cavitation [7]. 

The mass transfer rate between the liquid and gas phases is evaluated by cavitation models. A detailed developing 
history of the cavitation models can be found in [8]. Schnerr and Sauer [9] presented the first model without any empirical 
constants and is employed in the present study. 

Most of the applications on cavitation are based on the Reynolds-Averaged Navier-Stokes (RANS) equations [9–13]. 
In the present study, the Spalart-Allmaras (SA) one-equation model is employed for the sake of computational efficiency. 
Several studies [11, 13] have already confirmed that the SA turbulence model can ensure accuracy for the cavitating flow 
simulations. 

The cavitation solver overInterPlicPhaseChangeDyMFoam, recently developed by the authors, implements the 
dynamic overset mesh technique in conjunction with an analytical PLIC interface reconstruction algorithm to perform 
interface flow simulations. The present study focuses on the applications of the solver on an overset mesh along with the 
RANS equation, SA turbulent and SchnerrSauer cavitation models in cavitating flow simulations over a hydrofoil. 

2 Methodology 

The VOF equation phase-change is given by: 

1 2

1 1
U m

 
 

    
 


 (1) 

where ρ1 and ρ2 are the density of the liquid and vapor phases, respectively, m  the mass transfer rate due to phase 
change and α the VOF function. Both the liquid and vapor phases are considered incompressible and share the same 
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mixture velocity field U


. Also, the mass transfer rate m  is solved by the SchnerrSauer cavitation models built in the 
OpenFOAM. 

On a general unstructured mesh, Eq.(1) is discretized as 
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where t is the time, t  the time step,   the cell volume, NF the number of cell faces, f the volumetric flux through cell face f 

and superscripts n+1 and n represent t t  , respectively. The liquid fraction flux  t tn
f f ft

L dt 


   is calculated by using the 

PLIC-VOF method. As shown in Figure 1, the reconstructed interface is given by: 
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 is the unit outward normal vector of the interface, X


the position vector of the interface and 

0D the signed distance from the origin. 0D is calculated by an analytical algorithm developed by the authors recently. 

The interface moved from 0
nD to a new position 1

0
nD   in the time interval  ,t t t  with interface normal velocity 0U

and 1
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n nD D U t    . In the PLIC-VOF method, the liquid fraction flux fL is evaluated by using the trapezoidal rule, 

i.e. 
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where fA  and ,l fA  are the area of face f and the area below the interface, respectively 

Figure 1: Illustration of the interface line in a mixed cell 

The overset interpolation of the VOF function α as well as the other variables are implemented by using the inverse 
distance scheme. 

3 Preliminary Results 
The numerical simulations are performed on an overset mesh as shown in Figure 2. The numerical models, based 

on the combination of the PLIC-VOF method in overset mesh, SchnerrSauer cavitation model, RANS solver and SA 
turbulent model, are verified by comparing the numerical results in cavitating conditions with the experimental data [14] 
and other numerical results available in the literature [15]. All of the simulations are performed at AOA = 6◦ and Re = 
7.5 105 with different cavitation numbers. The time-averaged cp distribution on the suction side of the hydrofoil and 
water volume fraction contours at σ = 1.622, 1.541 and 1.495 are shown in Figures 3 - 5. The present numerical results 
for cp are in good agreement with the experimental values. Compared with the numerical results in [15], the cp 
distributions in the present study are closer to the experimental data, especially near the cavity closure region. This 
suggests that the overset mesh and numerical models employed in the present study could adequately simulate the fluid 
dynamics of cavitating flows around a hydrofoil. 

The influence of various parameters on the dynamics of the hydrofoil is currently being studied. The results will be 
reported in the conference. 
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σ = 1.622

Experimental [14] 

Numerical [15] 

Present Study 

σ = 1.541

Experimental [14] 

Numerical [15] 

Present Study 

(a) Overset around the hydrofoil 

(b) Close-up view of mesh near the leading edge (c) Close-up view of mesh near the trailing edge 

Figure 2: Employed overset mesh with 30665 cells at AOA = 6◦. 
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[8]A. Nied  źwiedzka, G. H. Schnerr, and W. Sobieski, “Review of numerical models of cavitating flows with the use of 
the homogeneous approach,” Archives of Thermodynamics, vol. 37, no. 2, pp. 71–88, 2016. 

[9]G. H. Schnerr and J. Sauer,  “Physical and numerical modeling of unsteady cavitation dynamics,”  in Fourth 
international conference on multiphase flow, New Orleans, USA, vol. 1, 2001. 

[10]S. H. Rhee, T. Kawamura, and H. Li, “Propeller cavitation study using an unstructured grid based navier-stoker 
solver,” Journal of Fluids Engineering, vol. 127, no. 5, pp. 986–994, 2005. 

[11]J. Seo and S. Lele, “Numerical investigation of cloud cavitation and cavitation noise on a hydrofoil section,” 2009. 

[12]M. Morgut, E. Nobile, and I. Bilu sˇ, “Comparison of mass transfer models for the numerical prediction of sheet 
cavitation around a hydrofoil,” International Journal of Multiphase Flow, vol. 37, no. 6, pp. 620–626, 2011. 

[13]S. J. Ahn and O. J. Kwon, “Numerical investigation of cavitating flows for marine propulsors using an unstructured 
mesh technique,” International Journal of Heat and Fluid Flow, vol. 43, pp. 259–267, 2013. 

[14]J.-B. Leroux, J. A. Astolfi, and J. Y. Billard, “An experimental study of unsteady partial cavitation,” Journal of fluids 
engineering, vol. 126, no. 1, pp. 94–101, 2004. 

[15]S. Phoemsapthawee, J.-B. Leroux, J.-M. Laurens, ENSIETA, F. Deniset, and E. Navale, “A transpiration velocities 
based sheet cavitation model,” Ship Technology Research, vol. 56, no. 4, pp. 161–176, 2009. 

−
c p

 

141



The 13th OpenFOAM Workshop (OFW13), June 24-29, 2018, Shanghai, China

DETAILED TRANSPORT AND PERFORMANCE OPTIMIZATION FOR MASSIVELY
PARALLEL SIMULATIONS OF TURBULENT COMBUSTION WITH OPENFOAM

THORSTEN ZIRWES1,2, FEICHI ZHANG2, JORDAN A. DENEV1, PETER HABISREUTHER2

HENNING BOCKHORN2, DIMOSTHENIS TRIMIS2

1Karlsruhe Institute of Technology, Steinbuch Centre for Computing, [thorsten.zirwes, jordan.denev]@kit.edu
2Karlsruhe Institute of Technology, Engler-Bunte-Institute, Combustion Technology,

[thorsten.zirwes, feichi.zhang, peter.habisreuther, henning.bockhorn, dimosthenis.trimis]@kit.edu

Keywords: Detailed Transport, Performance Optimization, Parallel Scaling, Validation, Turbulent Combustion, HPC

This work describes the implementation of two key features for enabling high performance computing (HPC) of highly
resolved turbulent combustion simulations: detailed molecular transport for chemical species and efficient computation
of chemical reaction rates. The transport model is based on an implementation of the thermo-chemical library Cantera [1]
and is necessary to resolve the inner structure of flames. The chemical reaction rates are computed from automatically
generated chemistry-model classes [2], which contain highly optimized code for a specific reaction mechanism. In
combination with Sundials’ [3] ODE solver, this leads to drastic reductions in computing time. The new features are
validated and applied to a turbulent flame with inhomogeneous mixing conditions on a grid with 150 million cells. The
simulation is performed on Germany’s fastest supercomputer “Hazel Hen” [4] on 28,800 CPU cores, showing very good
scalability. The good agreement with experimental data shows that the proposed implementations combined with the
capabilities of OpenFOAM are able to accurately and efficiently simulate even challenging flame setups.

1 Detailed Molecular Transport Coefficients
Although many transport models are available in OpenFOAM for standard solvers like reactingFoam, they all have in
common that each chemical species in the fluid has the same diffusion coefficient. This assumption is justified if turbulent
transport is more important than molecular transport. In highly resolved simulations however, where no turbulence models
are used as shown in Sect. 3, detailed diffusion coefficients for each species are necessary in order to correctly capture the
flame structure. Therefore, a coupling interface [5] between OpenFOAM’s thermo classes and Cantera [1] was created,
following an idea by Gschaider and Rhem [6], where Cantera was used as an external library to compute the transport
coefficients and chemical reaction rates. Since then, the relevant parts of the Cantera code have been extracted and
directly compiled into a thermo-physical model for OpenFOAM 5.x and 1712+. This eliminates indirections leading to
better performance and making the new solver independent of Cantera as a third-party library.
In the detailed thermo-physical model, the transport of each chemical species is described by six gas kinetic properties:
Lennard-Jones collision diameter and energy well depth, polarizability, dipole moment, rotational relaxation collision
number and molecule geometry. These information are usually provided as part of the chemical reaction mechanism in
CHEMKIN format which can easily be converted into Cantera’s xml format. The xml file then serves as input for the
thermo-physical model. OpenFOAM provides a similar utility chemkinToFoam which converts reaction mechanisms
from CHEMKIN format to OpenFOAM format, but ignores the aforementioned transport properties. In the detailed
transport model, the gas kinetic properties are used to compute binary diffusion coefficients Dk,i, viscosity µk and
heat conductivity λk for each species k from the Chapman-Enskog solution of the Boltzmann equation. Mixing laws
are applied to compute mixture-averaged properties, like Wilke’s mixing law for viscosity, or the Hirschfelder-Curtiss
approximation for the mass diffusion coefficient 1

Dk
=
∑
i6=k

Xi

Dk,i
+ Xk

1−Yk

∑
i6=k

Yi

Dk,i
[7], where Xk is the mole fraction

and Yk the mass fraction of the k-th species. Because every species has its own diffusion coefficient Dk and molecular
mass diffusion flux ~jk, the governing equations for the species masses and energy have to be adapted:

∂ (ρYk)

∂t
+∇ · (ρ(~u+ ~uc)Yk) = ω̇k −∇ ·~jk, ~jk = −ρDk∇Yk, k = 1 . . . N − 1 (1)

∂ (ρhs,t)

∂t
+∇ · (ρ~uhs,t) = ∇ · (α∇hs) +

∂p

∂t
−
∑
k

h◦kω̇k −∇ ·
∑
k

hs,k

((
~jk + ρYk~uc

)
+ α∇Yk

)
(2)

Here, ρ is the density, t time, ~u the fluid velocity, ω̇ the chemical reaction rate,N the number of species, hs,t = hs+ 1
2~u ·~u

the total sensible enthalpy of the mixture, T the temperature, p the pressure, α the ratio of thermal conductivity to isobaric
heat capacity, h◦k the enthalpy of formation and hs,k the sensible enthalpy of species k. Both equations are the same as
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Figure 1: Spatial profiles of species mass fractions in a one-dimensional flame. Computed with Cantera [1], the new solver
including detailed transport and the standard reactingFoam solver with the Sutherland transport model in OpenFOAM 5.x.

in the standard reactingFoam family of solvers, with the exception of the correction velocity ~uc = − 1
ρ

∑
k
~jk in the

convective term of Eq. (1), which is necessary in order to ensure overall mass conservation, and the last term on the r.h.s.
of Eq. (2), which is a consequence of nonequidiffusion or non-unity Lewis number.
Figure 1 on the left shows the main species profiles for a canonical flame setup, the one-dimensional premixed flame. The
domain consists of 10,000 cells spanning 10 cm. The left boundary is an inlet with an unburnt methane-air mixture at an
equivalence ratio of φ = 1, T = 300 K and u = 0.37 m/s, and the right side is an outlet. The chemistry is described by
the GRI 3.0 [8] reaction mechanism. The domain is initialized with cold, unburnt gas in the left half, and hot burnt gas
in the right half. After some time, a stationary flame develops. The same setup is simulated in Cantera. The comparison
on the left of Fig. 1 validates the implementation of the new solver by comparing spatial species profiles in the flame with
Cantera. On the right of Fig. 1, results for the profile of the intermediate radical species OH from the new solver and
the standard reactingFoam solver are compared. Again, Cantera’s reference solution coincides with the new solver.
The simulation with reactingFoam uses the exact same numerical and physical settings as the new solver except for
the transport model. As in many of the standard OpenFOAM tutorial cases, the Sutherland transport model is used for
the GRI 3.0 mechanism in reactingFoam, which shows large deviation for the intermediate species profiles. This
demonstrates that detailed transport coefficients for each species are necessary to correctly predict the flame properties.

2 Performance Optimization for Chemical Reaction Rates
Combustion processes are governed by a large number of intermediate species and chemical reactions. The computation of
chemical reaction rates is therefore often the performance bottleneck. Because of this, a new approach has been introduced
in order to speed up the chemistry computations. When preparing a new case with standard solvers like reactingFoam,
OpenFOAM’s chemkinToFoam utility can be used to convert a reaction mechanism in CHEMKIN format to a new set
of files in OpenFOAM’s format, which serve as input files for the general chemistry model. In the new approach [2],
instead of using chemkinToFoam, a self-developed converter tool can be used which takes a reaction mechanism in
CHEMKIN or Cantera format as input and creates a directory containing C++ source code for a new chemistry model
class specifically for that mechanism. For example, applying the converter tool to the GRI 3.0 mechanism would generate
code for a new chemistry model class named optimizedChemistryModel GRI. Compiling this class results in
a chemistry model which can directly be used in the simulation through OpenFOAM’s runtime selection mechanism
and is compatible to the general chemistry implementation, for example it can be combined with OpenFOAM’s TDAC
model. The code in the generated class contains all information for computing the chemical reaction rates from detailed
Arrhenius and other reaction type formulations without simplification, in the same way that OpenFOAM and Cantera
do. This approach has several advantages: it requires little effort by the user because all steps of the conversion are
performed automatically. During the conversion, species and reactions are reordered by their type in order to allow auto-
vectorization of critical loops by the compiler. Redundant operations are eliminated and more compiler optimizations are
enabled because otherwise unknown parameters for the species and reactions are known at compile time. The data is laid
out in a cache-friendly way and is explicitly aligned. The resulting code has been shown to perform significantly faster
and to reduce cache misses by up to a factor of 30. For more information, see [2].
Figure 2 shows results for another canonical flame setup, the zero-dimensional auto-ignition of a hydrogen-air mixture
using the reaction mechanism by Li et al. [9]. The computational domain consists of only one cell, similar to chemFoam.
Therefore, transport processes are irrelevant in this setup. The domain is initially filled with hot hydrogen and air, which
then auto-ignite. On the left of Fig. 2, the mass fraction profile of H2O2 is depicted over time, which is an intermediate
species during ignition. The simulation has been performed with the first order Euler time discretization with the
standard reactingFoam solver and the new solver. For the Euler scheme, the chemical reaction rates are computed
from the linear approximation ω̇k ≈ Mk(Cn+1

k − Cnk )/∆t in all solvers, where Mk is the molar mass of the species, ∆t
the time step and Cnk the species concentration at the current time step n. Cn+1

k is an estimate for the concentration at
the next time step obtained from an operator splitting approach, where the concentrations in each cell are integrated over
the time step by an ODE integrator, allowing to use adaptive sub-time stepping. The results coincide with the reference
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Figure 2: Left: Mass fraction of H2O2 over time during ignition of hydrogen. Right: Time spent computing chemical reaction
rates for the auto-ignition case normalized to the time of reactingFoam. Measurements are done for two reaction mechanism
(GRI 3.0 [8] and Li [9]) using either the operator splitting approach (“ODE”) or direct computation.

solution obtained from Cantera. In the case of the three-point backward time discretization, the new solver also gives
accurate results while reactingFoam deviates from the reference solution. The reason is that the chemistry model in
reactingFoam always computes the chemical reaction rates from the linear approximation above, while the new solver
switches to the more consistent formulation ω̇k ≈Mk

(
3
2C

n+1
k − 2Cnk + 1

2C
n−1
k

)
/∆t for the backward scheme.

In Fig. 2 on the right, the time spent on computing chemical reaction rates, which corresponds to the call of
reaction->correct() in YEqn.H, is plotted normalized to the respective time needed by reactingFoam for
the auto-ignition simulations. All codes have been compiled with the Intel compiler icpc 18 with -fast. In general, the
reaction rates can either be computed directly (corresponds to combustion model setting integrateRates false;)
denoted by “direct”, or from the operator splitting approach which requires an ODE integrator. In the timings denoted
with “ODE”, seulex is used as the ODE integrator in reactingFoam. In the new solver containing the automatically
generated optimized code (“new solver”) and in the solver which is coupled to Cantera as an external library for computing
the reaction rates (“OF+Cantera”), Sundials’ [3] CVODE integrator is available and has been used in the measurements.
The times needed to compute the reaction rates from the mechanism by Li directly (“Li direct”) is about 10 % slower
with reactingFoam and 20 % slower with Cantera compared to the optimized code in the new solver. This is due
to Li being a relatively small mechanism with only 9 species and 21 reactions. As the mechanisms become larger,
the performance benefit of the optimized code becomes larger as well. With the GRI 3.0 mechanism, which contains
53 species and 325 reactions, direct computation of reaction rates with reactingFoam takes seven times longer and
Cantera’s implementation twice as long compared to the optimized code. There is also a large difference in runtime which
stems from the choice of ODE integrator. In the measurements, the initial time step and absolute and relative tolerances
are the same for seulex and CVODE, and have been chosen to keep errors below 1 % compared to the reference solution by
Cantera. With these strict tolerances, CVODE combined with the optimized chemistry code is by an order of magnitude
faster than the standard OpenFOAM implementation while still giving the same simulation results. Similar performance
results have been obtained for the Rosenbrock integrator instead of seulex.

3 Massively Parallel Simulation of a Turbulent Flame
This section describes an application of the new solver where both implementations are required—detailed transport
and efficient chemistry computations. Subject of the simulation is the Sandia/Sydney burner [10]. This burner is
experimentally well investigated and is operated with methane-air, but due to very inhomogeneous mixing conditions at
the burner nozzle most combustion models are not able to correctly predict the flame properties. Therefore, this simulation
utilizes the detailed transport model and fully resolves the flame, allowing a model free simulation. The computational
grid consists of 150 mil. cells, uses backward time discretization, cubic for spatial discretizations and a complex
reaction mechanism with 19 species [2]. Due to the optimized chemistry code and the use of the CVODE integrator, the
total simulation time can be reduced by 50 % compared to the Cantera implementation [2]. This makes it possible to run
the simulation on Germany’s fastest supercomputer [4] on 28,800 CPU cores. The total simulation required about 15 mil.
core hours and produced 15 TB of data, which includes transient fields of flow variables and chemical scalars.
Figure 3 depicts the temperature profile of the flame where the inner fuel-air jet is ignited by a hot pilot gas and leads to a
high-temperature combustion zone along the shear layer. Fig. 4 on the left shows a snapshot from the simulation. Depicted
is an iso-surface of vorticity near the burner nozzle. It illustrates the turbulent flow structures which are formed by the
inner unburnt jet and become destroyed due to increasing viscosity when the flame begins to burn at larger radii. Parallel

300 1265 2230
T (K)

Figure 3: 2D cut of the temperature profile from the 3D simulation of the Sandia/Sydney flame [10].
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illustrating the turbulent flow structures in the inner jet region. Right: Parallel speedup for a strong scaling case with 175
million cells and optimized chemistry performed with OpenFOAM 5.x on the Hazel Hen supercomputer at HLRS [4].
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Figure 5: Comparison of radial temperature (left) and water mass fraction (right) profiles of time averaged and RMS values at
fixed axial positions plotted against radial mixture fraction Z profiles with experimental measurements [10].

scaling on the right of Fig. 4 is almost linear up to 14,400 cores and still has an efficiency of 86 % at 28,800 CPU cores.
The good scaling results are achieved because a large part of the simulation time is spent on computing chemical reaction
rates, which does not require MPI communication. In Fig. 5, the simulation results are compared with experimental
measurements. Time averaged and RMS values show very good quantitative agreement, e.g. the temperature and water
mass fraction profiles lie well within the experimental uncertainties. Due to the highly resolved results, this simulation
will be published as a reference database for the development of new combustion models.
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Applying electric field to flame is regarded as a promising technique to enhancing combustion characteristics. A flame
applied electric field having better stability[1] and a sooting diffusion flame subject to electric field emitting less amount
of soot[2] have been reported.
Ions and electrons generated in hydrocarbon flames are usually not considered in combustion simulations since they are
very small in numbers and have little effect unless external electric field is applied. Therefore, eReactingFoam is written
based on reactingFoam, one of OpenFOAM’s basic solvers for reacting flows, to simulate flames under DC electric field.
Models implemented in eReactingFoam and required data are briefly introduced here.
Drift-diffusion approximation is adopted to calculate charged species’ drift flux in species transport equation (eq. 1, the
last term of its left hand side).

ρ∂tYi +∇ ·
(
ρ~UYi

)
+∇ ·

(
ρµi

~EYi

)
= ∇ · (ρDi∇Yi) + ω̇i (1)

Electric drift of charged species induces net space charge ρq . Space charge in applied electric field create momentum
source by Lorentz force (See eq. 2, the last term of its right hand side).

ρ∂t~U +∇ ·
(
ρ~U ~U

)
= ∇ ·

(
µ∇~U

)
+∇ ·

(
µ

(
∇~UT − 2

3
tr
(
∇~U

)
I

))
+∇p+ ρq ~E (2)

Electric field ~E is calculated from electro-static potential Φ (eq. 3) and Φ is obtained by solving Poisson’s equation (eq. 4).
ε0, e, ni and zi are repspectively vacuum permittivity, elementary charge, number density of ith species and charge number
of ith species.

~E = −∇Φ (3)

∇2Φ = −ρq
ε0

= − e

ε0

N∑
i=1

nizi (4)

Hydrocarbon flames generate ions via chemi-ionization reactions [3, 4]. Those reactions should be included in the reaction
mechanism to be used. The reaction mechanism consists of GRI-Mech 3.0[5] gas combustion mechanism and 3 chemi-
ionization reactions [4] were used for the following results.
Diffusivity and mobility of electrons are calculated using electron scattering cross section data. [6]
Diffusivities of ions are calculated assuming they have the same diffusivity of their parent neutral species. Cantera[7] is
coupled with the solver to calculate species diffusivities. Binary diffusivities are calculated using Stockmayer interaction
potential and mixture-average formula is used to caculate diffusion coefficients of species transport equations. Mobilities
of ions are calculated from their diffusivities using Einstein relation (eq. 5).

Di

µi
=

kBTi

qi
(5)

A counterflow diffusion flame under DC electric field [8] was simulated. Figure 1 shows that two perforated metal plates
are placed at the ends of two nozzles (for fuel and oxidizer streams) to provide uniform electric field parallel to nozzle
axis.
2D-axisymmetric simulation was conducted using wedge type mesh. Dimensions and boudary conditions of the
computational domain are described in Figure 2 and Table 1 .
Figure 3 shows overlays of streamlines and CH mass fraction image for simulation cases with and without externally
applied electric field. Streamlines show flow modification by ionic wind and CH images imply blue flame position. The
figure clearly shows flame position displacement toward the lower nozzle, which agrees with the experiment. However,
the model should be impoved to obtain quantitative prediction.
Currently implementation of (n, 6, 4) potential which models ion-neutral interaction and screened Coulomb potential
which models interaction between charged particles [9] is in progress to calculate transport properties more accurately.
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Figure 1: Schematic of experimental setup, taken from [8]

Figure 2: 2D-Axisymmetric simulation domain

Table 1: Boundary conditions

Upper Lower
Nozzle Sheath Wall Nozzle Sheath Wall

U 20 cm/s 20 cm/s Slip 20 cm/s 20 cm/s Slip
T 300 K 300 K ∂

∂~n = 0 300 K 300 K ∂
∂~n = 0

YCH4
0 0 ∂

∂~n = 0 0.14046 0 ∂
∂~n = 0

YO2 0.559989 0 ∂
∂~n = 0 0 0 ∂

∂~n = 0

YN2 0.440011 1 ∂
∂~n = 0 0.85954 1 ∂

∂~n = 0

Yi (neutral) 0 0 ∂
∂~n = 0 0 0 ∂

∂~n = 0

Yi (charged, +) 0 0 ∂
∂~n = 0 ∂

∂~n = 0 ∂
∂~n = 0 ∂

∂~n = 0

Yi (charged, -) ∂
∂~n = 0 ∂

∂~n = 0 ∂
∂~n = 0 0 0 ∂

∂~n = 0

Φ 0 0 0 -2400 -2400 -2400
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Figure 3: Flow modification due to ionic wind induced by DC electric field. Upper electode at 0 kV in all cases. Left: Lower
electrode at 0 kV; Right: Lower electrode at -2.4 kV
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Self-excited first-order tangential (1T) high frequency combustion instability is captured in a high-staged combustion 
LOX/Kerosene liquid rocket engine based on sprayFOAM solver. The 1T mode combustion instability behaves two 
different patterns: standing wave and traveling wave. In the design operation condition, the value of oxygen-fuel ratio 
(O/F) is 2.5, all injectors share the same propellant mass flow, and there is no oscillatory combustion in the numerical 
calculation results. The chamber pressure between numerical calculation and experiment shows a good agreement, which 
validate the numerical model. When the fuel mass flow of two injectors which are along the same diameter and locate at 
the edge of injector face is changed, severe unstable combustion occurs and nodal diameter remains consistent, which is 
a standing 1T wave mode. When the value of O/F increases to 4.4 and the propellant distribution is completely uniform, 
there is also a high frequency combustion instability whose nodal diameter is spinning, demonstrating a traveling 1T wave 
mode. Once the combustion instability occurs, no matter what kind of wave modes, thermo-acoustic coupling forms, and 
the pressure and heat release oscillate totally in phase temporally and couples spatially. It is the coupling process between 
heat release and combustion that results in the combustion instability. 
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Introduction 

Cavitation is a common phenomenon capturing the attention of industry and academia. In general, it results in negative 

and undesirable effect on structure, like erosion on structure. To reduce or avoid damage caused by cavitation, research 

works have been carried out for a long period of time, establishing several theories. Since a few practical solvers which 

consider the effect of phase change are available in OpenFOAM, most problems involving cavitation can be 

investigated through numerical method. However, recent research progress and difficulty in engineering introduce new 

requirements. On the one hand, cavitation near free surface has become a heat topic in the field of high speed 

hydrodynamics, requiring a solver able to deal with three phases, including liquid(water) and other two kinds of gas 

(vapor and non-condensable gas), as well as considering effect of phase change. On the other hand, in the interesting 

work of Genesh et al [1] a high temporal resolution X-ray device was used to investigate the shedding mechanism of 

cavity by measuring density inside, which proposes the concept of cavity shedding induced by shock, quite different 

from previous agreement that re-entry jet dominates the process of cavity shedding. To reflect the propagation of shock 

in numerical simulation, compressibility should be taken into consideration. Since none solver available can satisfy the 

demands above, a new useable one is in urgent need. 

Method 

A pressure-based solver for compressible three-phase flow with phase change is developed based on the utility of 

interPhaseChangeFoam and compressibleInterFoam. Besides the effect of free surface and shock propagation in 

cavitating flow mentioned above, many other relevant research can be also conducted with this new solver. 

Solvers can be density-based or pressure-based. The density-based solvers were widely used in hypersonic problems in 

aviation. But they would have difficulty when Mach number is not that high. Within the frame of OpenFOAM, 

cavitatingFoam is a density-based solver which consider phase change, but quite unstable in subsonic condition. In 

several cases tested iteration cannot obtain convergence unless a tiny time step is adopted which however leads to 

another trouble that calculation will never be finished. This situation is due to stiffness of matrix given by density-based 

algorithm when Mach number is low. Although it can be overcome with some specialized solvers implementing pre-

conditioning approach [2], we still prefer to pressure-based solvers which are much more stable itself in many tests. 

Pressure-base method is firstly designed to deal with incompressible flows. But recent research has expanded their 

application to flows at all speeds [3]. Fortunately, most solvers considering compressibility in OpenFOAM are pressure-

base, providing convenience to establishing a new solver for our requirement. 

A few solvers in OpenFOAM are able to deal with a system of more than two phases. A member function named 

MULES:correct is first called to calculate the flux of volume fraction of each phase, followed by use of 

MULES:limitSum to adjust that flux so that in the next step where the volume fraction transport equation of each phase 

is solved by MULES:explicitSolve the sum can be ensured to be nearly 1. Some tests indicate that this method will 

encounter some difficulties if phase change is involved, e.g. much less cavity than experimental observation. So in our 

solver only two phases, water and non-condensable gas, are consider to have independent volume fraction, namely 

𝛼𝑣𝑎𝑝𝑜𝑟 is obtained through the constraint ∑𝛼𝑖 = 1.

Results and discussion 

A case about cavitating flow around an axisymmetric projectile is conducted by this new solver, also compared with the 

numerical result from interPhaseChangeFoam as well as the experimental result based on the SHPB (Split Hopkinson 

Pressure Bar) technology and high-speed photography. The inflow velocity is 18.5m/s with a cavitation number about 

0.572. A 2D axisymmetric mesh is used. Figure 1 shows the comparison of variety of cavity shape over time，
reflecting good agreement with each other, especially in the first half cycle. The length of cavity versus time is also 
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measured, indicating that whether the compressibility is considered or not, the numerical results almost coincide but a 

shift exists when they are compared with the experimental result. 

Figure 1: Time sequences of cavity shape obtained from a new solver (red lines), interPhaseChangeFoam (blue), compared 

with experimental observation 

Figure 2: Comparison of cavity length 

Most previous research works were focused on the shedding mechanism induced by the re-entry jet, which is usually 

considered as the most important factor on the transition [4]. Recently proposed concept of shedding induced by shock 

propagation has impelled academia to reassess the mechanism in cavitation instability. In our results, different 

mechanisms above is found. In the first half cycle, the re-entry jet whose formation is promoted by the inverse pressure 

gradient afterwards is attached to trailing edge of the cavity and finally cut it off. However, the last half cycle seems to 

be quite different. A part of the cavity shedding previously collapses, leading to formation and propagation of a shock. 

When   intersected by high pressure of the shock, the rest part also begins to collapse from its closure as shown by high 

condensation rate in Figure 3. The velocity field indicates that although the re-entry jet still generates, its head has a 

distance from trailing edge of the cavity therefore contribute little in shedding process. So it is more believable that the 

last half is dominated by effect of shock. 
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Figure 3: Pressure fields with condensation rate and velocity fields: (a)the first half cycle, (b)the last half cycle 
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Research on Microfluidics and Nanofluidics has advanced rapidly over the past two decades, which is a cutting-edge 
subject and has great application potential in biochemistry, human health, new energy, advanced materials, and so forth. 
The IBM (immersed boundary method) allows for a precise representation of fixed and moving solid obstacles embedded 
in the physical domain, using uniform or stretched Cartesian meshes. We recall that the IBM formulation chosen in this 
work is the discrete forcing approach. The motion of particles suspended in fluid in straight and curved microchannels 
was simulated by immersed boundary method, and several laws of particle in flow, including the distribution and velocity 
variation characteristics were obtained. In addition, various 2D and 3D well-documented test cases were carried out to 
validate IBM solver, based on simulated results of different ratios of Re to viscosity. In summary, the mathematical model 
of microfluid, in the movement of straight and curved microchannels, is established and further explored in theoretically 
and experimentally, leading a foundation for the optimal design of microfluidic control. 
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Abstract

The Sunway TaihuLight supercomputer is the first system with a peak performance greater than 100 PFlop/s
and has been the fastest computer in the world since June 2016[1, 2]. The computer node of Sunway system is
based on a homegrown heterogeneous many-core processor called SW26010, which consists of 260 processing
elements that including both the 4 management processing elements (MPEs) and 256 computing processing
elements (CPEs). OpenFOAM is a leading open source software for Computational Fluid Dynamics(CFD)
but not fully compatible with processor SW26010 since its heterogeneity. Each CPE has its own local device
memory (LDM) space and one needs control manually the data on each CPE’s LDM to take advantage of
powerful accelerating ability provided by these CPEs. Some efforts have been paid to optimize the hot-spots of
OpenFOAM on SW26010 and achieve significant performance improvement. In some cases, the performance
of the CPE cluster on SW26010 is better than that on a single core of Intel(R) Xeon(R) CPU E5-2695 v3.[3].

GAMG solver in OpenFOAM

GAMG (Geometric agglomerated Algebraic MultiGrid) algorithm (see Figure 1) is the main solver in
OpenFOAM, which is usually used to solve the pressure correction Poisson equation. According to the
profiling results, the smoother usually takes more than half in GAMG solving time. The only default smoother
in the latest OpenFOAM version 5.0 is Gauss-Seidel, which is difficult to maintain good parallel efficiency
in the context of unstructured meshes due to its natural sequentiality.[4]. In OpenFOAM, the Gauss-Seidel
smoother is designed to be as the hybrid of Jacobi-type iteration for processor boundary points and real Gauss-
Seidel-type iteration for processor inner points, which make its convergence path depend on the participation
of the matrix and even to diverge if the problem size per processor is not large enough[5]. The worse situation
can be found on SW26010 if we want to take advantage of powerful accelerating ability provided by the CPEs.
The data have to be assigned to CPEs and thus the communication between CPEs become very complicated.

Chebyshev smoother in OpenFOAM

Polynomial smoothers become the nature choice in modern heterogeneous parallel computing system for
a couple of reasons. Firstly, they don’t need to compute communication-intensive inner products for the
determination of the recurrence coefficients, and they only need the matrix-vector multiplication, which is
often highly-optimized. Secondly, they are unaffected by the parallel partitioning of the matrix, the number
of parallel processes, and the ordering of the unknowns[5]. The main drawback is the cost of computing the
upper and lower bounds of eigenvalues of the matrix.
To the authors’ knowledge, the polynomial type smoother in OpenFOAM has not been implemented. In this
paper, we present an implementation of a polynomial smoother in OpenFOAM: the Chebyshev smoother[6]
combined with the Preconditioned Conjugate Gradient (PCG) solver. Figure 2 shows the algorithm, where
the PCG loops are used to obtain the largest eigenvalues since it has same upper bound as for the Chebyshev
iteration in the symmetric case[7, 8]. While the lower bound of eigenvalues in Chebyshev iteration is not so
important since the smoother of MultiGrid in each level only eliminates the errors compared to the local mesh
size. One can simply divide the largest eigenvalue by a constant value to obtain the lower bound of eigenvalue
in that MultiGrid level. The MultiGird convergence does not seem very sensitive to this estimate[4].
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Ωh :

ΩH :

pre-smoothing: Ahũh = bh

scaling: ũh = sf ∗ ũh

residuals: rh = bh −Ahũh

scaling: υ̃h = sf ∗ υ̃h
approximation corrected: ūh = ũh + υ̃h

post-smoothing: Ahūh = bh

restriction:
rH = IHh r

h

interpolation:
υ̃h = IhH υ̃

H

solving(smoothing): AH υ̃H = rH

Figure 1: A two-level GAMG example in OpenFOAM.

smooth::new

if A keeps same?

if λmax computed?

Cheby loops

if converged?

exit

PCG loops

start

yes

no

yes

no

λmax

check residuals

check residualsno

yes

Figure 2: Chebyshev smoother combined with PCG in OpenFOAM.

Implementations and Results

The advantages of Chebyshev smoother make it easier to be fully parallelized compared to Gauss-Seidel
smoother. The kernel in Chebyshev smoother is the matrix-vector multiplication, which has been already fully
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accelerated in previous work done by C. Chang[9]. For the rest of continuous vector operations, we proposed a
unified accelerating interface to involve all of the rest kernels. To improve the efficiency of obtaining the largest
eigenvalue, we also modified the implementation of PCG to reduce the global synchronization according the
algorithm proposed in[10]. The Table 1 shows that the optimized Chebyshev smoother is 3.55x faster the
Gauss-Seidel smoother.

Table 1: Results comparison between Gauss-Seldel and Chebyshev smoother in a simpleFOAM case

Gauss-Seidel Chebyshev
Mesh 50 million, unstructured
MPIs 256 256
time (seconds) 70.49s 19.88s
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[Abstract] This paper focuses on the simulation of gas-solid two-phase flow in the transfer chute based on the coupled 
CFD-DEM method. The Computational Fluid Dynamics (CFD)  is used to solve the gas phase through the open 
source software OpenFOAM. Discrete Element Method (DEM) is used to solve the particulate flow, through the open 
source software LIGGGHTS. This method can simulate the complex gas-particle, particle-particle and particle-wall 
interaction in the transfer chute at mesoscopic scale. Compared with the previous experimental results, the maximum 
error is 13%. It proves that the method can be used to analyze the gas-solid two-phase flow in the transfer chute . 

Introduction 

Bulk solids handling is a crucial stage during coal, ore processing and chemical engineering in various industrial 
fields. Typically, dust is generated when the bulk materials loaded, dumped and transferred. Since belt conveyors 
typically operate with the lowest overall transport and maintenance cost per ton, they are extensively employed to 
transport bulk materials in a great many industries, particularly those associated with mining and mineral processing. 
In the case of belt conveyors, an area of particular concern for dust control occurs during transfer of bulk material 
from one conveyor to another, namely, transfer point. Usually, a chute is employed at a transfer point to make sure 
that the loads be discharged in a centralized stream and in the same direction as the receiving conveyor. Therefore, the 
performance of transfer chutes has a significant impact on not only the efficiency of conveyor belt systems, but also 
on the level of fugitive dust emissions. In view of the current stringent standards concerning the environment, 
occupational health and safety, the study of the dust generation and discharge in a transfer chute is a matter of high 
importance to control dust emission during bulk material handling.  

At present, the main methods to elimination dusts are emission and blockage. Many dust removal devices are 
designed to control dust emission to a certain extent, but produce higher economic costs. Practice shows that the a 
reasonable design of the transfer chute can not only reduce the amount of dusts produced, but also greatly reduce the 
energy consumption generated by the use of dust removal equipments [1,2]. However, it is difficult to further improve 
the design of transfer chutes for lack of the understanding of the mechanism of dust generation and the dust 
dissipation law in the transfer chute. Moreover, due to the existing experimental conditions and test level limitations, 
experimental research is expensive and time-consuming, and is difficult to obtain particle movement information at 
the meso scale such as particle velocity, concentration and interacting force. 

With the rapid development of computer technology, numerical simulation has become another important 
method in gas-solid two-phase flow research, which serves as a powerful supplement to experimental research. Wang 
[3] had applied DEM method to simulate and optimize the bulk material transfer system by using the EDEM, but he 
did not consider the influence of the gas on the bulk material delivery process. Chen [4] used two-fluid model to 
simulate the gas-solid flow in the transfer chute, and evaluated the dust-removal effect of different transfer chutes. 
However, due to the limitation of the model per se, we cannot analyze the issue at particle scale. In this paper, the 
CFD-DEM coupling method is used to study the mechanism of gas-solid two-phase flow at meso-scale. The airflow 
in the transfer chute entrains particles, and the effect of gas on the entrainment of particles is different under different 
gas velocities. In this paper, the mechanism of dust generation is analyzed numerically by the obtained gas velocity 
and volume fraction at the bottom of the transfer chute. 

There are two different substances in the flow of the transfer chute, air and particles. From a mesoscopic point of 
view, the gas can be treated as a continuous medium, and its physical and mechanical properties, such as velocity, 
pressure, temperature, density, etc., also experience continuous changes with the position.  The motion and energy 
laws are described by mass conservation equation, Navier-stokes equation and energy equation. The particles flow are 
composed of a large number of discrete particles as discrete phase, and its velocity, position, motion and force are 
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described by Newton's third law and constitutive relation, respectively [5]. Therefore, this paper uses the CFD method 
to solve the gas phase through the open source codes OpenFOAM. and uses DEM method to solve the particle 
through open source codes LIGGGHTS. This method not only considers the complex flow of gas, but also simulates 
the complex interaction between gas-particle, particle-particle and particle-wall. 

The step-by-step CFD-DEM implementation route is shown as follows: 
(1) Predict momentum exchange in CFD 
(2) Obtain particle velocity position information by solving Newton's Law in DEM 
(3) Obtain the particle information in the DEM, identify the grid ID of the particle and set the porosity in CFD 
(4) Select the reasonable force model in CFD to carry out momentum exchange and transfer to DEM to continue 

solving 
(5) Solve the whole flow field based on the Finite Volume Method (FVM)  in CFD 

 
Simulation 

The gas-solid two-phase flow mechanism in the transfer chute is studied based on the  CFD-DEM coupling 
method. According to the previous experimental results, the iron ore particles with diameter of 4mm were selected, 
and the shape of the particles was assumed to be spherical. The geometry of the transfer chute is shown in Figure 1, 
and its height is 2.05m. Hertz-Mindlin soft sphere model is adopted as the contact model, and the particle physical 
parameters required in the simulation are shown in table 1. Potapov verified the influence of different turbulence 
models on gas-solid two-phase flow, the results show that the turbulence model has no great effects on the simulation 
result [6]. In this simulation, the k-ɛ turbulence model and the Gidaspow drag model were adopted to conduct the 
simulation study. 

 
Table1: Particle Physical Property Parameters 

Parameters Units Value 
Particle density Kg/m3 3948 
Sliding friction coefficient  0.48 
Rolling friction coefficient  0.21 
Recovery coefficient  0.48 
Mass flow rate Kg/s 4.19 
 

First, the CFD-DEM simulation of a single particle is carried out to verify its feasibility and the grid 
independence of the grid in CFD. Su[5] compared the effects of different grid scales on particle settling velocity in 
regular rectangular geometry, results show that the particle settling velocity does not change with the increase of ratio, 
when the ratio of mesh size to particle diameter is greater than 5 for large scale particles.  Multiple grids are employed 
to conduct mesh independence study, the results show that when the number of grids reaches around 18000, both the 
accuracy and efficiency can be obtained. Thus, this grid with 18426 grids was used in subsequent simulations. The 
grid partitioning is shown in Figure 2. 

 

                                                
 

Figure 1: The geometry of the chute                                             Figure 2: Grid Partitioning  

 
Results and discussion 

Through the CFD-DEM coupling simulation we obtained the gas velocity in the transfer chute. In addition, We 
used PIV measurement technology to measure the gas velocity at the bottom of the transfer chute.Comparing the 
simulation results with the experimental data, as shown in Figure 3, it shows that the simulation result is comparable 
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with the experimental result and the maximum error is 13%. It is proved that the gas-solid two-phase flow in the 
transfer chute can be well predicted by using the CFD-DEM coupling method. It can be used as a powerful tool to 
evaluate the effect of transfer chute on the particulate flow. 

 
Figure 3: comparison between simulated and experimental 

 
 
In addition, some other were also obtained through simulation, which are illustrated in the figures4-5. Figure 4 is 

the gas phase and the particle phase velocity. We can not only obtain the continuous change of gas velocity, but also 
the velocity and position information of each particle. Figure 5 is the gas volume fraction. These data can help to 
predict the dust generation in transfer chute dust. 

              
 

Figure 4: gas phase and particle phase velocity ( U-gas velocity; V-phase velocity) 
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Figure 5: Gas volume fraction 
Conclusion 

From the above, the gas-solid two-phase flow simulation in the transfer chute can be used to obtain the internal 
flow parameters on the mesoscopic scale based on the CFD-DEM coupling method. Compared with the two-fluid 
model, it not only reduces the model hypothesis, but also can obtain more information on the mesoscopic scale, such 
as the speed, position and force of each particle, which can make the results more accurate. Using this method, 
different parameters can be changed to simulate the flow mechanism in the transfer chute, which can provide possible 
optimizations for dust emission controllong. 
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Summary 

With the help of the Volume of Fluid (VOF) model in OpenFOAM framework, the air bubbles evolution and coalescence 
behaviours from submerged orifices has been investigated. First, the air bubble formation and rising process from a 
submerged orifice with different air flow rate has been simulated according to Zhang’s experiments. Results show that, 
with the increase of the air flow rate, collision and vertical coalescence occur as a result of the reinforced wake flow. The 
numerical experiment of the different spacing of the twin orifice shows that, horizontal coalescence only occur in the 
range when S/D<1.5. The results can provide useful reference for the mechanism of coalescence in boiling process. 

1   Introduction 

Due to the vast majority of nucleation sites with high randomness on the boiling surface and the complex interactions of 
the multiple sub-processes, the heat transfer mechanism during boiling process is still challenging. A single bubble on an 
active nucleation site eliminates the interaction of the surrounding bubbles, thus offering clearer insight into the details 
of bubble nucleation, growth and departure processes than natural surfaces with many cavities. Shoji and Zhang [1] [2] 
manufactured isolated cavity on copper and silicon surface, investigating the effect of cavity’s shape, size and depth on 
bubble growth and departure processes. Further investigation was conducted by arranging twin or triple artificial cavities 
with different spacing and arrangement to make clear the thermal interaction between nucleation sites and the 
hydrodynamic interaction between vapour bubbles. Three kinds of coalescence were found near the boiling surface: 
horizontal coalescence, vertical coalescence and declining coalescence. A dimensionless indicator, S/D was introduced 
as the ratio of the active sites spacing to the single bubble departure diameter. It is shown that the horizontal and declining 
coalescence only occur in the range when S/D<1.5 in the artificial surface. Similar experiment has been conducted on 
natural copper surfaces, recently. It is found that in the horizontal coalescence cases, the distances between the adjacent 
actives sites are less than 1.5 times of the single bubble departure diameter, which is consistent with Shoji’s results on 
artificial surfaces. Besides, it can been also observed that, vertical coalescence only occurs in high heat flux region, with 
horizontal coalescence and declining coalescence accompanied at the same time. 
In fact, the bubble behaviour is not only influenced by the phase change phenomenon on the boiling surface but also the 
two-phase fluid flow pattern. Zhang [3] investigated successive air bubbles formation, coalescence and departure 
behaviours from a submerged orifice, whose air flow rate was in the regime 100 cc/min ~ 2000 cc/min. As an effect of 
the wake flow, the interaction between air bubbles in vertical leads to multiple periods on the growing bubble. In Zhang’s 
work, a force balance model was developed to describe the bubble’s evolution in isothermal flow without phase change, 
including formation, interference, collision and coalescence. In current work, a series of numerical experiments based on 
OpenFOAM have been carried out to investigate the bubble behaviour from single submerged orifice. Subsequently, the 
coalescence processes of bubbles from two orifices are simulated. The criteria that horizontal coalescence occurs in 
isothermal system has been demonstrated. Current work can reveal the mechanism in the horizontal coalescence during 
boiling process from the perspective of hydrodynamic factor.  

2   Numerical Model 

interFoam is a standard isothermal two-phase flow solver based on Volume of Fluid (VOF) method in OpenFOAM. It is 
assumed that the physical properties of single phases are independent with local temperature. The two-phase fluid is 
treated as a mixture with homogeneous but not constant properties in a certain cell. In the VOF method, fluid volume 
function α (the volume fraction of the liquid phase in a cell in case of air-liquid two phase flow) is introduced as an 
indicator to distinguish the two phases and interface. The mixture density is defined as: 

 1 11 g l       (1) 

The Navier-Stokes equations of incompressible, Newtonian fluids are given as 
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The fluid volume function equation (4) can be derived from (1) and (2), as 

  0u
t





 


(4) 

In the above equations, fσ is surface tension term. Through the Continuum surface Force (CSF) model embedded in the 
solver, the surface tension in the two-phase interface is turned into the adjacent control volumes as a body force expressed 
in equation (5): 

f    (5) 

Where κ is the curvature in the two-phase interface. It can be calculated as follows, 






 


(6) 

The governing equations are discretized by finite volume method. At each time step, PIMPLE algorithm embedded in 
OpenFOAM is called to deal with the pressure–velocity solution loop. The two-phase fluid mixture properties is updated 
first. Then the fluid volume function equation is solved employing MULES (multidimensional universal limiter with 
explicit solution) limiter to guarantee the boundedness of fluid volume function. Next, the velocity field and the pressure 
field are corrected for several iterative steps. Then the turbulence model is updated and next time step will begin. 

3   Results and discussions 

3.1   Single bubble behaviour 

The air bubble formation and rising process from a submerged orifice with different air flow rate has been simulated 
according to Zhang’s experiments [3] at first. The system is supposed at a uniform temperature system and the liquid is 
water, with the kinematic viscosity of 1.05×106 m2/s. The calculated area is 3cm×6cm and 100×200 uniform grids has 
been divided in the case. An air inlet with a diameter of 2mm has been set in the bottom and there is an air space (3cm×1cm) 
above the mixture. The effect of the air flow rate on bubble departure diameter has been investigated in current simulation. 
The present prediction obtains a good agreement with Zhang’s experiment [3]. As the air flow rate increases from 
100cc/min to 2000cc/min, the bubble departure diameter climbs from 5.4mm to 14.0mm, as show in Figure 1.  

Figure 1: Variation of bubble departure diameter with the increase of air flow rate 

Figure 2 shows the formation, departure, and rising process of single bubble when the air flow rate is 100cc/min. The red 
represents liquid and the blue represents air. There are two stages during the bubble generation. From the initial time to 
the 100ms, the bubble expands in both vertical and horizontal simultaneously, during which period, the surface tension 
force keeps balance with the buoyancy. As the bubble grows larger, once the bubble buoyancy is large enough to conquer 
the surface tension force, the bubble centre raises remarkably and neck forms in the bottom. As can be seen, the bubble 
departures at 235ms and 460ms respectively, with the same diameter 5.4mm. As the distance between the bubbles is far 
enough, the influence of the wake flow of the previous bubble seems negligible. In current model, the contact angle 
between the two-phase flow and the bottom wall is set to 90°, which represents a hydrophobic surface. This may lead to 
deviation in the simulated bubble growth periods compared with Zhang’s experiment at al. [3]. 
When the air flow rate increases to 500cc/min, the bubble departures with a diameter of 7.6mm, as shown in Figure 3. 
The bubble departures at 85ms and rises up into bulk liquid. Meanwhile a new bobble forms, and departures at 155ms in 
the end. For the sake of the closer distance between the two bubbles, the wake flow induced by the rising bubble is much 
more intense than lower flow rate case. Therefore, the following bubble elongates obviously and departures with a 
slimmer shape. Consequently, the rising process of this bubble is accelerated rapidly and collides with the previous bubble 
at 195ms in the height about 2cm above the orifice. The collision finishes at 215ms and the double bubbles rise as a whole.  
In the case that the air flow rate is 800cc/min, the collision occurs at a lower position about 1.5cm and there is another 
bubble collides with the former double bubbles.  
When the air flow rate is up to 1500cc/min, vertical coalescence occurs between two successive bubbles. The first bubble 
leaves the orifice at 65ms. From 65ms, a little bubble begins to grow and at 80ms coalesces with the former bubble during 
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the growth process. Within a very short time interval of 20ms, the following bubble elongates quickly in vertical and is 
pulled up and absorbed into the upper bubble rapidly. 

Figure 2: Single bubble behaviour from a submerged orifice when the air flow rate is 100 cc/min 

Figure 3: Bubbles collision from a submerged orifice when the air flow rate is 500 cc/min 

Figure 4:  Bubbles coalescence in vertical from a submerged orifice when the air flow rate is 1500 cc/min 

Table 1: Evolution of bubble behaviours with the increase of air flow rate 

Air flow rate (cc/min) Without interaction Bubble collision Vertical coalescence 

100 ○ × × 

200 ○ × × 

500 ○ ○ × 

800 ○ ○ × 

1000 ○ ○ × 

1500 ○ ○ ○ 

2000 ○ ○ ○ 
○: existent in the case; ×: non-existent in the case.

The evolution of bubbles behaviour from single submerged orifice can be summarized in Table.1. From above analysis, 
conclusion can been drawn that, in lower air flow rate cases (less than 200cc/min), the air bubble grows and rises as a 
single bubble without interactions with each other. Owing to the strong influence of the wake flow from the rising bubble, 
when the air flow rate is higher (larger then 500cc/min), bubble collision will occur between two or several successive 
bubbles. If the air flow is up to 1500cc/min, vertical coalescence will bring about near the bottom orifice. This is analogical 
with the boiling experiment results that, the vertical coalescence will only occur at high heat flux cases. 

3.2   Bubble coalescences in horizontal direction 

Based on Shoji’s boiling experiments, the active sites spacing plays a decisive role in horizontal coalescence process. In 
current numerical experiments, double orifices has been set with three different spacing as shown in Figure 5. S/D is 
defined as the distance between the orifices divided by the single bubble departure diameter, as depicts in Figure 1. The 
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bubbles grow and rise as isolated bubbles when S/D=1.67 without coalescence, which are similar to the bubbles in two 
single orifices, as shown in Figure 5(a). When S/D is 1.48 (Figure 5(b)) and 1.67 (Figure 5(c)), horizontal coalescence 
occurs at 625ms and 200ms, respectively. The results is consistent with the conclusion at al. [2] that horizontal coalescence 
couldn’t occur if S/D>1.5.  As coalescence occurs, two bubbles merged into one bigger bubble and departures form the 
orifices as a whole.  However, it should been noted that, when S/D=1.48, after the coalescence bubble departure at 635ms, 
new bubble grows from each orifice as shown 670ms and 720ms in Figure 5(b). While in the case of S/D=0.93, coalesced 
bubble leaves the orifices at 215ms. After that, only one new bubble forms from two orifices as seen in Figure 5(c). The 
two inlets cooperate and offer air for the single bubble. The bubble grows for 170ms and departures at 385ms. The bubble 
growth period is less than the former coalesced bubble. 

(a):  S=9mm, S/D=1.67 

(b):  S=8mm, S/D=1.48 

(c):  S=5mm, S/D=0.93 

Figure 5: The bubbles behaviour from double submerged orifices with different spacing 

4    Conclusions 

A numerical simulation has been presented with VOF model based on OpenFOAM to reveal the evolution mechanisms 
of bubble behaviours. Single bubble behaviours from one orifice with different air flow rate has been investigated first. 
Results show that, vertical coalescence and collision between successive bubbles only occurs in cases with larger air flow 
rate, which should been owing to the strong wake flow from the previous bubble. The effect of the spacing between two 
orifices on the air bubbles behaviour has been investigated subsequently. The conclusion can been drawn that, horizontal 
coalescence will not occur when S/D >1.5, supporting the results of boiling experiments recently. Although the current 
research is based on isothermal system without phase change, the results may be helpful to reveal the mechanism of the 
coalescence during boiling process. 
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1 Introduction 

Gravity-driven flows of highly concentrated mixtures of granular material and water are involved in a wide variety of 
geophysical processes. Among them, natural flows such as debris flows, snow avalanches and submarine landslides 
have caused serious disasters worldwide. As compared to the relatively abundant studies of dry granular flows, study of 
granular-water mixture flows is more challenging due to the complex interactions between granular particles and the 
ambient water. The existence of ambient water has a great effect on the dynamic characteristics of dense granular flows. 

This paper presents a comprehensive two-dimensional two-phase model for inclined flows of saturated granular 
and water mixtures over erodible and rigid beds (see Figure 1). The model is based on a general collisional-frictional 
law for the granular stresses. The buoyancy and drag force are considered to represent the two-phase interactions. The 
effects of sidewall and bottom wall are also taken into account in this model.  

The present numerical model is developed via OpenFOAM® based on the solver called twoPhaseEulerFoam. The 
two-phase model is further applied to simulate the laboratory experiments of fully-developed granular-water mixture 
flows over an inclined erodible and a rigid bed. The good agreements with the measured distribution of the 
concentration, velocity and granular temperature confirm the capability of the model to capture the dynamic features of 
saturated granular-water mixture flows under different regimes. 

Figure 1: Sketches of saturated granular-water inclined flows over erodible (left panel) or rigid bed (right panel). 

2 Model formulation 

In an Eulerian-Eulerian two-phase model, the granular phase and the fluid phase are described as two interpenetrating 
continuums. The phase-averaged basic equations can thus be derived from an average of the mass and momentum 
conservation laws for the granular material and the fluid over a control volume. To consider the effects of the sidewall, 
through further averaging along transversal direction, the governing equations for the fluid and granular phase can be 
written as  
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where, the subscripts f  and s  denote quantities of fluid and granular phases, respectively; the subscripts , ,1 2i j =  

denote streamwise and vertical directions. a  is the volume fraction and satisfies 1s fa a+ = ; U  is the velocity and r  

is the material density of the relevant phase; p  is the pressure and t  is the deviatoric stress; F  represents the granular-

fluid interactive force; g  is the gravitational acceleration; W  is the width of channel and wm  is the frictional 

coefficient between granular material and the channel sidewall. 
The interaction term iF  in Eqs. (3) and (4) governs the momentum exchange between the fluid and granular phases. 

In dense granular problems, the lift and virtual-mass forces are insignificant when compared to the drag force. Thus, we 
consider only drag force in iF , as 

( ), ,i f i s iF K U U= -   (5)

where K  is a generalized drag coefficient. Considering the particle group effect, the Gidaspow’s (1994) formula is 
employed  
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where sd  is the particle diameter and the drag coefficient DC  is given by 
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in which, Res f f s s fdr m= -U U  is the particle Reynolds number and fm  is the viscosity of the fluid. 

Ignoring the fluid turbulence for dense granular problems, the shear stress of the fluid phase can be expressed as 

, ,S2f ij f f f ijt a m= (8) 

with ( ) ( ), , , ,S 1 2 1 3f ij f i j f j i f k k ijU x U x U x d= ¶ ¶ +¶ ¶ - ¶ ¶  being the tensor of the deviatoric rate of fluid strain.  

Flows of granular material generally cover two contrasting regimes: the rapid regime in which intense collisions 
occur among granular particles, and the quasi-static regime when enduring inter-particle contacts are predominant. To 
accurately describe the granular stresses in various regimes, a general collisional-frictional law is adopted, including a 
rate-dependent collisional part and a rate-independent frictional part 

, , ,,    c f c f
s s s s ij s ij s ijp p p t t t= + = + (9) 

where the superscripts c  and f  represent the collisional and frictional components of the granular stress, respectively. 
The collisional pressure can be formulated by the kinetic theory of Lun et al. [1], 

( )1 4c
s s s sp Ra r ha= Q + (10) 

where, Q  is so-called granular temperature, representing the kinetic energy of the granular material due to velocity 

fluctuations; ( ) ( )32 2 1s sR a a= - -é ù
ê úë û  is the particle radial distribution function; ( )1 2eh= +  with e  is the restitution

coefficient of particle collisions, defined as 
. -0.52 85Stde e= - (11) 

which has proved effective for various types of granular material. de  is the restitution coefficient of dry granular 

particles, which is often suggested to be 0.9 for glass beads. The Stokes number adopted here is a function of the 

granular temperature: ( ).0 5St 18s s fdr m= Q . 

The governing equation for the granular temperature Q , taking into account the effect of the fluid phase [2], can 
be written as  
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where, the first term on the right side represents the diffusion of fluctuating energy with sk  being a diffusion coefficient; 

the second term is the production of fluctuating energy due to shear in the granular material; sJ  is the energy 

dissipation due to inelastic particle collisions; and G  represents the production or dissipation due to interaction between 
the granular particles and the fluid. Based on the kinetic theory of Lun et al. [1] and Gidaspow [2], 
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Following Lun et al. [1], the collisional shear stress for granular material can be written as  

, ,2c c
s ij s s ijSt m= (15) 

with ( ) ( ), , , ,S 1 2 1 3s ij s i j s j i s k k ijU x U x U x d= ¶ ¶ +¶ ¶ - ¶ ¶  being the tensor of the deviatoric rate of granular strain. 

The granular viscosity c
sm  can be determined as 
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Frictional stress develops when contacts between granular particles become long-lasting and form a granular 
skeleton. For cohesionless granular material, the frictional stress may be generally expressed as 

, ,S2f f
s ij s s ijt m= (17) 

where f
sm  is the viscosity due to inter-particle friction, formulated as  
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in which, f
sp  is the frictional normal stress; , ,

ˆ 2 s ij s ijS S S= ; and f  is the internal friction angle of the granular 

material. f
sp  is evaluated using an empirical relation 
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where maxa  is the close-packed volume fraction and mina  is the loose-packed volume fraction. The frictional pressure 

vanishes when the volume fraction sa  is less than mina . The values of maxa  and mina  depend on the arrangement 

pattern and size distribution of the granular particles. h , 1g  and 2g  are empirical constants. 

3 Validation and results 

Saturated granular-water inclined flows over an inclined erodible and a rigid bed [3, 4], as ideal configurations of fully 
developed debris flows, are tested and performed in this work. The slope inclination, granular properties and other 
parameters used in our model are summarized in Table 1. To obtain a steady uniform flow condition observed in 
experiments, periodic boundaries are used for the left and right boundaries of the computation domain (see Figure 1). A 
non-slip boundary condition is applied on the bottom for the erodible bed case, due to the presence of a static layer 
beneath the flow layer. However, for the rigid bed case, intense collisions occur between the granular particles and the 
bottom wall. To describe the collisional mechanism near the wall, a collisional boundary condition is employed 
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Here, y  is the roughness of the wall; we  is the restitution coefficient between granular particles and the wall; 
( ),1 2n n=n  is the unit normal vector of the wall. 
Figure 2 shows the comparisons between the numerical results and the experimental data, in terms of the 

concentration, velocity and granular temperature distributions. The distribution profiles appear a significant difference 
between erodible and rigid bed cases. For saturated granular-water flows over an erodible bed, the granular 
concentration decreases monotonically over depth, with maximum values close to the packed bed. The velocity profile 
is convex, with maximum gradients close to the free surface. The granular temperature, i.e., the fluctuation energy of 
the granular phase, remains nearly zero close to the bed and increases linearly over depth, reaching its maximum at the 
free surface. In the case of the granular-water flows over a rigid bed, the distribution profiles become quite different. 
The granular concentration is minimum at the bed, reaches a maximum towards the centre and reduces again near the 
free surface. The velocity profile is slightly concave, with its steepest gradients near the bed. The granular temperature 
is maximum near the bed and decreases towards the free surface, presenting a contrary variation compared to the 
counterpart in the erodible bed case. The overall agreements between the numerical results and experiments 
demonstrate the capability of our model to simulate the gravity-driven granular-water mixture flows. 
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Table1: Parameters for numerical simulations 

Parameter Erodible bed Rigid bed Parameter Erodible bed Rigid bed 

q 8° 22° maxa 0.7 0.7 

h 62 mm 31 mm mina 0.5 0.5 

sr 2210 kg/m3 1540 kg/m3 h 4×10-4 4×10-4 

fr 1000 kg/m3 1000 kg/m3 1g 2 2

sd 6 mm 3.7 mm 2g 5 5

de 0.9 0.9 wm 0.4 0.4
f 20° 35° y -- 0.9

0a 0.56 0.545 we -- 0.7

Figure 2: Depth profiles of concentration, velocity and granular temperature of the granular phase over erodible (top panel) 
and rigid bed (bottom panel).  

4 Conclusions  

An Eulerian-Eulerian two-phase model based on a general formulation of the granular stress is developed for granular-
water mixture flows. In the model, the kinetic theory is extended to consider the influences of the ambient fluid and 
employed to compute the collisional stress in the granular phase. For the frictional stress, an improved formula derived 
by statistically averaging the individual contact forces among cohesionless particles is employed. The proposed two-
phase model is successfully applied to the saturated granular-water inclined flows over both erodible and rigid bed. The 
various distribution profiles of granular concentration, velocity and granular temperature are well captured by the model. 
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A novel two-way coupled Eulerian-Eulerian CFD formulation for simulating particle-laden flows is presented. It is based
on a new viscous model of the particle phase, and turbulent dispersion through a turbulent drag term in the phase-averaged
momentum equations as detailed by [1]. This approach allows explicit resolution of both saltation and suspension
layers without resorting to empiricism, unlike other one-way coupled Eulerian-Eulerian approaches based on mixture
formulations using the convection-diffusion particle transport equation, or the Volume of Fluid method. Successful
validations are carried out against detailed measurements from controlled experiments of drifting snow and sediment
suspension, by [2]. The present two-way coupled approach is found capable of accurately predicting snowflux and airflow
profiles as shown in Figure 1. Comparison is also made to the results of a one-way coupled method by [3] based on the
convection-diffusion equation for transport of solid sediment. Both approaches are used for simulating an experiment
by [4] of sediment suspension in a laboratory flume. The two-way coupled approach is shown capable of accurately
predicting both sediment concentration and water velocity profiles, more accurately than the one-way coupled approach
as shown in Figure 2. In Figure 3, the present two-way coupled approach is also shown capable of accurately predicting
the sediment fall velocity and wall effect, without the need for the empirical relationships used for the one-way coupled
approach that predict a constant sediment fall velocity throughout the entire computational domain.

Figure 1: Comparison of the two-way coupled approach numerical profiles of snowflux (left) and non-dimensional airflow
velocity (right), to the experimental measurement at the X = 9m measurement station, for an average particle size of 0.6mm.
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Figure 2: Comparison of the numerical profiles of sediment volume fraction (left) and non-dimensional water velocity (right), of
the two-way coupled approach (Euler-Euler) numerical profiles to the one-way coupled approach numerical profiles (sedFoam),
and the experimental measurement at the X = 600cm and X = 300cm measurement stations.

Figure 3: Comparison of the numerical profile of sediment fall velocity as calculated using the two-way coupled approach, to
the average of the experimental fall velocity at the X = 300 cm measurement station.
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1. Introduction

      Gas-liquid stirred tank reactors are widely used in chemical, biochemical and petrochemical industries. The 
interaction between stationary baffles and rotating impellers produces complicated and highly turbulent flow, which in 
turn has substantial influence on gas holdup, bubble size distribution and interphase transfer efficiency. It is very 
important to understand the gas-liquid turbulence in stirred tanks for successful reactor design and scale-up. 
      During last decades computational fluid dynamics (CFD) methods have been developed for resolving turbulent 
hydrodynamics in gas-liquid stirred tanks. In the simulation of gas-liquid stirred tanks, due to the simplicity, the k- 
model is usually the preferable choice to simulate the liquid turbulence. Among the various formulations of the k- 
models (standard, RNG and realizable), the standard model has been most widely used. The realizable k- model was 
also employed for simulating the gas-liquid hydrodynamics and mass transfer in stirred tanks. The predictions of liquid 
velocity, local bubble sizes and dissolved oxygen concentration were in good agreement with experimental data 
reported in the literature. However, there is currently no clear justification on the choice of different formulations of k- 
models for simulating gas-liquid stirred tanks.  

The purpose of this work is to provide detailed investigation on the turbulence modelling in simulating of a gas-
liquid stirred tank. Also, the previous studies in the literature are performed in different commercial CFD tools. The 
other objective of this work is to make the validation of the open source CFD tool OpenFOAM, which has been not 
done until the date for gas-liquid stirred tanks. The simulation results are compared with the data in the literature. The 
different formulations of k- models are more specifically investigated and the influence of bubble-induced turbulence 
is also evaluated by the comparison with the liquid turbulent kinetic energy. 

2. Mathematical models

The CFD simulation is performed with the two-fluid model. The continuity and momentum equations of the gas and 
liquid phases are written as 
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where k refers to the phase (l for liquid and g for gas), U is the phase velocity,  is the volume fraction of each phase, 
is the effective stress tensor, Mk is the interfacial momentum transfer term due to various interphase forces. The term F 
represents the Coriolis and centrifugal forces expressed in the MRF method for rotating flows and it is calculated as 

 k k k kα ρ  F U (3) 

where  is the angular velocity vector. 
In this study the only drag is considered, while the other forces are neglected since they have little effect on the 

flows. The momentum interfacial transfer term due to the drag force is calculated as 
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where db is the mean bubble size and CD is the drag coefficient determined by the flow regime and the liquid property. 
Here the drag coefficient follows the model proposed by Khopkar et al. [8] as 
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where  is the Kolmogorov scale, K is an empirical constant, K = 6.5 10-6, CD0 is drag coefficient for a single bubble
rising in a stagnant liquid and it is estimated as 
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where the bubble Reynolds number Re and Eötvös number Eo are defined as 
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    The k-ɛ models with three formulations (standard, RNG, and realizable) are implemented with the two-fluid model. 

3. Numerical simulation

      Nowadays the open source CFD tool OpenFOAM gains some success in the multiphase flow simulation. The 
OpenFOAM package offers the possibility to have insight into the source codes and hence it is of great convenience to 
implement various physical models. In this work, the two-phase flow solver is developed based on the 
twoPhaseEulerFoam solver in OpenFOAM-2.3.1. Our solver is rewritten into the incompressible version, since the 
compressibility is quite small in the simulation. The effect of phase inversion has been treated using the blending 
methods. The different formulations of k- turbulence models for liquid turbulence are implemented into the solver. 

The linear equation systems resulting from the finite volume discretization are solved in a segregated fashion. The 
pressure-velocity coupling is handled using the PISO solution algorithm. The interphase coupling terms in the phase 
momentum equations are treated using the semi-implicit method. First, the gas phase fraction equation is solved. 
Second, the pressure equation is constructed from the continuity equations and solved. Third, the predicted phase 
velocities are corrected by the new pressure fields.  

   The gas-liquid flow generated by the six-bladed down-pumping pitched-blade turbine in a stirred tank is simulated. 
The diameter of the cylindrical vessel is T = 0.19 m. More details of the configuration can be found in Aubin et al.[1]. 
The vessel is filled with water and air is supplied at the volumetric gas flow rate of 4.29  10-5 m3/s. The mean bubble 
size of 4 mm is used in this work. The impeller rotational speed is equal to 300 rpm. Differently from the work of 
Khopkar et al. [2], the whole geometry of the stirred vessel is considered as the computational domain. By using the 
MRF method, the computational domain is divided into two cell zones, one for the rotating reference frame and the 
other for the stationary reference frame.  

Initially, the static water exists in the stirred tank and the gas holdup is set to be zero within the static water. The 
gas distributor is treated as a uniform inlet with the gas volume fraction of 1.0. The liquid inlet velocity is set to zero for 
all test cases because of no water supply into the stirred tank. The pressure at the inlet is specified using the zero 
gradient boundary condition. At the outlet, the pressure is specified as atmospheric pressure. The no-slip boundary 
condition is applied at the wall for the velocities of gas and liquid phases. The standard wall function is used to specify 
the turbulence quantities. The transient solutions are performed for 20 s and the time-averaged results are obtained 
using the field averaging utility. 

4. Results and discussion

Figure 1 shows the predicted profiles of liquid axial velocity using three k- models. The three models give very 
close results at the axial position z/T = 0.31, but the agreement with experimental data is still not obtained. The flow 
fields predicted using the three k- models are shown in Figure 2. It can be seen that similar results are found between 
the standard and RNG models. Differently, in the upper region of the vessel, the higher liquid velocity is predicted 
using the realizable model.  
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Figure 1: Comparison of liquid axial velocity predicted using three k- models. 
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Figure 2: Comparison of liquid velocity fields predicted using three k- models.

Figure 3 gives the profiles of liquid turbulence quantities predicted using the three k- models. In Figure 3(a), the 
overprediction on turbulent kinetic energy is also provided by the realizable model. Although the peak in turbulent 
kinetic energy is underpredicted by the RNG model, good agreement with experimental data is found at the other radial 
positions. Comparing with the standard and realizable models, the RNG model gives smaller values of turbulent kinetic 
energy. The RNG model is more responsive to the effects of rapid strain than the standard model. In the rapid strained 
flows, the RNG model predicts a lower turbulent viscosity than the standard model, as shown in Figure 3(c).The 
turbulence production term becomes smaller and thus the turbulent kinetic energy is reduced. 

In Figure 3(b), the smaller values of the dissipation rate of turbulent kinetic energy are also observed for the RNG 
model, which is due to the smaller turbulence production term in the transport equation of dissipation rate. In Figure 
3(c), a different profile of liquid turbulent kinematic viscosity is predicted using the realizable model and the largest 
value is observed near the impeller blade tip (r/R = 0.5). It was reported that the realizable model has a limitation that it 
produces non-physical turbulent viscosity in the situations when the computational domain is composed of both rotating 
and stationary zones. Therefore, great caution should be given when using the realizable model to predict the turbulent 
viscosity. 
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Figure 3: Comparison of liquid turbulent kinetic energy (a), dissipation rate (b) and turbulent kinematic viscosity (c) 

predicted using three k- models. 
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The strong interaction between the submerged oscillating bubble and the free surface will cause complex phenomena
[1]. The dynamics of the collapsing bubble and the free surface is severely dependent on γf , which stands for the non-
dimensional bubble-free surface distance scaled with the maximum bubble radius. When γf is sufficiently small, the
bubble will burst at the free surface [2]. The present study performs the simulation using the compressible two-phase
flow solver implemented in OpenFOAM. OpenFOAM is now a popular tool utilized for simulating bubble dynamics. The
excellent examples are the work of Han et al [3] studying the dynamics of the laser-induced bubble pairs, the work of
Koch et al [4] calculating the growth and collapse of the bubble with mass conservation improved, the work of Moezzi-
Rafie et al [5] investigating the flow physics of the bubble implosion and the work of Lechner et al [6] researching on the
pressure and tension waves from bubble collapse near a solid boundary. VOF method is utilized and it allows to simulate
the complex physical phenomena, like splitting and coalescence of the bubble, smoothly without artificial interference.
The adiabatic equation of state for the gas and the Tait equation for the water are adopted, which leads to the closure of
the Navier-Stokes equations with energy equation omitted. Complex dynamic behaviors of the bubble and free surface
are well predicted.

(a) t = 0ms (b) t = 1ms (c) t = 1.5ms

(d) t = 1.7ms (e) t = 2ms (f) t = 3ms

Figure 1: Bubble oscillating near the free surface

Fig. 1 shows the dynamic behaviors of a bubble initially located 8.1mm below the free surface. The initial bubble radius is
1.9mm and the initial bubble pressure is 10MPa in Fig. 1(a). The free surface is pushed upward by the expanding bubble.
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The bubble cannot maintain its spherical shape due to the attraction by the free surface, as shown in Fig. 1(b). When the
bubble starts to collapse, a high pressure region is induced between the top of the bubble and free surface. The bubble is
repelled by the free surface, leading to a downward liquid jet, as shown in Fig. 1(c). The liquid jet impacts on the opposite
side and a toroidal bubble is generated. The toroidal bubble goes through splitting and coalescence during its rebounding
phase, as shown in Fig. 1(d) and Fig. 1(e). The water spike grows continuously along with the oscillation of the bubble.
An interesting phenomenon called “crown spike” can be observed in Fig. 1(f).
Fig. 2 shows the case of the bursting of the bubble near the free surface. In Fig. 2(a), the initial radius of the bubble radius
is 5mm and the initial bubble pressure is 20MPa. The initial bubble-free surface distance is 10mm. As shown in Fig. 2(b),
there is still a free surface hump as the bubble expands. The water layer between the top of the bubble and the free surface
breaks up when it is thin enough, as shown in Fig. 2(c). The cavity generated by the bursting continues to expand with
inertial effect, as shown in Fig. 2(d).

(a) t = 0ms (b) t = 0.1ms

(c) t = 0.2ms (d) t = 0.3ms

Figure 2: Bubble bursting at the free surface
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1 Introduction

Gas-liquid flow systems are often encountered in the chemical process industry, with various scales ranging from
large bubble columns, plate columns, agitated vessels, surface aerators, jets, static mixers or micro-reactors. Their
applications are generally reactive flow systems, mixing, stripping or saturation systems. Complex phenomena of
turbulent hydrodynamics involving breakup and coalescence, coupled with gas-liquid mass and heat transfers, appear
in such systems. Thanks to the increase of computing resources, highly resolved simulations gain more and more interest
to analyze in detail the physics of such multiphase flows. Many numerical methods have emerged to attempt to simulate
gas-liquid flows. Among these, implicit interface capturing approaches like volume of fluid (VoF) [1] and level set (LS) [2]
have proven to be efficient in simulating multiphase flows.

Before running into complex geometries, elementary quantitative benchmark configurations are essential for
validation and comparison of interfacial flow solvers. Hysing et al. [3] have proposed a 2D benchmark consisting in
a single rising bubble in a quiescent liquid. Two different cases are described in [3], corresponding to different density,
viscosity and surface tension ratios. More recently, Adelsberger et al. [4] have published a 3D equivalent of the same
benchmark. For both these benchmarks, result data was made available online by the authors at the URLs mentioned in
the bibliography.

Roenby et al. [5] have recently developed a new geometric VoF method, called isoAdvector, for advecting the
interface between two incompressible fluids. This method was implemented in OpenFOAM-v1706 in the new solver
interIsoFoam. IsoAdvector gives a sharper interface, but validation data for this new method is still sparse, especially
for surface tension dominated flows. Following the single rising bubble benchmarks [3, 4], the objective of this paper is
to perform quantitative comparisons of the isoAdvector method with the benchmark data. Furthermore, the isoAdvector
results are compared with results from OpenFOAM’s original interfacial flow solver, interFoam.

2 Numerical methods

We consider here an unsteady, laminar and incompressible two-phase flow. The governing equations are the continuity
equation for the fluid-wise constant mass density field, the Navier-Stokes equations for the momentum evolution, and the
incompressibility condition for the velocity field.

In the VoF method, the continuity equation is converted into an evolution equation for the volume fraction field α,
representing for each cell the fraction of its volume, which is occupied by one of the two fluids. Special care must be
taken in the numerics to prevent smearing of the α-field and at the same time keeping it bounded (0 ≤ α ≤ 1). In
the interFoam solver, sharpness is obtained by introducing an artificial interface compression term in the α-equation
[6], and boundedness is ensured by employing the MULES limiter (Multidimensional Universal Limiter with Explicit
Solution). More details can be found in Deshpande [7].

The solver interFoam has been widely used and validated [8, 9, 10, 11], but under some conditions the described
method may fail in keeping the interface sufficiently sharp. Furthermore, the heuristic nature of the added compression
term can lead to inaccurate interface advection and undesirable features such as unphysical ripples on the interface
[12, 13]. This motivated the developmed of the isoAdvector geometric VoF method, which was first presented by
Roenby et al. [5]. Here it was tested with a variety of pure advection cases yielding very good results in terms of
volume conservation, interface sharpness, boundedness and shape preservation. With recent improvements, the method
has been made consistently second order for all mesh types (See Scheufler and Roenby [14]). The isoAdvector method
implements new ideas in both the interface reconstruction step and the interface advection step. The reconstruction step
uses efficient isosurface calculations to compute the distribution of fluids in a grid cell. The interface advection step uses
a novel division of a physical time step into sub-time steps on which the volume fraction flux through a cell face can be
calculated analytically under the assumption that the interface is moving steadily across the face during the interval. In
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the development of this procedure, no assumptions are made on the shape of a cell face, which makes the advection step
applicable on arbitrary meshes.

Except for the interface advection step, the interIsoFoam (isoAdvector) solver is identical to the interFoam
(MULES) solver. They both solve the governing system of equations in a seggregated manner using the PIMPLE
algorithm (a combination of the SIMPLE and PISO algorithms) for pressure-velocity coupling. Strictly speaking,
isoAdvector and MULES also differ in the way rhoPhi (used in the momentum convection term) is calculated, which is
described in [13].

3 Definition of test case

The test case number 2 as described by Hysing et al. [3] has been used here. We have used only this second test case
as it is more representative of final industrial applications. The 2D case setup is schematized in Figure 1. First phase
(liquid) properties are ρ1 = 1000 kg/m3, µ1 = 10 kg/(ms), while second phase (gas) takes ρ2 = 1 kg/m3, µ2 = 0.1
kg/(ms) as physical parameters. The surface tension is σ = 1.96 kg/s2. Gravity is taken as g = 0.98 m/s2. Extension of
the case to 3D is straightforward.

Figure 1: Configuration and
boundary conditions for 2D bub-
ble benchmark.

Square/cubic cells were used for all simulations in 2D/3D. Six grid resolutions
have been used ranging from 20 to 640 cells along the x direction, with the cell size
halfed in each refinement. The bubble was initialized as a cylinder in 2D and as a sphere
in 3D using the setFields utility. The Crank-Nicolson second order time scheme
with blending coefficient 0.9 has been used for all computations. The convective term
was treated with Gauss limited linearV 1, and in the MULES simulations
Gauss vanLeer was used for the α convection. The Gauss linear scheme
was used for gradient terms. The GAMG implicit solver was used for pressure
terms, while the smooth solver was used for the velocity. Constant time steps have
been used, starting at ∆t = 0.002 s for the coarsest level and reduced for finer
grids to keep the maximum CFL number below 0.05. The PIMPLE algorithm was
run in PISO mode (nOuterCorretors set to 1) with 3 PISO correctors. Setting
momentumPredictor to true was important for accuracy with isoAdvector.
Computations were run up to time t = 3 s in 2D and t = 3.5 s in 3D.

4 Results

Post-processing quantities of interest are described in details in [3, 4]. These
are the vertical position of the bubble centroid, the bubble rise velocity, the bubble
circularity/sphericity, bubble area/volume and surface perimeter/area in 2D/3D. The
circularity/sphericity is the inverse ratio of the bubble surface perimeter/area to the
area/volume-equivalent circle/sphere in 2D/3D. It takes the value 1 at the beginning of
the computation and decreases as the bubble deforms.

The Figure 2 shows the bubble shape obtained with MULES and isoAdvector
for the finest 2D simulation at time t = 3 s together with results from the reference
data from [3]. Slight differences appear in the prediction of the front and back
main interface positions (see zooms 1 and 2), with the most noticable difference being
isoAdvector falling slightly behind the other methods. All the codes predict rather different trains of detached bubbles (see
zoom 3 frame). The time evolution of Figure 3 shows a comparison between MULES and isoAdvector at grid resolution
160, and for the 2D calculations. Again results are very similar, especially for the main bubble shape, and we see a small
retardation of the isoAdvector bubble compared with the MULES bubble towards the end of the simulation.

Figure 4 shows 3D results for the rise velocity and sphericity. MULES and isoAdvector results are almost identical.
When compared with the available reference data, the bubble rise velocity is, however, overpredicted by both solvers.
This discrepancy will require further investigation, as the results obtained in reference [4] using interFoam version
2.2.2 differ from the currently used version taken from OpenFOAM-v1712. The right hand side of Figure 4 shows that
sphericity results start to differ between MULES and isoAdvector at times larger than roughly 2.5 s. This is mainly
explained by the presence of small trains of detached bubbles in the isoAdvector run. The available reference data shows
that the scatter between all the different solvers is important at large times. This is again explained by the prediction of
different structures in the bubble queue, as observed in 2D (see also Figure 2).

3D computations have been run on the Occigen supercomputer at CINES, on Intel Xeon E5-2690V3. The largest
computation with 320 × 640 × 320 = 65536000 cells was run on 504 cores for 29.25 hours for MULES versus 26.78
hours for isoAdvector (so about 10% faster).
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Figure 2: Comparison of bubble shapes at final time t = 3 s for 2D test case.
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Figure 3: Time evolution of bubble shapes for 2D test case at resolution 160× 320. Comparison of MULES with isoAdvector.

5 Summary

This paper has shown a quantitative validation of the isoAdvector method against MULES and other codes. The test
case used is the Hysing benchmark, both in 2D and 3D. isoAdvector has been verified to work for rising bubble simulation
with similar accuracy as MULES and with a sharper interface and slightly smaller calculation times. This reference case
will be contributed to the OpenFOAM R© tutorial wiki.
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Introduction
Multiphase flows are present in numerous situations in our daily live, may it be the droplet on a window while it is raining,
or the liquids that we drink. They are relevant in a wide variety of industrial processes e.g. rain drops on the windshield
of a car or a drop of blood in a micro fluidic device.
Within such applications, only few situations arise where there is no relevant interaction with a solid boundary as e.g.
with free flow of a bubble in a column reactor. In most devices, wall boundaries are a relevant factor, as these may e.g.
give the shape of the product or can cause undesired inclusions reducing the product’s quality and mechanical stability.
Consequently, it is crucial to provide CFD tools that can be used within the development process of products that deal
with wetting phenomena in their application or during their production.
Multiphase flow phenomena on the drop or bubble scale are usually modeled via a continuum mechanical approach which
is followed in this work. Here, an incompressible, immiscible, Newtonian fluid with constant fluid properties in each phase
is considered. In this work, the multiphase flow is modeled as a free surface flow, where the gaseous phase is neglected.
Additionally, Marangoni effects are neglected. This leads to solving the Navier-Stokes equations in combination with
the mass and momentum transmission conditions at liquid free surface on a deforming domain Ω−(t). In addition to the
constitutive equation for the Cauchy stresses S and a relation for the dynamic contact angle is required. As boundary
conditions on the wall, a generalized slip boundary condition with slip coefficient β is assumed. This yields the following
analytical model:

Mass & momentum conservation
for t > 0, x ∈ Ω±(t)

divv = 0

ρ∂tv + ρ div(v ⊗ v) = divS + ρg

Mass & momentum transmission
for t > 0, x ∈ Σ(t)

JvK = 0

−JSKnΣ = σκnΣ

Boundary conditions
for t > 0, x ∈ S(t)

v · nS = 0

PSv + βPSSnS = 0

Constitutive equations

S = −pI + µ(∇v +∇vT)

θ = f(Ca), Ca = µvΓ/σ

Jump brackets:

JφK := lim
h→0

(φ(xΣ + hnΣ)− φ(xΣ − hnΣ))

nΣ

tΣ

Ω−(t)

Ω+(t)

θ

S(t)

Σ(t)

Γ(t)

Figure 1: Illustration of bulk phases for the gaseous and liquid phases Ω+(t) and Ω−(t) that are separated by the liquid gas
interface Σ(t). The droplet wets a planar solid wall on the area S(t) and forms a contact line Γ(t) where surface normal and
tangent vectors nΣ and tΣ are depicted. As the domain changes over time, all illustrated quantities depend on time t.
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Here, µ and ρ are the dynamic viscosity and density of the liquid, vΓ is the contact line velocity, κ is twice the mean
curvature of the free surface, σ is the surface tension coefficient, g is the vector of gravitational acceleration, and Ca is
the capillary number. The relevant sets are the gaseous and liquid phases Ω−(t) and Ω+(t), the interface Σ(t), the contact
line Γ(t) and wetted wall S(t), all illustrated in figure 1. Furthermore, PS is the projector onto the wall boundary.
While multiphase flows are undoubtedly relevant in various phenomena in nature and industry, it is still under debate
what models are needed to resolve certain hydrodynamic phenomena. Simpler models are of the form θ = f(Ca). In
the simplest way, the contact angle is modeled constant or via a advancing and receding contact angle. Experimental
results can provide a functional relation, e.g. [1, 2, 3]. More sophisticated models e.g. [4] addresses the moving contact
line paradox, see [5] however, they require the solution of coupled partial differential equations on the boundaries of the
moving liquid domain.

ALE - Interface Tracking
The wetting problem described above is solved with OpenFOAM’s arbitrary Lagrangian Eulerian (ALE) interface tracking
method [6, 7]. With this approach a subset of the mesh boundary coincides with the interface allowing to accurately track
its deformation. This means that when the interface is moving, the interface mesh is following this change. Aiming for
mass conservation, the interface is moved using a control-point based algorithm [8]. To maintain overall mesh quality, the
bulk mesh has to adapt to this deformation by mesh motion (controlled by mesh modifiers) or remeshing. While the effort
to move the mesh is extensive and does also limit the capability to capture highly deforming domains without remeshing,
it provides a consistent surface mesh. This outstanding feature of the interface tracking method can be used to simulate
the evolution of surface active species (surfactants) usually present on the liquid gas interface by means of a finite area
method. This is an important feature to model actual physical systems, as even a small contaminations by surfactants can
significantly influence the surface tension coefficient and thereby the hydrodynamics of flow [9, 10, 11].

Results
The ALE interface tracking method has been extended to handle wetting phenomena and provides a library for dynamic
contact angle models. Boundary conditions have been added to allow the simulation of wetting of planar surfaces. These
simulations include among others the verification case where a drop is spreading on a planar surface for varying Eötvös
numbers. A more complex validation is performed by comparison to experimental data. This allows to compare results
for varying wall boundary conditions where the contact line of a drop with increasing volume is modeled.

Stationary Droplet

To validate the wetting models that have been implemented into the existing ALE interface tracking framework, the test
from [12] is used. This setup can be used in 2D or 3D and consists of a droplet that is initialized as e.g. a hemisphere. Then,
the simulation is started to obtain the stationary state of the system. When varying the Eötvös number e.g. by varying the
magnitude of the gravitational acceleration, the stationary state of the drop is flattening with increasing Eötvös number.
Analytic reference solutions are available for one regime where gravitation is the dominant effect and the other where
surface tension is the relevant influence on the drop shape. In addition simulation results from a volume of fluid approach
are available for the full spectrum of Eötvös numbers including the transition region between the two regimes mentioned
before. Results for this test case are given in figure 2. It can be seen that the ALE simulation results show an overall
excellent agreement with the analytic reference solutions as much as with the simulation results from [12].

Figure 2: Comparison of non-dimensional stationary drop height e∗ over varying Eötvös numbers. The straight horizontal line
at e∗ = 1 shows the limit vanishing Eötvös number. The dotted line indicates the limiting case for a gravity dominated regime.
Reference data from a volume of fluid method (VOF) obtained from [12] is (blue circles) compared to ALE interface tracking
results from OpenFOAM (red crosses).
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Growing Droplet

In order to evaluate the implemented wetting model in comparison to experimental data, a spherical cap shaped drop is
initialized. Here, the initial contact angle depends on the equilibrium contact angle of the fluid-surface combination. To
achieve a moving contact line situation, liquid is pumped into the droplet from an opening on the surface. This setup is
illustrated in figure 3. It shows the clipped region of a liquid drop on a planar surface. The colored mesh indicates the
magnitude of the velocity inside the liquid bulk phase. The light blue stream lines illustrate the inflow of liquid from the
bottom. The inflow region can be identified by a higher velocity magnitude marked in red. A coarse mesh is shown to
illustrate the structure of the mesh. Here, a constant contact angle model with θ = 70◦ is used. This experimental setup
allows to compare a variety of properties such as e.g. interface shape, dynamic contact angles, etc.

Figure 3: Clipped part of a hemispherical droplet with a radius of 5 mm for a preliminary study for comparison to experiments.
Constant contact angle model with θ = 70◦. Inflow of liquid with Poiseuille flow profile and volume flux of 10−6 m3 s−1 through
pipe with radius of 2 mm. Mesh color signifies the magnitude of the bulk velocity. The stream lines are indicated with light blue
lines.

Relevance
Wetting phenomena are relevant for a wide variety of phenomena in nature and countless technical applications. Especially
for technologies where high resolution of the interface is of importance when surfactants come into play the interface
tracking method can provide detailed local information. With the implemented contact angle models, it is possible to
capture basic wetting phenomena and to evaluate the models performance in comparison to experiments. In addition, the
influence of the wall boundary conditions on the flow field can be investigated. The presence of OpenFOAM’s finite area
method promises an extension and hence a direct comparison to Shikhmurzaev’s interface formation model. Furthermore,
the incorporation of wetting models into the existing ALE framework will allow to investigate the influence of surfactants
on the wetting behavior in the future.
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[8] S. Muzaferija and M. Perić, “Computation of free-surface flows using the finite-volume method and moving grids,”
Numerical Heat Transfer, Part B: Fundamentals, vol. 32, no. 4, pp. 369–384, Dec 1997. [Online]. Available:
http://dx.doi.org/10.1080/10407799708915014

[9] K. Dieter-Kissling, H. Marschall, and D. Bothe, “Direct numerical simulation of droplet formation processes under
the influence of soluble surfactant mixtures,” Computers & Fluids, vol. 113, pp. 93–105, May 2015. [Online].
Available: http://dx.doi.org/10.1016/j.compfluid.2015.01.017

[10] C. Pesci, K. Dieter-Kissling, H. Marschall, and D. Bothe, “Finite Volume/Finite Area Interface Tracking method for
two-phase flows with fluid interfaces influenced by surfactant,” in Progress in colloid and interface science, M. T.
Rahni, M. Karbaschi, and R. Miller, Eds. CRC Press, Taylor & Francis Group, 2015, ch. 18, pp. 373–409.

[11] C. Pesci, A. Weiner, H. Marschall, and D. Bothe, “Computational analysis of single rising bubbles influenced by
soluble surfactant,” ArXiv e-prints, Dec. 2017.

[12] J.-B. Dupont and D. Legendre, “Numerical simulation of static and sliding drop with contact angle
hysteresis,” Journal of Computational Physics, vol. 229, no. 7, pp. 2453–2478, Apr 2010. [Online]. Available:
http://dx.doi.org/10.1016/j.jcp.2009.07.034

184

http://dx.doi.org/10.1016/0021-9797(75)90225-8
http://dx.doi.org/10.1007/BFb0116200
http://dx.doi.org/10.1016/0301-9322(93)90090-H
http://dx.doi.org/10.1146/annurev-fluid-011212-140734
http://ara.srce.hr/index.php/record/view/144806
http://www.sciencedirect.com/science/article/pii/S0045793011003380
http://dx.doi.org/10.1080/10407799708915014
http://dx.doi.org/10.1016/j.compfluid.2015.01.017
http://dx.doi.org/10.1016/j.jcp.2009.07.034


The 13th OpenFOAM Workshop (OFW13), June 24-29, 2018, Shanghai, China

A HIGH FIDELITY WAVE MAKER BASED ON MULTI-MOMENT FINITE VOLUME 
FORMULATION AND THINC METHOD

ZHIHANG ZHANG1, XIZENG ZHAO2, BIN XIE3

1Ocean college, Zhejiang University, lokikerry@zju.edu.cn
2Ocean college, Zhejiang University, xizengzhao@zju.edu.cn

3School of Naval Architecture, Shanghai Jiaotong University, xie.b.aa@sjtu.edu.cn

Keywords: Free-surface waves, numerical dissipation, phase shift, interFoam solver, third-order accurate model

Second-order accurate numerical methods underpin the majority of industrial CFD solvers as well as the open-source CFD
library OpenFOAM. Based on these methods, wave makers are expected to suffer from excessive numerical viscosity,
resulting in notable dissipation and reduction in wave energy even for zero physical viscosity. Commercial software
STAR-CCM+ and open-source solver interFoam(a multiphase solver within OpenFOAM) are widely used for simulations
of free-surface waves in oceanographic engineering and coastal engineering. Simulations of regular-wave propagation
with these two solvers show that the results are sensitive to temporal and spatial discretizations [1] [2], indicating that
satisfactory results are promised merely when grids and time steps are refined enough using these numerical solvers. But
refining grids and time steps leads to increase in computational cost. The increase could be unaffordable for some cases,
e.g. those involve short-period waves as the relatively higher frequency causes greater numerical dissipation.
To overcome this problem in numerical investigations, a wave maker based on third-order accurate VPM(volume-
average/point-value multi-moment) scheme [3] and THINC/QQ method(the THINC method with quadratic surface
representation and Gaussian quadrature) [4] is presented in this study. A mass source function [5] and a sponge layer [6]
are embedded into this two-dimensional Navier-Stokes model for wave generation and absorption respectively. Numerical
simulations of regular waves with different time steps and grid resolutions are carried out with the present model and
interFoam solver for comparison. It is demonstrated that with interFoam solver, generated wave trains encounter a
significant loss of wave hight along the propagation direction, in addition, a phase shift is produced due to a change
in wave period and wavelength. While the wave maker based on the present model produces high-fidelity results, which
show a fairly trifling loss of wave height and negligible phase shift.
The rest of this abstract is organized as follows. After a brief description of governing equations, the solution procedures
for both solvers and the numerical setups are given. The simulation results with both solvers are presented and compared
to verify the performance of the present solver. This abstract is ended with conclusion remarks and future work.
In this study, the incompressible two-fluid flows with moving interface are solved based on the one-fluid model. The
Navier-Stokes equations containing the effects of surface tension and gravity are used for both fluids in the same form,

∇ · u = s(t), (1)

∂ρu

∂t
+∇ · (ρu⊗ u) = −∇p+ (∇ · (µ∇u) +∇u · ∇µ) + Fs − g · x∇ρ+ Fd, (2)

∂φ

∂t
+∇ · (uφ) = φ∇ · u. (3)

where u = (u, v) is the velocity vector with components u and v in x and y directions respectively, p is the pressure in
excess of the hydrostatic part, g is the gravity acceleration, ρ the density and µ the dynamic viscosity coefficient. Fs
is the surface tension force formulated by Fs = σκ∇φ with σ being the surface tension coefficient and κ the interface
curvature. A volume-of-fluid(VOF) function is used with an indicator function φ(x, t)(0 ≤ φ ≤ 1) distinguishing two
kinds of fluids and the intrinsic fluid properties, such as density and viscosity, are updated based on the VOF function. It is
noted that the mass source s(t) and momentum source Fd are employed for wave generation and absorption respectively,
the specific forms of which are given in following sections.
The solution of the momentum equation in interFoam is performed by constructing a predicted velocity field and then
correcting it using the ”Pressure Implicit with Splitting of Operators”(PISO) procedures to update the numerical solution
from time level n(t = tn) to n+1(t = tn + ∆t). To evaluate the fluxes on cell boundaries, a central differencing flux
and a non-oscillatory upwind flux are adopted. When using a so-called limitedLinearV scheme, a TVD conforming flux
limiter of ψ(r) = max[0,min(2r, 1)] is applied to switch between two flux schemes. A numerical interface compression
method is applied in interFoam to keep the interface sharp and the compression is obtained by adding a heuristic term to
VOF transport equation, such that it attains,

∂φ

∂t
+∇ · (uφ) +∇ · [urφ(1− φ)] = φ∇ · u (4)
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And the ”Multidimensional universal limiter with explicit solution”(MULES) limiter is used to limit the phase fluxes in
solving VOF function. It is noted that, in this study, the divergence term φ∇ · u in Eq. (4) is included in view of the fact
that the mass source function turns it into a non-zero value within the source region.
The numerical framework of the present model is constructed by combining VPM and THINC/QQ schemes, which are
for solving momentum equation and VOF function respectively. The projection solution procedure is employed to time
advance the pressure and velocity fields and the detailed solution procedures can be found in [7]. The VPM method
is applied to discretize the momentum equation, which includes the point values(PV) at cell vertices as new degrees of
freedom(DOFs) in addition to the volume integrated average(VIA) and the two kinds of variables are updated separately
in each time step. By adding additional DOFs, high-order reconstructions are realized over compact mesh stencil to make
a significant improvement in accuracy and robustness on unstructured grids with a mild increase in computation cost. The
interested readers are referred to Xie et al.(2014) [3] for more details on numerical implementation. The VOF function
is computed with THINC/QQ scheme, in which a hyperbolic tangent function in the local coordinate (ξ, η, ζ) is used to
approximate the indicator function H(x, t) for the target cell Ωi at each time step,

Hi(ξ, η, ζ) =
1

2
(1 + tanh(β(Pi(ξ, η, ζ) + di))), (5)

where β determines the steepness of the jump in the interpolation function and has a constant value of 1.5 in this study.
Pi(ξ, η, ζ) = 0 represents the interface surface in the standard element, which is approximated as a curved surface by
using fully quadratic polynomial that includes the geometric information. See Xie and Xiao(2017) [4] for details.
For this study, a simple base case of regular wave trains on a constant water depth d = 0.35m will be simulated with
various numerical settings. And unless stated the numerical settings will remain in accord with the base case. The quality
of simulated wave trains will be assessed in term of surface elevation. A numerical tank that measures 50 × 0.5m2 is
built with a rectangular source region(0.0667× 0.04m2) located at x = 5m and an elevation of about 1/3d from the still
water level(SWL), a 3-meter long sponge layer is set at each end of the tank. The computational domain along with its
coordinate system is shown in Fig. 1. A wave height of 0.03m and a wave period of 1.0s are taken as the wave parameters
for the base case. A set of grid system with rectangular elements discretizes the entire wave tank with roughly 40 cells per

sh

sw 

Lx SWL 

xab

Ly 

xab

d 

ha

x 

y 

Figure 1: 2D computational domain filled with water(ivory white) and air(white), with source region(dark grey) and sponge
layers(light grey).

wavelength and 10 cells per wave height in the vicinity of the SWL. The grid remains uniform in the horizontal direction
but nonuniform in the vertical direction, which is coarsened gradually from the SWL to the tank bottom. The time step
for reference simulation is set as ∆t = 0.004s, which corresponds to 250 time steps per wave period. For the generation
of linear monochromatic wave trains, η(t) = Hsin(σt)/2, a mass source function field will be given as,

s(t) =

{
CHk
A sin(σt) within source region

0 elsewhere
(6)

where C stands for the phase velocity and A is the area of the source region. A magnification factor k is applied to the
mass source function for the fact that not all the momentum introduced into the system contributes to the wave generation.
And according to our observation, the amplitudes of generated waves highly depend on the location of the source region
relative to the SWL, so the value of factor k will be determined by making the observed wave amplitudes close enough
to the desired value in this study. To prevent undesirable wave reflections from the domain boundaries, absorbing regions
are employed by adding damping force Fd into the momentum equation, which has a form as,

Fd = ρuAb, (7)

where Ab is the absorption coefficient, a commonly used form proposed by Wei and Kirby(1995) [6] is applied,

Ab =

cα e
[(
|x−xst|

xab

)nc
]
−1

e1−1 xst < x < xst + xab

0 elsewhere

(8)

where xst and xab are the starting position and length of the absorbing regions, respectively, cα and nc are the empirical
damping coefficients to be determined via the numerical tests, which in this study are taken as cα = 100 and nc = 3.5.
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It is noted that, with the present model, the steepness parameter β from the THINC function is reduced to 0.5 within the
absorbing regions to enhance the absorption efficiency. Numerical experiments are conducted with both interFoam solver
and the present solver, the simulated results will be compared and discussed in this section.
First, linear monochromatic wave trains which have the same setup with the base case are performed for 60 wave
periods. The surface elevations along the horizontal direction after 60 wave periods are shown in Fig. 2, distinct
differences between interFoam simulation and the results with the present model can be seen from this figure. This figure
intuitively illustrates that the wave amplitudes in interFoam simulation diminish as the wave trains propagate farther and
a nonnegligible phase shift is produced at the same time. It is noted that, though the mass source function has a form of a
linear wave, the generated wave trains show nonlinearity due to the intermediate water depth condition. So the 2nd-order
Stokes theory is treated as the analytical results as well as what follows.

0 5 10 15 20 25 30 35 40 45 50

-0.5

0

0.5

/H
0

x(m)

Figure 2: Surface elevations over x-location at t/T=60 with: , 2nd-order Stokes theory; , interFoam solver; ,
the present solver.

Simulations are performed with different time steps and with otherwise the identical setup as the base case. A close-
up view of the surface elevations recorded 10λ0 away from the source region are presented in Fig. 3a. The interFoam
simulation shows that, after propagating a distance of 10λ0, significant amplitude loss and phase antedisplacement are
produced in the 0.008s case. The wave profiles approach the analytical result as the time step reduces, but there is still
noticeable discrepancy even with a time step of 0.0002s which roughly corresponds to a maximum Courant number
of 0.01. Snapshots of the wave tank at t/T = 60 presented in Fig. 3b shows that interFoam simulation brings phase
retrodisplacement simultaneously, which is attributed to wavelength expansion. While the present solver produces highly
consistent results and the insensitivity of the present solver to time step is supposed to be attributed to the use of third-
order Runge-Kutta time-integration scheme instead of first-order Euler scheme.
For the grid study, simulations are performed on two other sets of grid, one coarser grid, and one finer grid. The time
steps are modified in the light of the grid size to synchronize the Courant number of the simulations. As shown in Fig. 4a
and Fig. 4b, with interFoam solver, the wave amplitudes diminish, the time series of the wave profile shift forward and the
wave profiles over x-location shift backward. The disparities aggravate as the coarser grid is employed. And the height
loss of the simulated wave trains at the location of 10λ0 away from the source region is up to 28% of the primitive wave
height H0 on the coarsest grid. While slight differences are produced with the present solver merely when the coarsest
grid is used. Something needs to be clarified is that the phase shift with the present solver is not caused by a change in
wave period or wavelength as it can be observed from the start of the time series and the snapshots.
Numerical simulations of free-surface waves are carried out with both open-source code interFoam and the present model
based on VPM and THINC/QQ methods. A mass source function and a sponge layer are employed to generate wave
trains from the inner field and absorb the generated waves near the tank boundaries. Main attention has been paid to
the numerical dissipation along the propagation direction of the wave trains. By examining the surface elevations at the
location of several wavelengths away from the source region, numerical dissipation is evaluated in the terms of wave
amplitude and phase consistency. It has been shown that great numerical dissipation is produced with interFoam solver as
wave amplitude loss and phase shift can be observed in interFoam simulations. And the dissipation enlarges as coarser grid
solutions and larger time steps are adopted. On the other hand, the results obtained by the present model are insensitive
to the temporal and spatial discretization in our time step and grid studies which show a great advantage in wave energy
preservation. Future research will focus on the simulation performance of surface-waves with different wave periods and
wave steepness in light of that the relatively higher-frequency waves and steeper waves are supposed to suffer from greater
numerical dissipation. Although only structured grids are employed in this study, the present numerical framework can be
straightly applied on unstructured grids with arbitrary and hybrid elements, which makes it potentially useful and efficient
for applications involving complex geometrical configurations such as wave-structure interactions and wave deformation.
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Figure 3: Surface elevations for different time steps: , 2nd-order Stokes theory; , 0.008s; , 0.004s; ,
0.002s; , 0.0002s, with interFoam solver(top) and the present solver(bottom)
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Figure 4: Surface elevations for different grid resolutions: , 2nd-order Stokes theory; , 2 times coarser
grid; , reference grid; , 2 times finer grid, with interFoam solver(top) and the present solver(bottom).
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Introduction  

On a number of engineering applications involving wave-structure interactions [1], the use of CFD is 

essential in order to account for viscous effects and non-linear deformations and breaking of the free 

surface. Solving Navier-Stokes equations in a viscous numerical wave tank is of low efficiency, in 

particular is the target is a fully developed sea state. The High Order Spectral (HOS) method [2], [3] 

solving the nonlinear inviscid problem is therefore applied for outer field wave generation. This 

reduces the computational cost, by reducing the size of the viscous domain. HOS method has been 

validated and developed [4], [5], [6] into two open source solvers available on github, nonlinear wave 

propagation in open sea (HOS-Ocean) [6] and in numerical wave tank (HOS-NWT) [7].  

The spatial discretization needed for the solution of the Euler equations with HOS and the 

Navier-Stokes equations with OpenFOAM is very different. Grid2Grid [8] is a wrapper program of 

HOS (also available on github) developed to exchange the information between the two solvers. The 

plug-in toolbox of OpenFOAM waves2Foam [9] can generate fully developed wave fields in arbitrary 

time and space. In this paper we aim to combine these two methods and this new method is 

implemented to do the simulations. 

Major Work 

Inlet and outlet can be imposed in waves2Foam through the relaxation zones which can be seen as 

coupling zones. At each time step the flow velocity (u,v,w) and the volume fraction of the fluid (α) in 

coupling zone is computed with equation 1. The value of t arg et  is obtained from HOS results. 

Through the relaxation zone, the values of wave fields such as wave elevation and velocity from HOS 

can be transfered into inner CFD zone and the scattered wave in CFD zone can be mapped in target 

(incident) wave components when spreading outside. The sketch of the coupling method is shown in 

Figure 1.  

compu arg[1 ]R ted R t et                 (1) 
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Figure 1 Sketch of the coupling method to compute the propagation wave in 2D and 3D 

Results and Conclusions 

To validate the effectiveness and accuracy of the coupling method, 6 cases are considered to compare 

the HOS solution to the CFD solution, shown in table 1. These tests have been computed [8], [10] in 

coupled method with HOS and foamStar, which is developed by Bureau Veritas and based on 

OpenFOAM. Therefore, we include the results from foamStar to compare. 

Table 1 HOS wave conditions 

Wave type Value HOS-Ocean HOS-NWT 

2D 3D 2D 3D 

Regular wave T (s) - - 0.702 0.702 

H (m) - - 0.0431 0.0288 

Irregular 

wave 

Tp (s) 0.702 1.0 1.0 0.702 

Hs (m) 0.0288 0.10 0.05 0.0384 

  3.3 3.3 3.3 3.3 

The mesh generation is shown in Figure 2. The 2D cases are 1.14M grid numbers ( / 95x   , 

/ 17H z   / 400T t   ) and 3D cases are 3.2M grid numbers ( / 32x   , / 20H z   

/ 400T t   ). [10] The wave elevation is analyzed based on the wave probe. The wave probe is put 

in the middle of the computational domain, see in figure 3. The wave probe is set in the same place 

both in HOS zone and in CFD zone. Figure 4 shows the comparison of wave elevation results from 

three methods.  

Figure 2 Mesh generation 

The time history of wave elevation from CFD zone fairly agree with that from HOS zone, which shows 

the coupling method has the ability to simulate identical wave elevation which is generated by HOS. 

The contour of wave elevation indicates that the CFD zone can simulate in arbitrary space. The 

coupling method can do the simulation in naval and offshore wave-structure interaction effectively in 

the future. 
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(a) HOS-Ocean 2D irregular wave (b) HOS-NWT 3D irregular wave 

Figure 3 Wave elevation of coupled methods with HOS and waves2Foam. 

(a) HOS-Ocean 2D irregular wave (b) HOS-Ocean 3D irregular wave   (c) HOS-NWT 2D irregular wave 

(d) HOS-NWT 2D regular wave    (e) HOS-NWT 3D regular wave   (f) HOS-NWT 3D irregular wave 

Figure 4 Validation and comparison of coupled methods with HOS and waves2Foam. 
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 A numerical wave tank is built based on the one-way coupling of the fully nonlinear
Green-Naghdi equations and the OpenFOAM.

 The regular waves and Freak waves are simulated to give a comparative study between the
Green-Naghdi equations and the one-way coupling strategy.

1. Introduction
The viscous effects usually need not to be considered on the free surface in a numerical wave tank. 
This has a great benefit for decreasing the computing cost. However, it could not be ignored on a solid 
boundary and for breaking waves because of the existence of vortex. The Navier-Stokes equations are 
most commonly used for a viscous numerical wave tank. It is usually accompanied with an expensive 
computing cost. So it should be attractive to develop a coupling method for the viscous and 
non-viscous flow. There are two methodologies to achieve the coupling work. One is “Velocity 
decomposition” and the other is “Domain decomposition”.  

An exhaustively description on the “velocity decomposition” strategy is given in Edmund (2012). He 
divides the velocity to irrotational and rotational parts. On the other hand, Ferrant et al. (2002) propose 
another “velocity decomposition” strategy named Spectral Wave Explicit Navier-Stokes Equations 
(SWENSE). It avoids the computational cost of refining the mesh on the free surface. 

Campana et al (1992) propose a “domain decomposition” strategy to calculate the wing in steady flow. 
They state that the information exchanging is mainly problem for this strategy. Hamilton and Yeung 
(2011) used a cylindrical surface to separate the viscous domain from the potential domain. The 
prediction-correction scheme is utilized to solve the pressure discontinues on the match surface. Kim et 
al. (2012) develop an Euler Overlay Method (EOM) to analysis the ringing loads on a vertical cylinder 
in the Ocean wave. In the overlay zone, an added source term related with the outer Euler solution is 
introduced in the Navier-Stokes equations. Moreover, a damping function is utilized to avoid reflecting 
effect to the CFD boundary. Paulsen et al. (2014) developed a one-way coupling strategy by using 
relaxation zone. A fully nonlinear potential flow solver combined with a Navier-Stokes solver is carried 
out. 

Herein, we provided a coupling strategy of the fully nonlinear Green-Naghdi (GN) equations and 
OpenFOAM. The GN equations (see e.g., Demirbilek and Webster, 1992) have different levels for 
representation of the horizontal and vertical variations in the wave kinematics. This level theory is 
subject to degree of polynomial representation. The free surface boundary conditions are always 
satisfied and the irrotationality assumption is not required in the derivation of the GN equations. So the 
GN equations are derived from Euler Equation. Owing to the assumption on the velocity variation in 
the vertical direction across the fluid sheet, the GN equations can be easily utilized in deep water 
(Zheng et al., 2016) and wave-current interactions (Duan et al., 2016). 

Keywords: OpenFOAM, Green-Naghdi equations, One-way Coupling strategy 
Highlights: 
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In this paper, a couple work of GN equations and OpenFOAM is carried out. The governing equations 
and coupling strategy are described in Section 2, test cases are in Section 3 and some conclusions are in 
Section 4.  

2. Numerical model and coupling strategy
2.1 The Green Naghdi Equations 
The governing equations of GN theory are developed from the continuity equation and the Euler’s 
equations for an incompressible fluid:  
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The fully nonlinear free surface conditions are always satisfied. The shape function in the finite depth 
GN equations is a polynomial depends upon z only: 
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For more details, the reader is referred to Zhao et al. (2014). The Green-Naghdi equations are used as 
the solver of non-viscous domain. 

2.2 The OpenFOAM 
In OpenFOAM, each application implements has a specific mathematical model. For the water wave 
issues, the momentum and continuity equations as well as the Volume of Fluid (VOF) scheme are 
solved in a standard implementation in OpenFOAM.  
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A Finite Volume Method (FVM) is used in OpenFOAM to discretize the computational domain. 

2.3 Coupling Strategy 

Figure 1. The sketch of computational domain 
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The strategy introduced here can be classified as the domain decompositions. An open-source toolbox 
named Waves2Foam is used as the solver of CFD domain. We use the relaxation scheme developed by 
Jacobsen et al. (2012) to achieve a one-way coupling strategy. In Fig. 1 the computational domain is 
presented. The relaxation scheme is used in the coupling zone shown in Fig. 1. The target quantities 
denoted by fGN are obtained from the Green-Naghdi equations. wR is the weighting function. 

3. Test cases
3.1 Regular waves 
Regular wave is simulated by using the Green-Naghdi results as target information. The description of 
the regular wave is displayed in Table 1. The length of coupling zone is 2λ. The time history of two 
wave probe (x/λ=2, x/λ=4) are shown in Fig. 2. The CFD wave agrees with the target Green-Naghdi 
wave. However, significant decreasing is observed in wave elevation during the propagation. We have 
to state that more exhaustively convergence study will be given in the workshop. 

Table 1: Case description 

Items Water depth (d) Wave period (T) Wave length (λ) Wave amplitude (A) 
Values 0.6 m 0.7018 s 0.808 m 0.0288 m 

Figure 2. Time history of two wave probes (x/λ=2, x/λ=4) 

3.2 Freak waves 

Figure 3. Time history (8.32 m) and snapshot (20 s) of focusing freak wave 
In Fig. 3, the freak wave generated from wave focusing is simulated. The period ranges are (0.6 s, 1.4 s) 
and the wave group consisted of 29 individual wave components which has equal amplitude and equal 
period spacing. The input amplitude A is 55 mm. The focus location and time is set as 8.0 m and 20 s, 
respectively. This focus time is long enough for the high frequency component go through the focus 
location. The same focusing wave group is generated in a physical wave flume by Baldock et al. (1996). 
In the numerical simulation, the focus location and time is shifted to 8.32 m and 20.14 s because of the 
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nonlinearity. It is shown that the target Green-Naghdi wave has better agreement with the experimental 
data than the focusing CFD wave even though the later has finer mesh in the horizontal direction. The 
computational cost is 111 s for GN and 489560 s for GNtoFOAM. Similarly, we have to states that 
more convergence studies will be presented in the workshop.  

4. Conclusions
This paper provided a one-way coupling strategy of the fully nonlinear Green-Naghdi equations and 
the OpenFOAM. Two cases including the regular wave and focusing freak wave are shown in this work. 
In both of them, the waves generated from the coupling strategy agree with the target Green-Naghdi 
waves. This one-way coupling strategy provides a probability to shorten the computational domain and 
has good performance in accuracy. However, it is shown that the Green-Naghdi equations do well in 
efficiency. More exhaustively convergence studies will be presented in the workshop. A study on the 
two-way coupling strategy of Green-Naghdi equations and OpenFOAM is undergoing.  
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In order to generate a water wave adequately in numerical simulation, several specialized techniques have been 
developed: internal wavemaker, static boundary method and moving boundary method. For internal wavemaker, 
especially, geometry of mass source region needs to be decided minimizing numerical error. Chen and Hsiao [1] 
suggested the method to set the dimension of wavemaker, deriving height from linear wave theory and constructing 
empirical formula about wavenumber and width of wavemaker, with FLOW-3D code. The procedure, however, 
required hundreds of trial calculations, followed by excessive computational cost. In this paper, automated process to 
find optimal geometry for given relative water depth is proposed, introducing coupling of DAKOTA and OpenFOAM. 
The waves2Foam utility had been modified to simulate the generation of second-order stokes wave and linked with 
DAKOTA to control the input file and observe the output file. 
The continuity equation and the Navier-stokes equation were adopted as governing equation to describe incompressible 
viscous flow. The continuity equation which includes wavemaker as following: 

  ⃗⃗  {
 ( )          

                
(1) 

 ( )   
    

      
(2) 

where  ⃗⃗  is velocity vector of flow,  ( ) represents mass source function for corresponding target wave and   is mass
source region. The mass source function is defined in the form of (2), where   is phase velocity,   is surface elevation, 
  is width along span and   represents the dimension of mass source region in each direction. 
The momentum equation for incompressible viscous flow can be written as following: 

   

  
  (    )            (3) 

where   is pressure,   is viscous stress tensor and    is body force vector. In the momentum equation, velocity and 
pressure are calculated using PIMPLE algorithm of OpenFOAM. The water surface elevation was tracked using volume 
of fluid scheme, represented as following: 
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Where   represents specific volume of fluid and subscript   and   indicates liquid and gas respectively. 
The regular 3D wave was generated with following mass source function. 
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In order to exclude effect of unwanted reflection wave from boundary, numerical sponge layer is allocated to the edge 
of computational domain. In the sponge layer, the following additive term is implemented to momentum equation, 
dissipating kinetic energy of fluid. 
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The parameter       indicate the starting position of sponge layer, while   and   are adjusted for intensity of 
dissipation. 
The schematic design of numerical setup and an example of calculated surface elevation are shown in figure 1 and 2 
respectively. 
 

 
Figure 1: Schematic drawing of computational domain 

 

 
Figure 2: Example of visualized surface elevation by numerically generated wave 

 
The numerical model is validated comparing generated wave and expected target wave, computing root-mean-square 
error between them with following formula, where   is the number of observation point. 
 

    
 

                 

√    
 (           )

 

 
     (12) 

 
For coupling of DAKOTA and OpenFOAM, the input and output files of OpenFOAM solver was directly connected to 
DAKOTA, regarding OpenFOAM as block-box. DAKOTA directly control the file ‘waveProperties.input’, which 
define the parameters for wave generation in mass source region. The result of calculation is evaluated with the output 
file, ‘surfaceElevation.dat’, which contains surface elevation by numerically generated wave according to time. The 
calculation is started with trial parameters and automatically repeated until optimal parameters were found by 
DAKOTA, using its own optimization algorithm. The overall routine is described in Figure 3. 
The modified OpenFOAM solver with mass source function, numerical sponge layer, and DAKOTA optimization 
successfully generated target waves, finding optimal geometry of mass source region with fewer trial calculation and 
computational cost. 
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Figure 3: Parameter optimization routine for coupling DAKOTA and OpenFOAM 

 

 
Figure 4: Surface elevation by directional Stokes 2nd wave at 30T(left) and 60T(right) 

 

 

 
Figure 5: Surface elevation by TMA spectrum at t=30T(up), 40T(left) and 60T(right) 
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1 Introduction
Cavitation is a common phenomenon in fluid machinery, which oftentimes negatively affects the performance of most
fluid machinery applications, therefore leading to problems such as undue vibrations, noise and material erosion [1]. In
more recent years, cavitation has attracted intensive attention due to its potentials in drag reduction for underwater vehicles
[2]. When vehicles run near or across the free surface, ventilated cavitation happens, which is complicated issue and may
provide new inspiration on high-speed surface cruising. Researchers have done a lot of investigation on this topic up to
now[3][4][5]. In order to fully studies this problem, a multiphase cavitation solver is developed based on the OpenFOAM
open source platform. And a fully investigation of the free surface flow will be carried out with the developed solver.

2 Mathematical Method

2.1 Governing Equation

In this paper, the flow described is treated as a homogeneous mixture, therefore only one set of equations is needed. The
governing equations basically consist of the conservation of mass, momentum. The continuity equation of the mixture
flow can be written as

∂ρ

∂t
+∇ · (ρU) = 0 (1)

Neglecting the gravity and surface tension term, the conservation of momentum for the mixture flow can be expressed as,

∂ (ρU)

∂t
+∇ · (ρU ⊗ U) = −∇p+∇ · τ (2)

Where ρ is the density of the mixture, which is related to the volume of fractions of all phases as

ρ = αlρl + αvρv + αgρg (3)

For a three phases system, the basic form of transport equations for the volume fraction of each phase could write as:

∂ (ρlαl)

∂t
+∇ · (ρlαlU) = ṁ (4)

∂ (ρvαv)

∂t
+∇ · (ρvαvU) = −ṁ (5)

∂ (ρgαg)

∂t
+∇ · (ρgαgU) = 0 (6)

Where the subscript l and v are for the liquid and vapour phases respectively. While g represents gas. Note that the
velocity vector U in the above equations should be expressed as the averaged velocity, and U = αlUl + αvUv + αgUg.
And the ṁ term on the RHS of the equations is donates the mass transfer rate caused by cavitation between the liquid and
vapour phase, which is ṁ = ṁ+ + ṁ−.
Considering that the volume fraction of these phases obey the conservation law,

αl + αv + αg = 1 (7)
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The divergence of the velocity can be,

∇ · U =

(
1

ρl
− 1

ρv

)
ṁ (8)

Neglecting the compressibility of the phases, and take the divergence term into consideration, the final form of the
transport equation is:

∂αl

∂t
+∇ · (αlU) = αl (∇ · U) +

(
1

ρl
− αl

(
1

ρl
− 1

ρv

))
ṁ (9)

∂αv

∂t
+∇ · (αvU) = αv (∇ · U)−

(
1

ρv
+ αv

(
1

ρl
− 1

ρv

))
ṁ (10)

∂αg

∂t
+∇ · (αgU) = αg (∇ · U)− αg

(
1

ρl
− 1

ρv

)
ṁ (11)

Given that the interface disperses due to numerical diffusion it might appear that a good approach to limit or reverse this
effect would be to include a diffusion operator into the phase-fraction equation with a negative diffusion coefficient. While
this approach would be conservative it would also be unbounded and unstable; negative diffusion is always problematic.
An alternative to negative diffusion which is also conservative is to apply some kind of additional convection-based term
which compresses the interface, maintains boundedness and reduces to zero (at least the integrated effect of it reduces to
zero) as the mesh is refined. A ”Counter-gradient” term, which is clearly conservative and maintains boundedness, has a
general form of ∇ · (Urαβ), Uris the relative velocity between the two phases across the interface.

∂αl

∂t
+∇ · (αlU) + +∇ · (αlαv (Ul − Uv) + αlαg (Ul − Ug)) = αl (∇ · U) +

(
1

ρl
− αl

(
1

ρl
− 1

ρv

))
ṁ (12)

∂αv

∂t
+∇ · (αvU) +∇ · (αvαl (Uv − Ul) + αvαg (Uv − Ug)) = αv (∇ · U)−

(
1

ρv
+ αv

(
1

ρl
− 1

ρv

))
ṁ (13)

∂αg

∂t
+∇ · (αgU) +∇ · (αgαl (Ug − Ul) + αgαv (Ug − Uv)) = αg (∇ · U)− αg

(
1

ρl
− 1

ρv

)
ṁ (14)

However, in this study, the homogeneous multiphase model which adopts an incompressible Navier-Stokes equations and
the compressive volume of fluid (VOF) approach are adopted for flow simulation. Phases in the multiphase system share
the velocity and pressure fields. So the relative velocity term should be reconstructed. Here we just adopt the following
form which is also used by some other multiphase solver in OpenFOAM.

Uc = min (cα|U|,max (|U|)) ∇α

∥∇α∥
(15)

where cα is a compressive factor, expression max (|U|) returns the largest value of |U | anywhere in the domain.

2.2 Flux Corrected Transport Theory

In OpenFOAM, the volume fraction transport equation of the multiphase system is solved by the MULES tool kit. For
the given equation below

∂ (ρα)

∂t
+∇ · (ραU) = αSp + Su (16)

We have the following discretization equation

ρ
αn+1 − αn

∆t
+ F = αn+1Sp + Su (17)

αn+1

(
1− ∆tSp

ρ

)
=

∆t

ρ

(
αnρ

∆t
+ Su− F

)
(18)

αn+1 =
αnρ/∆t+ Su− F

ρ/(∆t)− Sp
(19)

Usually, the density is set to unity in MULES correction. Therefore, the Sp term is an implicity volumetric source term
due to cavitation, the Su is an explicit term in Eq.19. And F is the total volume fraction flux due to transportive effect
of a velocity. The values of the flux depend on many variables but particularly on the values of α at faces. Boundedness
of the temporal solution can be achieved via face value limiting, such as in TVD/NVD schemes, or by limiting the face
fluxes. The values of F are obtained by a lower order and bounded method and a limited portion of the values obtained
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Figure 1: Schematic diagram of limiter for one dimensional geometry.

by a high order and possible unbounded method. This technique is Flux Corrected Transport (FCT). The sequence of this
theory could be described as below[6]:

1. Compute FL, the transportive flux given by some low order scheme which guarantees to give monotonic results.
2. Compute FH , the transportive flux given by some high order scheme.
3. Define the anti-diffusive flux A = FH − FL.
4. Compute the corrected flux FC = FL + λA, with 0 ≤ λ ≤ 1.
5. Solve the equation by the given temporal scheme using corrected fluxes.
The critical step is clearly the fourth, where it is necessary to find the λ weighting factors.
The implementation of FCT theory is called MULES (Multidimensional Universal Limiter for Explicit Solution)[6]

in OpenFOAM. Illustrated by Fig.1, the whole procedure is presented in Algorithm 1.

Algorithm 1 Procedure for MULES limiter
1: Calculate local extrema as

αa
i = max(αn

i , α
n
i,N )

αb
i = min(αn

i , α
n
i,N )

where αn
i,N are all the neighbors by face for the i-th cell. In addition the inflows and outflows for each cell

have to be calculated as P+ = −
∑

f A
−
f and P− = −

∑
f A

+
f , where A−

f are the inflows and A+
f the

outflows;
2: Correct the local extrema by the limits imposed by user’s defined global extrema αmaxG and αminG

αa
i = max(αmaxG, αa

i )
αb
i = min(αminG, αb

i )

3: Find Q±
i as

Q+
i = V

∆t(α
a
i − αn

i ) +
∑

f F
L
f

Q−
i = V

∆t(α
n
i − αb

i )−
∑

f F
L
f

4: Set λv=1
f = 1 for all faces. Do the following loop nLimiterIter times to find the finalλf ’s

λ∓,v+1
i = max

[
min

(
±

∑
f λv

fA
±
f +Q±

i

P±
i

, 1

)
, 0

]
λv+1
f =

{
min{λ+,v+1

P , λ−,v+1
N }, ifAi+1/2 ≥ 0,

min{λ−,v+1
P , λ+,v+1

N }, ifAi+1/2 < 0

where λP and λN represent the λ’s for the owner and neighbor cell of a given face f .
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Figure 2: Block diagram of the mass transfer model framework and implemented models.

Figure 3: Sheet cavitation on the suction side of the hydrofoil

2.3 Mass Transfer Model

In order to calculate the mass transfer rate within multiphase systems, a framework of cavitation model is developed.
All models inherit from a abstract class, which accepts a dictionary reference to look up parameters needed by the model
and two reference of phase fraction field object. Additionally, the Kunz model[7] and Schnerr Sauer model[8] are also
implemented to return the mass transfer rate. A UML block diagram of the mass transfer model framework is presented
in Fig.2.

3 Validation

3.1 2D hydrofoil case

In this section, the two dimensional NACA66(MOD) hydrofoil is adopted. The main purpose of this case is validating
the performance of two phase flow simulation. So only water and vapour phase are involved in this validation case. Results
calculated by the new solver will compare with experimental results[9] and those calculated by the interPhaseChangeFoam
solver. Some of the primary results are shown in Fig.3 and Fig.4.

3.2 2D throttle case

This 2D throttle case is copied form cavitatingFoam tutorials.In this case, three phases are involved, i.e. the water,
vapour phase and gas. Two different flow condition are considered. Numerical simulation results are shown in Fig.5 and
Fig.6, which validate the developed solver.

3.3 3D underwater projectile

The effect of the free surface has a great effect on high-speed surface vehicles. Wang et. al [3] carried out a
typical launching experiment around an axisymmetric projectile to investigate the free surface effect. In this study, the
established numerical approach is adopted to study this case. The numerical methods are validated by comparing results
with underwater launching experiments. Results are shown in Fig.7 and Fig.8.

4 Conclusion
The new developed multiphase cavitation solver shows good performance in two phases and three phases cavitating

flow simulation. It could also be applied to analyse the cavitating flow near free surface.
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Figure 4: Pressure coefficient distribution on the suction side of the hydrofoil

Figure 5: Volume fraction distribution in the throttle(Pout = 15atm)

Figure 6: Volume fraction distribution in the throttle(Pout = 10atm)
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Figure 7: Evolutions of the cavity and free surface

Figure 8: Wave profiles on the upper side of the projectile
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The methods for estimating the ship performance are mainly the model test in the towing tank and the method using CFD. 

Using CFD to estimate the ship performance has recently been actively pursued because it has advantages over the model 

test not only reduction of the cost but also duration of the estimation of ship performance. Many articles such as [1], [2] 

and [3] shows that numerical methods are effective and accurate by comparing the calculation results to experimental 

data of towing tank. 

The estimation of ship performance using CFD was conducted with commercial CFD programs such as ‘Fluent’ and 

‘starCCM+’ that are mainly used in the shipyard. The versatile commercial programs are developed for various kinds of 

fluid flow simulation like compressible flow, heat transfer, chemical reaction, non-Newtonian fluids, therefore it is too 

expensive to calculate ship resistance and population calculation. Many Korean ship building companies are examining 

OpenFOAM to replace the commercial CFD programs with OpenFOAM solvers. 

'ESPER' is an OpenFOAM package including libraries and solvers for Propeller Open-Water (POW), ship resistance and 

self-propulsion analysis developed by NEXTfoam. ‘ESPER’ puts emphasis on the development of unique analysis 

technique and numerical model to stabilize the solution and reduce calculation time. 'ESPER' uses the RANS equation as 

the governing equations and can optionally use the turbulence model provided by OpenFOAM. ‘ESPER’ computes the 

pressure Poisson equation using Rhie-Chow interpolation and linearizes source term in k-omegaSST turbulence model 

for stability of the solution.  

In this paper, the numerical methods of ESPER are introduced briefly and verified by comparing the results with other 

experimental data. Validation cases consist of ship resistance case, POW case and self-propulsion case. Target hulls are 

KRISO Container Ship(KCS) and Japan Bulk Carrier(JBC) and target propellers for POW Test are KP505 and MP687.  

ESPER’s calculation results were compared to the Towing tank experiment data.  

Numerical Method 

ESPER is developed by improving simpleFoam for POW and interDyMFoam for resistance and self-propulsion. 

OpenFOAM standard solver simpleFoam and interDyMFoam is not as stable as commercial code. To increase the stability, 

Rhie-Chow interpolation is employed to calculation of the flux of Poisson equation source term.  

Figure 1 comparison of solution procedure between standard OpenFOAM and ESPER 
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The pseudo velocity �⃗⃗� ∗ is calculated with pressure gradient of old time step. And the mass flow rate of grid face is

calculated by interpolating the pseudo velocity subtracting pressure gradient. The pressure Poisson equation is composed 

with the mass flow rate of grid face. The mass flow rate is corrected with the unrelaxed pressure gradient ∇𝑝∗ from the

Poisson equation. The new velocity is obtained by correcting the pseudo velocity with unrelaxed pressure correction 𝑝′ =
𝑝∗ − 𝑝𝑜𝑙𝑑 . The new pressure is calculated by adding the relaxed pressure correction to old pressure. The solution

procedures are compared in Figure 1. The Single Rotational Frame model is employed to POW cases for propeller rotation 

for steady calculation. In the resistance and self-propulsion calculations, the ship speed is increased gradually to avoid 

spurious free-surface disturbance in initial stage. The acceleration and the derivative of the acceleration are set zero at the 

end of the acceleration to remove the abrupt pressure change in time. The running attitude is also controlled for smooth 

variation. The acceleration of the ship motion is damped. The damping coefficient is set one in initial stage and the 

coefficient is decreased to zero as time goes on. 

POW cases 

The POW test of KP505 of KCS and MP687 of JBC has calculated. The thickness of the first prism layer of a propeller 

is set Y+=50 at 0.7R. The total number of the grid is about 2.0million. The results of the calculations are in good agreement 

with the results of the experiments, especially the error of η0 is about 1% and error of KT and KQ is smaller than 3% at 

advance ratio 0.6 or less. The comparison results are shown in the Figure 1. 

Figure 1 Comparison of thrust, torque and efficiency coefficients of KP505(left) propeller and MP687(right) 

Resistance 

To verify the performance of ESPER, the resistance results of KCS and JBC were compared with the experimental result 

[3] and [5]. The simulation conditions of the calculations are the same with experiment conditions, Froude number and 

Reynolds number of KCS are 0.260 and 1.40 X 107, respectively. In JBC case, Froude number and Reynolds number are 

0.142 and 7.46 X 106. 

The thickness of the first prism layer of KCS and JBC hull are set Y+=30. The number of prism layers is 6 and the total 

number of the grid is about 1 million in KCS case and 2 million in JBC case. The calculations progressed 0s to 80s and 

took about 4.5 hours in KCS case and 18 hours in JBC case using 64 cores that is 2.3Ghz clock individually.  

Figure 2: Convergence history of KCS(left) and JBC(right) 

Table 1 shows the comparison results between the present calculation results and experimental data. The differences in 

total resistance between present calculations and experimental data is smaller than 2%. Wake fractions from the present 

calculations are also acceptable. 

The wave height contours of KCS and JBC are compared in Figure 3. Divergence and transverse waves of KCS are well 

simulated and the agreement with experimental date is good. In JBC case, the wave height is too small to simulate the 

wave patterns by calculation. To observe the wave pattern of such a slow full ship, more small grids are arranged around 

the hull. The waves around the stem and stern are similar to experimental data due to enough wave height. Figure 4 shows 

the wave profiles along the KCS and JBC. The black line or dots of Figure 4 is experiment data and the red line is a wave 

profile of the present calculation. Figure 4 also shows good agreement. The wake distributions on the propeller planes of 
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KCS and JBC are shown in Figure 5. Qualitative and quantative agreements of wake distributions are enough to apply to 

hull form design.  

Table 1: Comparison of computed resistance of the model ship of the KCS & JBC 

Figure 3 Wave pattern of KCS(left) and JBC(right) 

Figure 4 Wave profile along the KCS(left) and JBC(right) 

Figure 5 Wake distribution on propeller plane [KCS, X/Lpp =-0.4825] (left), [JBC, X/Lpp = -0.4843](right) 

Self propulsion – JBC case 

The self-propulsion performance of JBC is calculated with present numerical method. In this case, the propeller rotation 

speed is 7.8 RPS. The propulsive force is imposed as body force instead of propeller rotation to reduce the calculation 

time. The axial and circumferential forces are calculated with POW data. The inflow velocity of the propeller is obtained 

by averaging the velocity on the 2.857%LBP ahead of propeller plane. It is assumed that the propeller force is distributed 

following [10]. The grid for the self-propulsion simulation was generated by mirroring the grid for the resistance 

calculation with ‘mirrorMesh’ utility.  

KCS JBC 

Exp.[3] Present Error Exp.[5] Present Error 

Total resistance (N) 41.170 41.847 1.64% 18.206 18.500 1.62% 

Frictional resistance (N) 32.777 33.346 1.74% 13.409 13.691 2.10% 

Pressure resistance (N) 8.393 8.501 1.28% 4.797 4.809 0.26% 

Wake fraction 0.208 0.224 7.80% 0.61 0.59 -2.81% 
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The Froude number of the calculation is the same with resistance case 0.142. The calculation results, KT, KQ and SFC are 

shown in Table 2. The errors of total resistance, thrust coefficient, torque coefficient and SFC are about 1.22%, -0.24%, 

1.23% and 4.24%, respectively. The velocity contour at the stern of JBC has shown in Figure 6. The velocity increment 

due to the body forces around propeller plane is observed. The JBC hull surface has represents the pressure distribution 

and the free surface has represents the Z coordinate value. The contour lines around the stern represent the dimensionless 

velocity it is the velocity of x-axis divided by the reference velocity.  

Table 2: Comparison of calculation data of the model ship of the JBC 

Figure 6 Velocity contour at the stern of JBC 
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NUMERICAL SIMULATION OF OVERTOPPING OF SLOPING BREAKWATER 

UNDER IRREGULAR WAVE 
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Abstract: Based on the open source software OpenFOAM, a three-dimensional wave model is developed to generate 

irregular waves. The Volume-Averaged RANS equation and the seepage equation containing nonlinear term are used to 

describe the water flow under the amour layer of the sloping breakwater. The full-scale simulation of the accropode 

blocks as armour layer of sloping breakwater is realized through mesh generation tool. The interaction between the 

normally-incident irregular waves and the sloping breakwater armored by accropode blocks is investigated through 

numerical simulation. The results indicate reasonably good agreement both between the simulated mean overtopping 

rates and physical model results and between the simulated overtopping rates for full-size prototype breakwater and the 

prototype results converted from the model test based on the gravity similarity. It is concluded that the developed 

numerical model can be used to describe the overtopping process of sloping breakwater armored by accropode blocks 

under working conditions. 
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Introduction

In the polar region, ice sheets can be several kilometres long and subjected to the effects of ocean waves. As its thickness
to length ratio is very small, an ice sheet may experience significant localised vibrations under continuous wave excitation.
In such situations, the vibratory response of the large ice sheet is dominated by an elastic deformation rather than rigid
body motions, which is also known as the hydroelastic response of sea ice. A review on this phenomenon has been given
by Squire [1], indicating that understanding it fully will be a key challenge of polar engineering. The hydroelastic wave-
ice interaction can induce wave reflection and transmission [2], which makes the wave field nearby very different from
that in the open ocean and can lead to a considerable influence on any adjacent structures and/or passing vessels.
Previous studies on the hydroelasticity of sea ice have mainly been conducted analytically. Fox and Squire [2] considered
the reflection and transmission of waves from open water to an ice sheet. They adopted the method of eigenfunction
expansion for the velocity potentials of the water, and used the conjugate gradient method to impose continuity at the
interface and edge condition. The reflection and transmission coefficients of the incident waves were obtained and found
to be dependent on the wave period, ice thickness and water depth. A similar analytical study was also conducted by
Chung and Fox [3] using the Wiener-Hopf method.
The analytical works have provided great insight into this problem. However, in order to formulate the case in
mathematics, they were built upon specific ideal assumptions, where the fluid viscosity and non-linear behaviours were
neglected. This limitation makes an analytic analysis insufficiently realistic and accurate, which motivates an improvement
of developing a numerical model that has the ability to obtain a higher-order solution and capture the phenomena that have
not been included in the analytical models.
Fluid-Structure Interaction (FSI) simulation through Computational Fluid Dynamics (CFD) is an advanced numerical
method to model solid deformations induced by fluid, but has not to date been applied to ice hydroelasiticity. To develop
a reliable CFD tool to fill this gap, Tukovic et al. [4] designed an FSI package using the opensource CFD platform
OpenFOAM, and Huang [5] extended this package into multiphases so that it can model the hydroelastic problem where
the floating structure is in contact with both air and water.
As shown in Figure 1, this work will use the the developed code [5] to simulate the hydroelastic response of a floating ice
sheet, and assess its accuracy by comparing the computational results with the experimental data of Sree et al. [6]. The
influence of environmental variables will also be investigated, including the incident wave period, ice thickness and water
depth. Furthermore, the wave field affected by the ice sheet will be compared with its open water counterpart.

Figure 1: Schematic of the case: a thin ice sheet is floating on the water surface and subjected to incoming waves, with its
elastic deformation induced. Three probes (A, B and C) are set at 0.1 m, 0.3 m, and 0.5 m inside the ice edge respectively to

measure the local vertical vibration, and two other probes (D and E) are set at 0.1 m and 0.3 m outside the ice edge respectively
to measure the free surface elevation.
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Numerical Approach

A partitioned FSI scheme is applied to simulate the hydroelastic case, where the fluid and solid sides are solved separately
and coupled via the fluid-solid interface. The fluid side is solved through the Reynolds-averaged Navier-Stokes (RANS)
equations together with the Volume of Fluid (VOF) method. On the solid side, the ice deformation is solved according
to the Saint-Venant Kirchoff constitutive model with the plane strain assumption. An extended introduction of this FSI
scheme has been given by Tukovic et al. [7]. The solution procedure of this work is illustrated in Figure 2, with the details
being explained in the steps outlined below:
• To start a new time step loop, the structural displacement is first updated according to the results of the previous time

step. Then, to keep the fluid mesh in accordance with the solid mesh, the Aitken coupling scheme is employed, which
introduces an Aitken Relaxation Factor (ARF ), as defined in Equation (1).

ARF− = ARF ×
∑

(Rest=n−1 · ∆Res)∑
(∆Res · ∆Res)

(1)

Thus the ARF is updated according to the residual (Res), which is the difference between the structural interface
displacement (SID) and the fluid interface displacement (FID), namely Res = SID − FID. Afterwards, the fluid
mesh is adjusted with the updated ARF value, as in Equation (2).

FluidMesh+ = ARF ×Res (2)

• The FID is extracted from the adjusted fluid mesh. Then its differential produces the velocity of the fluid interface
and the mesh motion of the rest fluid region is obtained according to this interface velocity.

• Based on the moved mesh, the fluid solver calculates the velocity and pressure field. Meanwhile, the pressure and
viscous force on the fluid interface can be obtained.

• The fluid load on the fluid interface is transferred to the solid interface, considered as the fluid load on the structure.

• According to the load on the interface, the structure solver calculates the displacement of the structure.

• The SID can be extracted from the structural displacement and then compared with the FID to obtain a new residual,
Res. The solver switches to the next time step when either the residual criteria is satisfied or the pre-defined maximum
FSI iteration time has been reached, otherwise it continues looping in the current time step.

Figure 2: Flow chart of the FSI solution procedure.

Case setup

The general setup of the simulation case is shown in Figure 1. The case is set as a two-dimensional rectangular
computational domain. It is filled with fresh water of density ρw = 1000 kg m −3 to a depth of h = 0.3 m. On the
top of the domain, a static pressure boundary condition is applied to model the atmosphere. The bottom boundary is
defined as a no-slip wall to account for the presence of the seabed. Using the waves2Foam tool [8], regular waves of
amplitude a = 0.0085 m and period T = 0.7 s are constantly generated at the inlet boundary without any current speed,
and a wave absorption zone is set up in front of the outlet boundary to avoid waves being reflected here.
A thin ice sheet is initialised as one side free floating on the water surface and the other side fixed, with its length L of
1 m and thickness t of 0.01 m. The ice rheology is set as density ρ = 910 kg m −3, Young’s modulus E = 870 MPa and
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Poisson ratio ν = 0.3. These properties may be varied to study their influence. Three probes (A, B and C) are set at 0.1 m,
0.3 m, and 0.5 m inside the ice edge respectively to measure the local vertical vibration, and two other probes (D and E)
are set at 0.1 m and 0.3 m outside the ice edge respectively to measure the free surface elevation.

Results and discussion

To validate the proposed model, the vertical vibrations at the point A, B, C were computed and compared with the
experimental data of Sree et al. [6]. In spectral analysis, both the computational results (CFD) and the experimental
results (Exp.) are plotted in Figure 3, in which the proposed model reveals very good agreement with the experimental
measurements at all the three points. The main oscillating frequency of the ice sheet (where the peaking amplitude occurs)
equals to the frequency of the incident wave, which means the vertical oscillation of the ice has approached a steady state.
Besides, the peaking amplitude gets smaller from the ice edge to the middle section of the ice (from point A to C).
To investigate the influence of environmental variables on the hydroelastic response of the ice sheet, the ratio of the
local vertical oscillation amplitude (A) to the incident wave amplitude (a) was calculated and plotted out, as a function of
different incident wave period, ice thickness and water depth, in Figure 4, 5 and 6 respectively. Generally, the deformation
of the ice sheet is found to increase as the wave period is increased, and decrease with increasing ice thickness. However,
the variation is undistinguished when the water depth is changed, with a slight increase in the shallow water situation and
nearly constant in deep water.
Figure 4 shows the ice deformation reducing dramatically when the incident wave period is less than 0.5 s, which is
because the waves become very short then, corresponding to a wavelength of less than 0.4 m. As the wave period increases,
the vibration amplitude of the ice can approach the incident wave amplitude. Figure 5 shows the ice deformation becomes
very weak when the ice thickness increases to a level of the incident wave height, and when the thickness keeps decreasing,
the oscillating amplitude can be larger than the ice thickness.
The ice sheet is found to have a significant influence on the wave field, where there is a superposition of the ice-reflected
waves and the incident waves. The free surface elevation at points D and E is plotted in Figure 7, alongside a comparison
with the open water situation of no ice. It shows that the existence of the ice sheet weakened the waves at point D but
induces stronger waves at point E, which suggests the ice sheet can influence the wave field to a large degree and the
influence is dependent on the location.

Conclusions

This work provided an available CFD code to simulate the wave-induced FSI problems. After validation against
experiments, the code reveals very good accuracy on predicting the hydroelastic response of a floating ice sheet. It
can also be applied to other deformable floating bodies, not just the sea ice case.
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Figure 3: Spectral analysis (discrete Fourier transform,
| Y (σ) |) of the vertical vibration at different locations along

the ice sheet: a comparison between computational and
experimental results.

Figure 4: Local vibrations of the ice sheet, as a function of the
incident wave period (T ).

Figure 5: Local vibrations of the ice sheet, as a function of the
ice sheet thickness (t).

Figure 6: Local vibrations of the ice sheet, as a function of the
water depth (h).

Figure 7: Free surface elevation at different locations outside
the ice sheet: a comparison between the computational results

and corresponding open water counterpart.
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1 Introduction
High-pressure die casting (HPDC) is an important process for manufacturing high volume and low cost automotive

components, such as automatic transmission housings and gear box components [1, 2]. Liquid metal, generally aluminium
or magnesium, is injected through complex gate and runner systems and into the die at high speed, typically between 50
and 100 ms−1, and under very high pressures up to 100 MPa. However, it has up to date proven difficult to employ lost
salt cores within the process [3]. The basic idea of using salt cores is to create undercuts or hollow sections with them,
which may then later act as cooling or oil-flow channels [4, 5, 6]. Given this process constraint in design freedom for the
CAD-engineer, the idea of using salt as the material for lost cores has been put forward by machine manufacturers, as well
as automotive companies [7, 8]. One way to determine whether this is indeed viable is to employ numerical simulation
[9].

2 Model equations

2.1 Fluid side

We model the two-phase flow of molten metal and air in high pressure die casting by using the VOF method [10],
wherein a transport equation for the VOF function, γ, of each phase is solved simultaneously with a single set of continuity
and Navier-Stokes equations for the whole flow field; note also that γ, which is advected by the fluids, can thus be
interpreted as the liquid fraction. Considering the molten melt and the air as Newtonian, compressible and immiscible
fluids, the governing equations can be written as [11, 12]

∂ρ

∂t
+∇ · (ρU) = 0, (1)

∂

∂t
(ρU) +∇ · (ρUU) = −∇p

+∇ ·
{
(µ+ µtur)

(
∇U+(∇U)

T
)}

+ ρg + Fs, (2)

∂γ

∂t
+∇ · (γU) +∇ · (γ (1− γ)Ur) =

− γ

ρg

(
∂ρg
∂t

+U · ∇ρg
)
, (3)

where t is the time, U the mean fluid velocity, p the pressure, g the gravity vector, Fs the volumetric representation of the
surface tension force and T denotes the transpose. In particular, Fs is modelled as a volumetric force by the Continuum
Surface Force (CSF) method [13]. It is only active in the interfacial region and formulated as Fs = σκ∇γ, where σ is the
interfacial tension and κ = ∇·(∇γ/ |∇γ|) is the curvature of the interface. The term Ur is a supplementary velocity field
for compressing the phase-interface introduced by the solving scheme for the γ-field (MULES) [11, 14]. The material
properties ρ and µ are the density and the dynamic viscosity, respectively, and are given by

ρ = γρl + (1− γ) ρg, (4)
µ = γµl + (1− γ)µg, (5)
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where the subscripts g and l denote the gas and liquid phases, respectively. We take ρl, µg and µl to be constant, but
use the approach to assume air as a barotropic fluid, i.e. its density changes linearly with pressure and the process to be
isothermal and hence the equation of state for our model reads

ρg =
p

RsT
= pψ. (6)

where Rs is the specific gas constant and T is the temperature. Since 1
RsT

is taken as constant, we introduce the constant
compressibility factor ψ for the gaseous phase. Furthermore, µtur in equation (2) denotes the turbulent eddy viscosity,
which will be calculated via the Menter k–ω-SST model [15]. The implementation of the Menter k–ω-SST model inside
the OpenFOAM framework has shown to be robust and also in excellent agreement with experimental data [16].

2.2 Solid side

On the solid side only the stress equation is evaluated for calculating the displacement of the salt core in space. This
process is physically governed by the following equation

ρs
∂2D

∂t2
−∇ · [(2µs + λs)∇D] = ∇ · q. (7)

In equation (7) D represents the displacement vector, ρs denotes the density of the solid, λs and µs denote the solid’s
first and second Lamé parameters, respectively and q is the load per unit unit area. q consists of the pressure and viscous
forces from the fluid side. There are no body forces taken into account for the selected approach.

3 Solver development and testing
Given the complexity of the physics involved and also the niche nature of the application, the C++ toolbox

OpenFOAM [17, 18] was used to implement the model as it is freely available, rather suitable for being extended by
the user and very well scalable for industrial application as extra cores in parallelisation do not require additional licenses.
The solver that was used for the simulations in this paper does not yet exist in neither the OpenFOAM foundation release
nor the foam-extend project. However, the foam-extend release offers a toolbox called the fsi library [19]. Inside the fsi
library several solvers are available depending on the intensity of the coupling between the fluid and the solid. Here, as
we expect to see rather large deformations, the solver fsiFoam was used. It follows a process chain depicted in figure 1.
The names of the steps closely resemble the names given to the methods that are being called while the code is running.
It may thus be easier to bridge between the code and the chart. One sees clearly that at first the displacement of the flow
domain is evaluated, then the flow field according to the displacement and boundary conditions is evolved and then its
eventual impact on the stress field in the solid is calculated. The blue loop indicates that this entire process is repeated
until the specified residual is reached. After that the solver moves on to the next time step.

updateDisplacement()

moveFluidMesh()

flow().evolve()

updateForce()

stress().evolve()

nO
uterC

orrector

runTim
e

Figure 1: Solving process scheme of fsiFoam Solver

As outlined in the previous section, already the fluid side is a rather complex fluid flow problem. There was thus
previously no solver class available that could solve such a problem within the framework of the fsi library. It however is
available as a top level solver inside the normal OpenFOAM solver toolbox. The first step was therefore to implement the
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same methodology of the solver compressibleInterDyMFoam into a class that fits the requirements of an fsi fluid solver
class. The standard pimple algorithm was for this purpose modified and an additional step at the beginning was added
that solved the transport equation (equation 3) at the beginning of the process chain, i.e. before the momentum predictor.

This newly coded solver class inside the fsi library was benchmarked against the standard version of the solver
compressibleInterDyMFoam with the simple standard damBreak tutorial case (figure 2) with the coupling between the
fluid and the solid as well as the mesh motion switched off. Figure 2 shows the result of this benchmark study. As
the reader can easily see the results for the phase field are entirely identical in the two pictures indicating that both the
standard compressibleInterDyMFoam as well as the newly developed solver class FSI::compInterFluid produce the same
flow field result.

(a) compressibleInterDyMFoam (b) FSI::compInterFluid

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

air← γ → water

Figure 2: γ-field comparsion of compressibleInterDyMFoam and FSI::compInterFluid at 0,4 s

In addition to this graphical comparison the solver has also been tested for mass conservation, volume conservation
and conservation of γ in the process on simple geometries and benchmarked with analytical models.

4 Results and validation
The ultimate goal is to simulate the deformation of lost cores during the high-pressure die casting process. A simple

structured mesh was constructed for this purpose that resembles the setup of a three-point bending test within a casting
mould. Figure 3 shows a picture of the produced casting without the core in the upper part and also a picture of the
deformation of the core in the lower part. The result is written out for the time step of 0.1 s shortly after the first drops of
melt hit the core. Note that the geometry does not have an outlet. The die is initially filled with air and melt is flowing in
at a constant velocity from the inlet.

It can be observed in figure 3 that the salt core undergoes a deformation in the range of 2.5 mm as soon as the melt hits
the core and hence the momentum of the melt gets redirected due to the core blocking the initial channel flow. The core
vibrates initially due to an observable spike in the force when the interface hits the core and is then displaced constantly
by the bypassing flow, when the flow pattern around it becomes stable.

For the sake of validating the solver an experimental die was constructed and manufactured that resembles the
geometry of the meshed body shown in figure 3. The die was then tested on a high-pressure die casting machine with the
same process parameters that had previously been used for the simulation. One result of the so cast prototypes is shown
in its cross-section in figure 4. One sees in this picture that analogously to the shape that we saw in figure 3 the core also
gets symmetrically bent by the inflowing melt. The displacement is also in the order of magnitude of more than 2 mm
and thus produces a comparable result as previously seen in the CFD-simulation (figure 3). Previously so far unpublished
research by the authors also shows that the highest expectable impact on the core also occurs at the transition from the air
phase to the melt phase at the core interface.
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Druckgussbauteil,” 2016, dE Patent DE201,410,221,359.
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1 Inroduction
Controlling vortex-induced vibrations (VIV) is important in ocean structures, in designing robust heat exchangers,

and especially in the offshore industry given the new emphasis on deep water drilling [1]. In deep water, immersed
structures such as risers usually have low damping and over time VIV will weaken the risers and ultimately cause fatigue
and fracture. Replacement of the pipelines is a very expensive and time consuming process, hence new suppression
techniques are required.

Many flow-control techniques have been proposed to suppress VIV, such as splitter plates [2, 3], suction based flow
control [4, 5], slits parallel to the incoming flow [6], stream-lining of the structural geometry [7, 8], helical strakes [9, 10],
and other add-on devices for passive control [11, 12, 13]. Recently, flexible plates or filaments have attracted much
attention for their role in passive flow control [12, 14], as they can self-adapt to direct flow without the input of energy.

In the current study, control of cylinder wake by using a flexible filament in the downstream stagnation point is
numerically studied in the framework of OpenFoam. The cylinder is fixed, and the filament is attached to the base of the
cylinder. Its leading end is fixed and its trailing end is free to flap. To execute the numerical simulation and deal with the
fluid-structure interaction (FSI) of the filament as well, a penalty Immersed boundary method (IBM) is presented.

2 Numerical method
For the simulations, we adopt a penalty Immersed Boundary Method (IBM)[?]. The equations governing this fluid-

structure coupling system are expressed as following:

ρ

(
∂u

∂t
+ u · ∇u

)
= −∇p+ µ∇2u+ f, (1)

∇ · u = 0, (2)

f(x) =

∫
F (r, s)δ(x−X(r, s))drds, (3)

∂X

∂t
(r, s) = U(r, s) =

∫
u(x, t)δ(x−X(r, s))dx, (4)

F = FE + FK + FC , (5)

FE = − ∂E
∂X

, (6)

FK(r, s) = K[Y (r, s)−X(r, s)], (7)

FC(r, s) = δ(X(r, s)−X ′(s))
X −X ′

|X −X ′|
, (8)

ρs(r, s)
∂2Y

∂2t
= −FK(r, s)− ρs(r, s)Fr

g

g
. (9)

Equations 1 and 2 are the Navier-Stokes equations for a viscous incompressible fluid, which are solved by a finite-
volume based solver OpenFOAM. Here, ρ, u, p are the density, velocity and pressure of the fluid, respectively. The term
F (r, s) in equation 3 include the elastic force induced by the deformation of the elastic boundary and the repulsive force
between the filament and cylinder, and the term f(x) represents the fluid body force density.
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For the rigid cylinder, the FE component can be ignored. For the flexible filament, it can be regarded as a 1-D massive
boundaries, which are represented by a serial of one-dimensional rods. We impose two elasticities to these rods, one resists
stretching and compression, and the other resists bending. The energy function E[X(.)] can therefore be formalized as

E[X(·)] = 1

2
ks

∫
(

∣∣∣∣∂X∂s
∣∣∣∣− 1)

2

ds+
1

2
kb

∫ ∣∣∣∣∂2X∂2s
∣∣∣∣2ds, (10)

where ks and kb denote the coefficients by resisting the stretching and bending respectively.

3 Numerical results
In the current work, we consider a fixed Reynolds number, Re = 100, for the following simulations. We define the

Reynolds number Re = U∞/νD, where D is the diameter of the circular cylinder, U∞ is the streamwise velocity far
upstream and ν is the kinematic viscosity.

We firstly examine the effects of the filament on the flow control of the cylinder by varying the length (L) of the
filament. Figure 1 shows the phase diagram of drag and lift coefficients for the cylinder-filament system under various
length. The black line denotes the reference value for the cylinder without filaments. It is seen that the effect of the
attached filament on the evolution of the forces acting on the cylinder is remarkable. With the attached filament, both the
mean drag coefficient and the fluctuation of lift force can be suppressed effectively. The longer filament performs better
since it can delay the vortex shedding in the cylinder wake to a further downstream, see figure 2.

For the case with the filament length of L = 0.5D and L = D, the symmetry of lift fluctuation is broken and a
positive net lift force is achieved. By looking at the flapping trajectory of the filament in figure 3, we see that the filament
is flapping in the low half part of the cylinder wake, thus generating a positive lift force to the cylinder-filament system.

Moreover, as the effect of the bending stiffness, we see that in figure 4 a more rigid filament can achieve a lower drag
coefficient and smaller lift fluctuation/ flapping amplitude . By checking the flow pattern, it is seen that the vortex is roll
up back to the top surface of the filament tail for the rigid one (with kb = 0.002), therefore leading to the recovery of
pressure in the wake of filament.

Figure 1: Effect of filament’s length on the force of the cylinder-filament system.

Figure 2: Vorticity plot for flow around a cylinder with a single filament attached to the downstream stagnation point under
various length (ρs = 1, kb = 0.01).
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Figure 3: Ranges of motion of the filament attached on the cylinder under various length (ρs = 1, kb = 0.01).

Figure 4: Effect of bending stiffness on the force and tail displacement of the cylinder-filament system.

Figure 5: Effect of bending stiffness on the flow pattern of the cylinder-filament system.Left Column: kb = 0.0005, Middle
Column:kb = 0.001, Right Column: kb = 0.002. Top row: pressure contour, bottom row: vorticity contour.
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Quality of foundry products depends on the control of the solidification process; if the phase change is not managed
correctly, residual stresses and material shrinkage shall result in loss of product quality. Physical modelling of
solidification is particularly challenging: it requires a unified fluid-solid model capable of simulating fluid flow, heat
transfer, solidification phase change as well as solid mechanics aspects of the resulting material.
We shall present a physical model capable of following the progress of the melt from injection/pouring of the molten
phase into a batch or a continuous casting system and resolving heat transfer, flow of the fluid component, phase change
and accumulation of residual stresses in the solid. The model is implemented in OpenFOAM and used to simulate
transient 3-D casting process. Such a model is capable of predicting shrinkage and solidification effects and can be used
in optimisation of casting systems, mould pressurisation and heat transfer management in foundry applications.
The model is currently validated on fluid and solid mechanics cases and basic fluid-solid interaction with a fixed phase
interface.

Introduction
This paper describes a framework for modelling of solidification and residual stress distribution in metallurgical
applications. The challenge in the process is in the assembly of a unified model covering both the fluid and solid phase
with sufficient fidelity to capture the thermal front and the stress state at the point of solidification, which is the main
source of residual stresses, volumetric imperfections and other quality-degrading features of the cast.
The challenge in solidification modelling is its “atypical” model of Fluid-Solid Interaction (FSI), where it is necessary to
deploy a single equation set covering the whole process and the complete domain. In essence, this is trivial: conservation
laws for mass, momentum and energy readily serve this purpose. However, the problem lies in the chosen constitutive
law which needs to cover both the fluid and solid phase. In solids, material accumulates stress with the gradient of
displacement, while in fluids the stress is results from the velocity gradient. In consequence, the natural choice of a
working variable in solids is displacement or displacement increment and the stress tensor (when accounting for material
or geometrical non-linearity), while in fluids the working variable is regularly the velocity u and pressure p.
The primary objective of this study is the simulation of cast shrinkage and residual stresses. To achieve this, it is necessary
to follow the development of stress history from the point of solidification to final state, accounting for thermal stresses
in the solid and temperature-dependent material properties. In solidification, a mushy region is assumed, with material
properties of the solid shell and liquid melt dependent on temperature, and the progress of solidification is followed by a
liquid fraction variable.
In what follows, we shall present the choice of appropriate working variable, conservation laws and constitutive relations
covering the full range of solidification physics. The new model is validated on canonical cases of solid mechanics, fluid
flow and conventional fixed interface fluid-solid interaction, in preparation for solidification studies.

Model Formulation: Solid Phase
A trivial solid mechanics model is a linear elastic model with constant material properties and displacement d as
the working variable [1]. This, however, is not applicable to solidification, due to the presence of material non-
linearity (temperature and solidification-dependent material properties) and geometric non-linearity (large deformations
and rotations). Thus, the stress model formulation used in this study is the Large Deformation Stress Model in the
incremental form, with the displacement increment δd chosen as a working variable [2]. The model is formulated as
follows.
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Non-Linear Stress Model

The choice of the solid phase model is driven by the need to account for all non-linearities in the system and at the same
time align the formulation with the fluid flow model. In fluids, the choice of working variables is naturally the (p,u) pair
and we shall aim to achieve the same.
Second Piola-Kirchoff stress tensor increment δΣ is defined as:

δΣ = 2µsδE + λ tr(δE)I, (1)

where µs and λ are the Lamé’s coefficients, defined in terms of the material modulus of elasticity E and is the Poisson’s
ratio ν.
Green-Lagrangian strain tensor increment δE is defined as:

δE =
1

2

[
∇δd + (∇δd)T +∇δd•(∇d)T +∇d•(∇δd)T +∇δd•(∇δd)T

]
. (2)

In preparation to the model combination, introducing δd = u ∆t and writing δΣ the stress model can be rewritten in
terms of u, yielding the final form of the Green-Lagrangian strain tensor increment:

δΣ = µs ∆t
[
∇u + (∇u)T +∇u•(∇d)T +∇d•(∇u)T + ∆t

(
∇u•(∇u)T

)]
+ λ∆t tr

[
∇u + (∇u)T +∇u•(∇d)T +∇d•(∇u)T + ∆t

(
∇u•(∇u)T

)]
I.

(3)

Integration formulas for displacement, strain and stress are used to accumulate the solid stress as a function of
displacement (increment) and read:

d = d0 +

∫ t

0

u dt ≈ dold + u∆t ≈ dold +
1

2
(uold + u)∆t, (4)

E = E0 +

∫ t

0

δE, (5)

Σ = Σ0 +

∫ t

0

δΣ, (6)

where d0, E0 and Σ0 represent the initial displacement, strain and stress. At each time instance, the Cauchy stress σ can
be recovered as:

σ =
1

det(F)
F•Σ•FT , (7)

where F is the deformation gradient tensor
F = I + (∇d)T . (8)

Linear momentum conservation law in the total Lagrangian formulation reads:∫
V0

ρ0
∂u

∂t
dV0 =

∮
S0

n0•(Σ•FT ) dS0 +

∫
V0

ρ0fb dV0, (9)

where V0, S0, n0 represent the initial configuration of the system. This is remarkably similar to the fluid formulation of
the momentum equation, barring the absence of the pressure gradient term.
The standard stress formulation of the above equation uses the I part of the F tensor to create the implicit terms and treats
the rest as an explicit correction, accounting for model non-linearities.

Papadakis Solid Pressure Term Formulation

The non-linear solid stress model suffers from a particular failure mode, where the Poisson’s ratio ν reaches the value of
0.5: the second Lamé coefficient λ tends to infinity.

λ =
E

3(1− 2ν)
; ν = 0.5→ λ→∞, (10)

While ν = 0.5 may be unrealistic for solids, in fluids it describes the state of incompressibility and the model failure for
ν = 0.5 must be circumvented. Note that realistic solids are never considered incompressible, meaning that λ remains
bounded.
The following pressure manipulation is introduced by Papadakis into the∇•[∆t λtr(∇u)] term in Equation 3, recognising
that the pressure p is related to the trace of the stress tensor and divergence of the velocity field∇•u.
Introduction of the solid pressure term in the non-linear model yields a solid continuity equation, with the bulk modulus
K:

K = ρ
∂p

∂ρ
=

2

3
µs + λ =

E

3(1− 2ν)
, (11)
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defining the pressure (in the solid region!) as:

p = −1

3
tr(σ) = −K∇•d (12)

and yielding the final form of the linear stress equation

σ = −
(
p+

2

3
µs∇•d

)
I + µs

[
∇d + (∇d)T

]
(13)

The continuity equation is manipulated in terms of velocity u. For a linear elastic material, the equation set reads:

u =
∂d

∂t
, (14)

∂(ρu)

∂t
+∇•(ρuu)−∇•µs

[
∇d + (∇d)T

]
= −

(
1 +

µs

3K

)
∇p, (15)

∇•(ρu) = − ρ

K

∂p

∂t
. (16)

For the non-linear material, the starting form is somewhat more complex (Equation 9); manipulation of the divergence
term reads:

∆t λtr(∇u) = −∆t

(
p+

2

3
µs∇•u

)
, (17)

whereas the solid continuity equation preserves the same form as in the linear case. With the above modification, the
system is ready for the use in a blended solid-fluid model, using the (p,u) as the primitive variables.

Thermal Stress Model

Curiously, within the same framework, thermal stresses can be handled in a straightforward manner. In linear elasticity,
thermally induced stress is:

σT = 3KαE(T − T0)I, (18)

where αE is the thermal expansion coefficient and T0 the reference temperature. This is clearly inconvenient for the
formulation of displacement increment. As the spherical stress is extracted into the solid pressure, thermal stress can be
accounted for as a change-of-volume term:

ρ

K

∂p

∂t
+∇•(ρu) = 3αE

∂T

∂t
. (19)

This is physically consistent and numerically convenient: any alternative formulation does not satisfy the integral volume
increase in the solid. Physically, the r.h.s. of Equation 19 accounts for the volumetric expansion of a heated solid, as a
part of the solid continuity equation.

Model Formulation: Fluid Phase
Fluid equations can assume the easiest form of the incompressible laminar flow with buoyancy effects, using the
decomposition of the pressure into the dynamic and quasi-hydrostatic component [3]:

pd = p− ρg•x, (20)

where ρ is the density, g is the gravitational acceleration and x is the position vector, yielding a reformulated balanced
momentum source term:

−∇p+ ρg = −∇pd − (g•x)∇ρ, (21)

The final form of the fluid phase equation set reads:

∇•(ρu) = 0 (22)

∂(ρu)

∂t
+∇•(ρuu)−∇•(µ∇u) = −∇pd + g•x∇ρ (23)

Model Formulation: Unified Non-Linear FSI Model
Formulation of the solid and fluid models are now well aligned. The total Lagrangian formulation in the incremental
approach used the pressure p and velocity u as the base variable and match perfectly with the fluid model both in working
variables and model layout. Therefore, conventional “fluids solution techniques” should be applicable to both.
As the working variables match perfectly between the solid model (Equation 16, Equation 9) and the fluid model
(Equation 22, Equation 23), it remains to derive the combined model. Blending is performed using the liquid fraction
variable α, combining governing equations for the fluid and the solid phase. The fluid model is recovered for α = 1,
while the other extreme of α = 0 indicates solid behaviour. Presence of a mushy region is indicated by 0 ≤ α ≤ 1,
assuming a linear combination of the two.
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Some Validation Cases
In the first instance, the combined model shall be tested for “pure” fluid flow and solid mechanics. As the formulation
and solution algorithm originates from the fluids, the flow validation cases are omitted. For solid mechanics, basic tests
have been performed for: linear and non-linear elasticity and linear thermo-elasticity for cases with analytical solutions.
In parametric studies of mesh refinement, time-step size and discretisation settings, the model performs perfectly across
all cases, with examples of thermal expansion of a heated solid shown in Figure 1.
Conventional fluid-solid interaction cases can also be modelled without difficulty. In such cases, there exists a step change
in the fluid fraction indicator α, delimiting the boundary between the fluid and solid. Examples of a travelling pressure
wave in an elastic pipe and a fluid jet hitting an elastic membrane are shown in Figure 2.

Figure 1: Combined FSI model for cases of thermal expansion of a solid brick and bar.

Figure 2: Conventional FSI cases: wave propagation in an elastic pipe and a jet impacting an elastic membrane.

The model can now be considered ready for solidification applications, with extensive validation and verification still in
progress.

Conclusion and Future Work
This paper describes a combined model for fluid-solid interaction cases in the unified modelling approach, with the
pressure p and velocity u chosen as the working set of variables. The solid model accounts for material and geometric
non-linearities, include the novel handling of thermal stresses and is formulated in terms of the momentum and continuity
equation to avoid the Lamé coefficient singularity at Poisson’s ratio of ν = 0.5. The fluid model is a conventional
single-phase transient laminar non-Newtonian flow model.
The blended fluid-solid model uses a fluid fraction variable α to indicate the phase state and is capable of modelling the
mushy zone solidification. At this stage the combined model is validated in the cases of pure fluid flow, various cases
of linear and non-linear thermo-elasticity and simple fluid-solid interaction. The work towards a validated and verified
solidification model continues and will be reported in further publications.
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Buoyancy cans in typical cylindrical shape are widely applied in deep-water fields to tension a riser and keep it vertical[1]. 

Flow over a buoyancy can induces an alternating vortex shedding, which leads to the surge, sway and yaw motions. 

Recent studies concentrate on the motion characteristics of Spar platforms and semi-submersible platforms, while few 

researchers push forward the investigation into the VIM (vortex-induced motion) phenomenon especially the yaw motion 

of the typical cylindrical object. Therefore, the buoyancy can in typical cylindrical shape is a suitable object to reveal the 

mechanism of VIM phenomenon. 

Numerical simulation is an effective method to investigate the VIM issues, and numerical tests have fit well with the 

experimental results in vortex-induced motion of the platform. Etienne and Fontaine [2] conducted a 2D (two-dimensional) 

numerical simulation to study the motion trajectory of the cylinder after releasing the rotational degree of freedom. 

Minguez et al. [3, 4] presented a slender buoyancy can flow-induced response at high Reynolds number and 2D CFD 

(computational fluid dynamic) model is built to investigate the yaw responses of the buoyancy can. 

The aim of this paper is to present 3D CFD model to analyse the FIR (flow-induced response) especially the yaw motion 

of a buoyancy can and illustrate the relationship between the yaw motion and the motion in the inline and cross flow 

directions. Furthermore, the influence level of release in the degree of rotation is also illustrated in this paper.  
In this paper, a DDES (delayed detached-eddy simulation) method based on the SST (shear-stress transport) model is 

used to simulate the turbulence detached flow during a large range of high Reynolds numbers [5]. SST-DDES is a hybrid 

RANS (Reynolds-Averaged Navier-Stokes)-LES (large eddy simulation) method. It utilizes sub-grid scale model to 

handle the flow in the free shear flow area far away from wall, and employs RANS’s SST model to solve the flow in the 

boundary layer near wall and other areas. This can guarantee the accuracy of LES solution, and reduce the amount of 

calculation in the near-wall region of the boundary layer. For incompressible viscous fluids, the continuity equation and 

momentum equation can be expressed as: 
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where, 𝑣 is the molecular viscosity, τij is the Reynolds stress or sub-grid stress tensor. According to the Boussinesq
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SST-DDES turbulence model assumes that the turbulent viscosity 𝑣t can be expressed as a function of turbulent kinetic

energy k, turbulence dissipation rate ω and velocity strain S [6]: 
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The 𝑙𝐷𝐷𝐸𝑆 in Eq. (5) is the mixed length, which is the switch that controls the transformation between LES and RANS

model [5].  
The computational model in this paper is the model in the towing experiment delivered by KANG et al. [7] The model of 

the buoyancy can is in typical cylindrical shape and detail parameters of the buoyancy can are shown in Table 1. 

As shown in Fig. 1, the overall buoyancy can is underwater regardless of the free surface issue. The buoyancy can is 

connected with a mooring line at the centre of the bottom of the model, fairlead point. And the anchor point is outside the 

computational domain.  

Figure 1: Schematic diagram of computational model 

Table 1: Parameters of the buoyancy can 

Parameter Unit Value 
Outer diameter (D) mm 150 

Length (L) mm 700 

Displacement (△) Kg 12.37 

Weight (w) Kg 4.24 

Since the overset grid is applied in the cases, there are two kinds of mesh, one is cylinder grid, the other is background 

grid. Both grids are structured grid and the vicinity of the cylinder is locally refined as Fig. 3a shows. In cylinder grid 

region, the grid size near the wall is set to be small to obtain more accurate flow separation and y+ is about 5. And the 

grid number of background grid region is 0.71 million, while that of cylinder grid region is 1.62 million. Fig. 3b shows 

the local mesh distribution of cylinder at the z = 0 section. The boundary conditions of the computational domain are set 

as follow: free stream velocity for inlet, pressure equals zero for outlet, symmetry for top, slip for other side patches. 

Fig. 2  Computational domain             Fig.3 Overall computational mesh    Fig.4 Local mesh 

In free decay test case, the buoyancy can under no incoming flow is given an initial velocity and released to get the natural 

period of the mooring system. Since the consecutive VIM numerical tests are under the condition that the length of 

mooring line is 2.672 m, the numerical free decay test keeps the same length of the mooring line. After the Fourier 

transform, it shows that the CFD result fits well with the KANG et al.’s [6] experimental result as Fig. 5 presents: 

Refine Region 
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Fig. 5  Tether length L = 2.672 m free decay result 

With the increase of reduced velocity, the average surge displacement and surge and sway frequency of the buoyancy can 

are increased significantly. In general, when the vortex shedding is stable, the motion trajectory becomes regular in “8” 

shape. The internal mechanism of the special shape is that the surge frequency is twice of the sway frequency just as Fig. 

6 presents. 

Fig. 6  Time-Displacement profile & Fourier transform profile & Motion trajectory (Ur = 6) 

In this paper, this numerical method can obviously capture the rotation phenomenon of the buoyancy can in the uniform 

flow as Fig. 7 presents. 

Fig. 7  Time-rotation profile & Fourier transform profile (Ur = 6) 

According to Table 2, same as surge and sway frequency, the yaw frequency increases with the increase of reduced 

velocity. Secondly, yaw frequency is equal to the sway frequency, which is consistent with KANG et al.’s [6] experimental 

result. The reason for this circumstance is that the sway motion and yaw motion are both caused by the vortex shedding. 

It can infer that the sway motion and yaw motion share the same exciting force component. 
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Table 2: Surge frequency, sway frequency and yaw frequency 

Reduced velocity (Ur) Surge frequency/Hz Sway frequency/Hz Yaw frequency/Hz 
4 0.303 0.151 - 

6 0.336 0.168 0.168 

7 0.376 0.182 0.182 

8 0.428 0.214 0.214 

10 0.498 0.249 0.249 
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Introduction

Modelling of metal forming problems has traditionally adopted one of three approaches:

• Eulerian approach;

• Lagrangian approach;

• Arbitrary Lagrangian-Eulerian approach.

As indicated schematically in Figure 1, the Eulerian approach follows a domain as material flows through it; whereas, the
Lagrangian approach follows material as it flows through a domain. The third approach, Arbitrary Lagrangian Eulerian
(ALE), is a hybrid method that attempts to combine the best of both Eulerian and Lagrangian methods, where the
domain boundary tracks the material boundary, and the material flows through the internal domain. Consequently, ALE
approaches have the Lagrangian ability to capture the material elastic response, memory effects, and residual stresses,
with the Eulerian ability to efficiently simulate extreme deformations with no concern for deteriorating mesh quality.

 

reference

current

(a) Eulerian (fluid)
formulation

 

reference

current

(b) Lagrangian
(solid)
formulation

 

reference

current

(c) Arbitrary
Lagrangian-
Eulerian
formulation

Figure 1: Approaches to describe the initial and deformed configurations (adapted from [1] )

The current project builds on the previous developments of Lagrangian finite volume methods for solid mechanics [1, 2,
3, 4, 5] to propose an ALE approach suitable for metal forming problems.

Methodology

There are a number of variants of ALE methods; the approach adopted in the current work is a two step procedure:

1. an updated Lagrangian solution step,
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2. followed by a mesh smoothing and field mapping step.

Updated Lagrangian solution step:
In the first step, an updated Lagrangian formulation is used to solve the governing momentum equation for the
displacement field, as described recently [1]: this step provides the displacement/velocity of the deforming material,
and as a Lagrangian step it also provides the motion of the mesh. To complete the updated Lagrangian step, the mesh is
moved to the deformed configuration using the material displacement/velocity field.

Mesh smoothing and field remapping step:
In the second step, a mesh smoothing and field mapping procedure is applied to improve the overall mesh quality.
A number of different mesh smoothing methods have been examined, including: (i) explicit point-based Laplacian
smoothing with arithmetic-average weights (see Figure 2(b)); (ii) explicit point-based Laplacian smoothing with cell-
volume weights (see Figure 2(c)); and (iii) implicit cell-based Laplacian smoothing method with cell-volume weights.

(a) Mesh before smoothing (b) Mesh after smoothing
(arithmetic-average weights)

(c) Mesh after smoothing (cell-volume
weights

Figure 2: Point-based Laplacian smoothing method, comparing weight calculation method. The initial mesh is purposely
distorted to examine the robustnesses of the mesh smoothing procedures.

Following mesh smoothing, the fields must be mapped to the new smoothed mesh. This field mapping can be performed
in at least two ways: (a) interpolation from the initial mesh to the smoothed mesh; or (b) transport the fields using an
advection equation approach. Both methods are considered here; however, the interpolation method is found to be much
more expensive and difficult to efficiently parallelise. Consequently, focus is given here to the advection method. The
advection mapping approach solves a conservation advection equation for each field to be mapped:

∂ψ

∂t
+ ∇ · φmψ = 0 (1)

where ψ represents the scalar/vector/tensor intrinsic field to be mapped, and φm is the mesh flux/velocity. By limiting the
mesh motion to a fraction of the local cell size (i.e. a mesh Courant number less than unity), Equation 1 can be solved
in an efficient explicit manner. The equation is discretised using the standard finite volume method, as implemented in
OpenFOAM, where the temporal term employs a 1st order Euler method and the advection term interpolation is performed
using a 2nd order van Leer scheme with Monotone Upstream-centered Schemes for Conservation Laws (MUSCL) limiter;
the explicit update of a field cell value reduces to:

ψ[i+1] =
1

Ω[i+1]

Ω[i]ψ[i] +
nfaces∑
f

(∆Ω)f ψ
[i]
f

 (2)

where ψ[i] is the cell field value before smoothing, ψ[i+1] is the cell field value after smoothing, Ω[i] is the cell volume
before smoothing, Ω[i+1] is the cell volume after smoothing, f represents a cell face, nfaces is the number of faces in the
cell, (∆Ω)f is the volume swept by face f , and ψ[i]

f is the value of the field at face f before smoothing.
Following details of the solution algorithm, mesh smoothing and field mapping, a number of steel wire metal forming test
cases will be presented, and the new ALE method compared with a traditional fully Lagrangian approach.
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[2] P. Cardiff, Ž. Tuković, H. Jasak, and A. Ivanković, “A block-coupled finite volume methodology for linear elasticity
and unstructured meshes,” Computers and Structures, vol. 175, pp. 100–122, 2016.
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During the past few decades, two dimensional wave tank about the interaction of waves with cylinder [8, 12] or 

rectangular [4, 11, 13] structures have been studied. Numerical models provide a valuable tool to predict the wave-

induced response of a fixed rectangle. Such a model should account for the interactions between the local wave field 

and the structure, such as the scattering of the waves by the structure, and the radiation of waves due to the structure 

motions. Furthermore, the model should account for the complex nearshore evolution of the waves as they propagate 

from relatively deep water to shallower water depths. This includes processes like shoaling refraction, diffraction, wave 

breaking, and nonlinear interactions. With the increase of computational powers, various detailed Computational Fluid 

Dynamics (CFD) models have been developed that can resolve the turbulent flow field in the vicinity of a floating body. 

Examples includes models that are based on the Reynolds-averaged Navier-Stokes (RANS) equations and models based 

on the Smoothed Particle Hydrodynamics (SPH) method. The use of RANS equations to model coastal engineering 

processes is growing in importance. One of their greatest features is the capability to obtain three dimensional pressure 

and velocity profiles, which allow for a more realistic treatment of all the dynamics, being capable of accurately 

simulating wave conditions along the while spectrum of relative water depth. 

The central idea in this paper is to drive an open source CFD toolbox OpenFOAM○○R [5, 7], which in Bredmose et al. 
[1~2] and Jasak et al.[6] has been successfully applied to calculations of waves flow over obstacles, resolves the waves 
around the fixed rectangle structure. The numerical solution is obtained by solving the incompressible Navier-Stokes 
equations in combination with volume of fluid (VOF) method [3], which is a famous surface tracking scheme. 
Advantages of VOF method are that it is very simple, allowing very complex free surface configurations to be 
represented easily and that it involves no mesh motion. In this study, the validity of the isotropic assumption is 
considered by using a nonlinear (NL) k-ε model developed by Shih et al. [10], which accounts for anisotropic effects by 
introducing a nonlinear Reynolds stress term into the standard NL k-ε model. A solitary wave pass a submerged, 
immersed, or floating fixed rectangle is firstly simulated (Figure 1). The numerical results are compared to the 
experimental data and very good agreements have been obtained for velocities in the vortex behind the structure 
(Figure 2). Then a three-dimensional regular wave flow over a rectangle also has been simulated and validated in this 
paper (Figure 3). Waves are found to be generated realistically and agreement between laboratory and numerical data 
is very high regarding wave breaking, run up and undertow currents (Figure 4). 

Figure 1: Schematic illustration of a solitary past a submerged, immersed, or floating rectangle 
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Figure 2: The comparisons of time histories of free surface displacement at x = 1 m, 32.5 m, and 59 m between experiments 

and OpenFOAM (left panel: submerged; middle panel: immersed; right panel: floating) 

SWL

h=0.3m d=0.24m

0.4m 0.5m
17.7m

0.6m
8.9m2.9m

h=0.7m

Figure 3: Schematic illustration of a regular wave past an immersed rectangle 

Figure 5: Time series of wave elevations (left panel) and forces on rectangle (right panel) 
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Introduction 
Nowadays floating structures like breakwaters, floating wave energy converters, offshore platforms and floating wind 
turbine substructures are widely applied in coastal and offshore engineering because they offer many advantages over 
traditional solutions. For example, floating breakwaters can be installed in deep waters, limiting the environmental impact 
and offering a cheaper solution compared with traditional breakwaters (Chun-Yan Ji et al., 2016). Characterization of 
waves and current interaction with the floating structure is a complex issue due to the relevance of the non-linear physical 
processes involved that hinder the resolution of the problem in an analytical way. Therefore, the main methodology has 
been physical modeling. During the last decades, the improvements in hardware architecture have encouraged the 
development of numerical models, with the main goal of reducing the number of carried out physical model tests, as they 
are more expensive than the numerical ones. 
Numerical modelling of floating bodies is still being a very challenging issue, especially for large body displacements. 
Despite of the good performance of potential flow models in predicting floating body dynamics, there are still physical 
processes which are not well reproduced with that approximation. Their strong assumptions yield into a lack of accuracy 
when high non-linear effects become predominant. In addition, the presence of restrictions to motion induced by mooring 
elements also introduces additional non-linear features which are sometimes out of the framework of the use of potential 
flow models. The use of Computational fluid dynamics (CFD) approach overcomes potential model limitations especially 
for non-linear effects. When CFD models are applied to solve waves and current interaction with floating bodies, several 
issues arise such as the numerical treatment of the floating element, mooring implementation and also the computational 
cost.  
The main challenge regarding wave-floating structure interaction is how to handle the mesh motion to perfectly reproduce 
the complexity of body motion and the flux around it. Although several approaches are available in literature regarding 
the numerical implementation of the mesh motion as described in Jasak and Tukovic 2010, (also implemented in 
OpenFOAM enviroment), or in Liu et al. 2017, the implementation of the overset mesh grid (also called “Chimera grid”) 
(Meakin Robert L., 1999, Petersson N. Anders, 1999, Suhs and Rogers, 2002) appears as the most accurate one for large 
body displacements. In a Chimera grid scheme, a complex geometry is decomposed into a system of geometrically simple 
overlapping grids (first step: grid generation). Boundary information is passed between these grids via interpolation of 
the flow variables, and many points may not be used (second step: interpolation, hole cutting and determination of 
interpolation weights). 
In this work, we will present a numerical analysis of wave and current interaction with floating bodies. The objective of 
the work is to present a set of numerical implementations performed in OpenFOAM environment with the use of the 
overset mesh method to study moored floating body dynamics due to the combined action of waves and current. The 
implementations, included in IHFOAM (Higuera et al., 2013) (www.ihfoam.ihcantabria.com) are a new set of boundary 
conditions to generate waves and current without the use of relaxation zones. The main consequence is that the 
computational cost can be reduced due to the use of smaller domains. In addition, the implementation of mooring will be 
also presented in order to extend the use of the model to realistic conditions. Numerical model predictions compared with 
laboratory data of wave interaction with moored floating bodies have been performed showing a high degree of 
agreement. The combined effect of waves and current, traveling in the same direction than waves, and their interaction 
with floating bodiesand mooring will be also studied. Results will show the applicability of the new implementations to 
be included in real problems. 

Wave – floating body interaction: validation cases 
A numerical wave tank was developed in order to validate wave interaction with a floating breakwater as in Rhaman et 
al. (2006). The dimensions of wave tank were 2.8m long, 1.9 wide and 1.2 of high. It is shown in the figure 1. The floating 
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body is 30.4 cm long, 68 cm wide and 13.7 cm deep. The body is anchored to the bottom with linear spring devices. A 
simplified model of linear spring with damping was considered in the numerical models developed. This kind of device 
applies a dumping when the spring is at rest, avoiding the small numerical errors that could arise at the beginning of the 
simulation. This mechanism was implemented in OpenFOAM, modifying the existing linear spring model. More deatails 
about the implelentation will done during the presentation. 
The mesh consisted of 2 grids, being the external one the global domain mesh. The internal mesh was used floating body. 
The overset mesh was performed between the two grids. The dimensions of the external grid were: Δx = 3cm, Δy = 4cm, 
Δz = 4cm and Δx = 2.5 cm, Δy = 4.5 cm, Δz = 1.5 cm for the internal grid. Discretization around the floating body was 
refined up to:  Δx = 0.625 cm, Δy = 1.125 cm, Δz = 0.375 cm. This discretization allowed to accurately generate all wave 
conditions and to validate the model. 
Because of the tension of mooring lines was omitted in Rhaman et al. (2006), realistic values of the devices used to 
calibrate and validate the model developed were estimated based on literature. The equivalent stiffness and damping of 
the linear spring have been calibrated numerically yielding: k=323.47 N/m and  c = 200 Kg/s, for the spring and damping 
coefficients. Additionally, k-epsilon model has been used for turbulence modeling. Wave generation and active absorption 
was defined as boundary condition on the left of domain while only active absorption was used at outlet on the other side 
of domain. A classical non-slip boundary condition was assigned to the bottom. The top was defined as atmosphere and 
the lateral walls have been defined as slip. 
Two cases were considered: 
 

• Case A:  
o Wave Height: 3.1cm, water depth: 65 cm, wave period: 1s 
o Mooring system: 4 inclined mooring chains (ϑ= 60) 

 
• Case B: 

o Wave Height: 7.3 cm, water depth: 65 cm, wave period: 1.3s 
o Mooring system: 4 vertical mooring chains (ϑ= 90) 
o The results of the two cases and the comparison with laboratory data of Rhaman et al. (2006) are 

shown in the figures 3,4 and 5. 
 

 
 

Figure 1: On the left: the global 3D mesh. On the bottom: a section of the mesh showing the two system of grids used to 
perform the overset mesh. On the right: Numerical wave tank developed. 
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Figure 2: On the top: Case B: H = 3.1cm, T = 1s, h = 65cm. Pitch, Yaw and Roll (degrees) and Surge, Sway and Heave (m). 

On the bottom: Case A: H = 7.3cm, T = 1.3s, h = 65 cm . Surge, Sway and Heave (m). 
 

Wave and current interaction 
Once the model was calibrated and validated, the combined effects wave and current were analyzed. The new set of 
boundary conditions implemented in IHFOAM allow generating waves with a depth-uniform current. Uniform current 
was imposed at the patch inlet for current generation. In the present work we analyzed the effect of the interaction of 
current with regular second order Stokes waves. Firstly three simulations with three different values of current in 
horizontal direction were carried out for each of the cases above. 
The case A (H = 7.3cm, T = 1.3s, h = 65cm) was selected to develop the numerical simulations of only current action and 
wave-current interaction. The following values of positive and negative current were considered:  

• Ux current = + 0.25 m/s 
• Ux current = + 0.5 m/s 
• Ux current = + 0.75 m/s 
 

 
Figure 3: On the left: Only current interaction – Comparison of Surge, Heave and Pitch under the action of positive current. 
Positive current: U = 0.25 m/s, U = 0.5 m/s, U = 0.75 m/s, in red, black and green, respectively. On the right: Wave-current 
interaction – Comparison of Surge, Heave and Pitch under the action of wave and positive current of magnitudes 0.25, 0.5 

and 0.75 m/s. The wave case considered is: Case A: H = 7.3cm, T = 1.3s, h = 65cm. 
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Figure 4: On the top, from the left to the right: velocity field magnitude U(m/s) induced by only current of 0.25 –0.5 –0.75 
m/s, respectively. On the bottom, from the left to the right: wave-current interaction with current intensities of 0.25 –0.5 –

0.75 m/s, respectively. The wave case considered is: Case A: H = 7.3cm, T = 1.3s, h = 65cm. 
 
Conclusions 
A numerical model for wave-current interaction was carried out. The new implementations in IHFOAM, including a 
modified linear spring model and wave and current join generation, were used to demonstrate that this model could be 
used for all offshore and coastal engineering application of wave-current floating structure interaction. Numerical 
implementations were validated with existing experimental data in literature showing a good agreement in the 
reproduction of the six degrees of freedom of the floating body subjected to the action of waves. The new implementations 
were stressed to analyse the combined effects of waves and currents. When performing the overset mesh, high dynamic 
mesh motion stability was achieved for all the cases. Finally, the main goals were accomplished with a not so expensive 
computational grid. The computational time for wave and current case (the most expensive simulation) was 20 hours with 
16 cores. 
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Introduction 

Breakwater is a common structure in coastal region, which is used to dissipate the energy from the sea and protect the 
structure and vessel near shore. Traditional breakwaters are effective, such as rubble mount, upright concrete caissons 
and so on, but they are more expensive in materials. For less cost, permeable breakwaters are paid more attention in 
recent years. Therefore, more and more novel type structures have been proposed. Neelamani and Rajendran 
investigated the wave transmission, reflection and dissipation characteristics of ‘T’ and ‘⊥’ type breakwaters[1][2]. 
Günaydın and Kabdaşlı analysed the characteristics of ‘U’ and ‘Π’ type breakwaters in 2004 and 2007 respectively[3][4]. 

Recently, Computational Fluid Dynamics (CFD) simulation, as a new method differing from theoretical analysis and 
experimental measurement, can provide a comprehensive information about the flow field. More and more CFD 
software applied to fluid calculation are developed, for example, FLUENT, COMSOL, STAR-CCM+ and so on. 
Compared with the above, Open Field Operation and Manipulation (OpenFOAM) is an open source code written by 
C++, having a broad range of application including CFD, heat transfer, computational chemistry, even finance. 
OpenFOAM provides a multi-phase solver called Waves2FOAM, which can simulate wave propagation effectively. 

In this paper, the character of a ‘V’ type breakwater will be discussed. Using the VOF model in OpenFOAM, 2D 
numerical simulation of regular waves through a ‘V’ type breakwater is carried out. In the present research, the 
performance of the breakwater is evaluated by measuring reflection and transmission coefficient.  

Government equations 

The numerical model is based on OpenFOAM, simulating two-phase incompressible flow of air and water. By 
secondary development of the CFD toolbox OpenFOAM, Jacobsen developed the Waves2Foam, a new utility to 
simulate wave propagation. The free surface is captured by the VOF method, and the continuity and momentum 
equations are solved using the finite volume method. The detailed information can be seen in the manual of 
Waves2Foam[5]. 

The continuity equation is as follows: 
∇ ∙ 𝐮 = 0 (1) 

The momentum equation is as follows: 

𝐮
+ ∇ ∙ 𝜌𝐮𝐮 = −∇𝑝∗ + 𝑔 ∙ (𝐱 − 𝐱 )∇𝜌 + ∇ ∙ 𝜇 ∇𝐮 (2) 

The meaning of the above variables can find in the manual of Waves2Foam. 

Numerical simulations 

1. Model scale
According to the research of Günaydın and Kabdaşlı[3][4], the way of absorbing wave energy by the new type

structure is cutting the orbits of water particles, so the breakwater should be set at the free surface. The position of 
breakwater is demonstrated by Fig.1 in detail. To cut wave more effectively, Günaydın suggested the horizontal length 
α  should be greater than the horizontal orbit of water particles (α > α = (𝐻 2⁄ )coth (2𝜋ℎ 𝐿⁄ )) and the vertical length 
α  should be greater than the vertical orbit (α > 𝛽 = 𝐻 2⁄ ). 
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Figure 1: Sketch of the model 
In the present study, the size of wave flume is 24m×1m×1m, and the characteristic of the regular wave is listed in the 

Table 1. 
Table 1: The characteristic of wave 

Height(m) Period(s) Depth(m) 
0.05 

1 0.7 0.10 
0.15 

Then, based on the wave parameters, the size of ‘V’ type breakwater can be calculated: 
Table 2: The size of breakwater 

Height(m) α=(H 2⁄ ) coth(2πh L⁄ )(m) β=H 2⁄ (m) 
0.05 0.0252 0.025 
0.10 0.0503 0.05 
0.15 0.0755 0.075 

The horizontal length of the breakwater is set to 20 cm. By varying the angle of the breakwater, the vertical length 
can be determined.  
2. Wave characteristics

 In order to evaluate the performance of the breakwater, it is indispensable to measure the reflection and transmission 
coefficients. According to the two coefficients, the dissipation coefficient of energy can be calculated. These parameters 
are given below. 

Reflection coefficient: 

𝐶 =  (3) 

Transmission coefficient: 

𝐶 = (4) 

Dissipation coefficient: 

𝐶 = 1 − 𝐶 − 𝐶 (5) 

where 𝐻  is the incident wave height, 𝐻  is the reflection wave height and 𝐻  is the transmission wave height. The 
incident and transmission wave height can be separated by the method presented by Goda and Suzuki[6]. 

Results and Discussion 

Three different angles are chosen in the study, 60°, 90° and 120°. In the simulation, the bubbles are generated 
between the two plates, causing wave energy dissipation of wave energy. At first, the surface is calm. When the first 
wave contacts the structure, a jet is generated front the structure. After a second, the wave reaches the back plate, and an 
inverted jet prevents the propagation of waves. Lasing for a while, some bubbles occur between two plates, and it is the 
main reason of energy dissipation. The following figure shows the generation of the bubbles. 

Figure 2: wave propagation between the two plates 
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Using the two-points separation method, the reflection and transmission coefficients can be calculated readily. After 
the simulation, the wave height of the front and back of the structure can be obtained by the Waves2Foam utility. On 
the basis of two-points separation method, the reflection wave and incident wave is separated through the wave height 
measured. Setting the inlet as origin, the breakwater is at 12 meters, so the wave height at 7, 8 and 16 meters is 
measured. The results of the case of angle 60° under wave height of 0.15m are as follows.  

Figure 3: Surface Elevation (7m) 

Figure 4: Surface Elevation (8m) 

Figure 5: Surface Elevation (16m) 

Table 3: The coefficients of simulations 
Angle(degree) Reflection 

coefficient 
Transmission 

coefficient 
Dissipation 
coefficient 

H=0.05m 
60 0.732 0.261 0.629 
90 0.671 0.305 0.675 

120 0.713 0.386 0.621 

H=0.10m 
60 0.778 0.211 0.591 
90 0.784 0.264 0.561 

120 0.847 0.275 0.455 

H=0.15m 
60 0.509 0.222 0.832 
90 0.532 0.232 0.814 

120 0.559 0.184 0.809 
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Figure 6: Dissipation coefficient 
In the result, the dissipation coefficient of wave height of 0.05m and 0.1m is lower than 0.15m. With the angle of 90°, 

the vertical length of structure is 0.1m, which is double than β of the breakwater under the wave height of 0.1m. 
Between the two plates, two whole water orbits are remained. The structure cannot effectively cut the orbit of water 
particles, so the breakwater under the wave height of 0.1m has a poor performance. It is same under the wave height of 
0.05m. The vertical length is 1.33 times than β under the wave height 0.15m, which is not integer times than β, so the 
dissipation coefficient is the larger than the other cases. The dissipation coefficient have the same property under other 
angles. The distance of two plates is shorter, namely the angle is smaller, the appearance of reverse jet is earlier and 
more frequent, so the dissipation coefficient is larger. With the increasing of angle, the dissipation coefficient decreases. 
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Abstract 

Fluid-structure interaction (FSI) occurring in two applications in biomechanics is investigated using numerical 

simulations. One application is the interaction between the dorsal root ganglion and the surrounding fluids (i.e., venous 

blood and cerebrospinal fluid), and the other application is for the forces and deformation of stent grafts caused by 

pulsatile blood pressure. In these applications the fluids dynamically interact with the deformable structures. The 

simulation tool is the FSI package distributed in the Extend-bazaar. The flow and structural deformation are simulated in 

a segregated way. A strongly coupled partitioned method is used to couple the fluid and structure simulations. The 

interaction processes of the applications are addressed qualitatively. New insights into the dorsal-root-ganglion injury, 

which could arise due to whiplash motion, and the forces on stent grafts are gained based on the results. The present FSI 

solver is considered an effective numerical tool for studying FSI subjects in biomechanics. 

Methodology of FSI solver 

The open source software FOAM-extend [4] is used together with the FSI package distributed in the Extend-bazaar. Refer 

to the studies by Jasak [4] and Tuković and Jasak [8] for the details of the governing equations of fluids and structures. 

The flow equations are solved based on a second-order finite volume method (FVM) with automatic mesh motion. The 

PISO (Pressure Implicit Splitting of Operators) algorithm [2] is utilized in the method. A Laplace equation is adopted to 

govern the automatic mesh motion. A second-order finite element method (FEM) is used to solve this equation [8]. A 

second-order backward scheme is employed for the time marching. 

The structure equations are solved using a second-order cell-centered scheme for the space discretization [8]. A segregated 

algorithm is used to separately solve the displacement increment vectors. The incomplete Cholesky conjugate gradient 

iterative solver (ICCG) [3] is employed to compute the system matrix. An implicit second-order three-stage backward 

scheme is used for the time-marching. 

A strongly coupled partitioned method with a Picard iterative process is employed to couple the fluid and structure solvers 

[5]. The Aitken method [1] is applied to accelerate the convergence speed of the coupling. 

Whiplash dorsal root ganglion injury 

The dorsal root ganglion (DRG) can be injured during whiplash motion [9]. As shown in Figure 1, the DRG is embedded 

in the foramen of the cervical vertebra. A possible cause of the injury is that the DRG and dura mater (DM) can be 

significantly deformed due to impulsive pressure in the surround fluids, i.e., the venous blood and cerebrospinal fluid 

(CSF). 

A geometrical model is established based on the anatomy illustrated in Figure 1. The fluid and structure geometries and 

corresponding boundary conditions are shown in Figure 2. The FSI is found including pulling and pressing processes, to 

which the DRG is subjected. The extreme statuses of the processes are shown in Figure 3. The maximum stretched 

deformation of the DRG is observed at 0.055 s during the pulling, and the maximum compression at 0.1s during the 

pressing. The deformation interacts with the flows inside and outside the spinal canal. The largest von Mises stress of the 

DRG is observed near its end. This indicates potential structural damage positions. In addition, the largest pressure 

gradient is found at the foramen, where the DRG is located at. The figure for this observation is not shown here for the 

sake of brevity. 

The 13th OpenFOAM Workshop (OFW13), June 24-29, 2018, Shanghai, China 

248



Figure 1: A schematic diagram showing a transverse slice of a vertebra in the mid cervical spine [9]. 

Figure 2: (a) The fluid domain and boundary conditions, (b) the structure domain and boundary conditions, and (c) the 

transient pressure in the cervical vertebra C5 [9], which is imposed at the inlets of the fluid domain. 

Figure 3: The deformation of the DRG and DM, which is the sheet part of the structure, at 0.055 s and 0.1 s. The contours of 

the von Mises stress are colored. 

Flow-induced forces and deformation of stent grafts 

Endovascular aortic repair (EVAR) is a minimal-invasive technique for treating abdominal aortic aneurysms.  A stent 

graft is placed in the aorta through a sheath that is inserted into the aorta through the femoral arteries in the groin. As the 

sheath is slowly pulled back the stent graft is released and self-expands to fixate to the healthy artery walls at the proximal 

and distal ends of the aneurysm. An iliac limb stent graft is inserted into the contralateral iliac artery. It self-expands to 

fixate to the already inserted stent graft in the proximal end and to the iliac artery in the distal end. The stent graft is kept 

in place by the force exerted on the artery wall due to the self-expansion, and in some cases hooks at the proximal end 

but not in the connection and at the distal ends. The stent graft thus excludes the aneurysm from the circulation. Long-

term EVAR durability is mainly compromised due to leakage into the aneurysm sac which is influenced by stent graft 

migration at the connections and distal ends, causing potentially lethal leakages. The flow-induced forces have 

experimentally been shown to have the potential to cause distal end iliac limb stent graft migration [6]. It was shown that 

the distal displacement forces increase with the magnitude of the pulsatile forces and the angulation, but not with stroke 

frequency. Roos et al. [7] showed in an extended experimental study that the forces are influenced by the distal stent graft 

diameter and the shape of the curvature. The experimental studies are however not sufficient to distinguish between the 

different mechanisms causing the forces, which is why numerical fluid-structure interaction studies are performed in the 

present work. 

Figure 4 shows the tapered, tubular and bell-bottom iliac limb stent graft configurations and numerical results. The straight 

proximal and distal end sections are rigid fluid regions that separate the flexible stent graft region from the inlet (upper) 

and outlet (lower). The pulsatile velocity and pressure, determined from the experiments by Roos et al. [7], are set at the 

inlet and outlet, respectively. Each configuration shows the velocity magnitude (upper left) and the magnified iliac limb 

stent graft deformation and von Mises stress (lower right). It is shown that large deformations and high displacement 

forces occur at the distal end, in particular for the bell-bottom configuration. The main cause of the forces is determined 
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by a comparison with a case without flow, keeping only the pressure pulsations. It can be seen that less than 3% of the 

forces have their origin in the flow, and the pressure is thus the main cause of the forces. The 90-degree bend of the iliac 

limb stent graft separates the proximal and distal forces, and the forces are also estimated by calculating the instantaneous 

values of pressure times cross-section area. This shows that the flexibility of the graft absorbs up to 15% of the forces. 

Figure 4: Iliac limb stent graft configurations and numerical results. 
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1 Introduction
Airborne wind energy (AWE) is a concept for harvesting wind energy using tethered flying devices. Compared to
conventional wind turbines AWE systems require substantially less support structures like a tower [1]. The replacement
of towers by tethers also allow accessing higher altitudes where winds blow stronger and more persistent [2]. Several
configurations are currently pursued. Electricity can be generated with on-board propellers which are driven by the air
flow and the power is transmitted to the ground through a conducting tether. Another configuration is the pumping cycle
in which case the kite flies crosswind to pull a tether that is unreeled as it moves a ground-based electrical generator, and
a retraction phase when the kite is reeled in. Next to electricity generation AWE can also be used for ship propulsion.

Figure 1: Ram-air kite layout [3]

We consider a single cell of a ram-air wing in our study which is based on an inflatable double skin design. As shown
in Figure 1 ram-air wings are inflated by the stagnation pressure entering through inlets at the leading edge. The internal
pressure provides structural stability and stiffness. The fully or partially inflated structure is flexible and can therefore
exhibit large deformations during flight. This introduces a strong coupling between the structure and the air flow since
the internal pressure in dependent on the wind speed, and a deformed kite will inevitably have a different pressure field
caused by the flow compared to an un-deformed kite. Also, bridle system induces a significant additional drag to the wing
drag and therefore the kites fly with high angle of attack to obtain high lift and to ultimately maximise power output. High
angles of attack causes the flow to separate which cannot be simulated with fast inviscid methods and therefore a CFD
analysis tool such as OpenFOAM is required.
The main challenge in analysis and design of these kites is the governing fluid-structure interaction (FSI) mechanism,
which leads to a drastic increase in model complexity. On the other hand utilising FSI is crucial to obtain reliable results
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on performance measures and structural integrity. We follow the partitioned coupling approach, where the fluid and
structure domains are solved individually and coupled at their interface. In this work we couple OpenFOAM with our
finite element (FE) solver mem4py by using the coupling tool preCICE. The coupled solver is then used to simulate a
single ram-air wing section (cell) and its change in aerodynamic performance due to deformation.

2 Methodology
The FE solver mem4py is an in-house development for inflated membrane structures with large deformations. The fabric’s
thickness used for soft kites is thin and therefore its bending and compressive stiffness is negligibly small. This assumption
simplifies the shell formulation but comes with difficulties in numerical convergence for static equilibrium. The remedy
is a dynamic formulation which simulates the structure with inertia and viscous terms. In our study we focus on finding a
static equilibrium between structure and fluid to analyse the change in airfoil profile in span-wise direction as a function
of angle of attack. Therefore the mass and viscous terms can be arbitrary and usually are chosen such that the structure
is critically damped to quickly arrive at steady state configuration. This method is called dynamic relaxation [4], and is
often applied in form-finding. On the other hand, the real dynamic structural behaviour can also be simulated by using
realistic mass and damping parameters. This flexibility of the approach comes in handy for soft-kites because both static
and dynamic behaviours can be simulated.
The aerodynamic loads are determined by CFD simulations using the FOAM-FSI library [5] which is an extension to
the foam-extend project [6]. The FOAM-FSI library comes with several strong coupling algorithms for partitioned FSI
problems, efficient mesh deformation solvers based on radial basis function (RBF) and an adapter to the preCICE coupling
tool. The transient pimpleFoam solver is used together with the Reynolds Averaged Navier-Stokes (RANS) based SST
k-ω turbulence model. The boundary layer around the airfoil is resolved to capture the flow separation and therefore an
O-type mesh is generated with hyperbolic extrusion.
The two solvers are coupled using preCICE. It is an open-source library that comes with an extensive set of tools to
couple existing solvers for partitioned multi-physics simulations. The strong (implicit) coupling schemes include several
quasi-Newton variants to accelerate the convergence. The exchanged data is mapped for non-conforming meshes by using
either consistent or conservative RBF. Both the coupling and the execution of the solver modules can be run in parallel.
Setting up a multi-physics simulation with preCICE requires a configuration file and implementing an adapter for each
solver. The configuration file defines the general coupling parameters such as the names of the participating solvers, the
exchanged data sets and the desired mapping and coupling algorithms. The adapter is a minimal piece of code which
interfaces the solver modules with preCICE. The adapters can be implemented by using any of supported languages:
C++/C, Fortran and Python. The simulation begins by executing each adapter individually with either serial or parallel
execution. In this work we use the preCICE adapter in FOAM-FSI library to couple OpenFOAM and preCICE and we
show how to implement the adapter for the structural solver mem4py. The implemented adapter contains less than 100
lines of code. Both adapters are implemented in the same programming language as the solver thus C++ for OpenFOAM
and Python/Cython for mem4py.

3 Results
The FSI simulation framework is used to study the static aeroelasticity of a common ram-air kite airfoil MH 92 (Figure
2). The airfoil is extruded in span-wise direction and clamped at both ends. For simplicity no opening at the leading
edge is introduced. Instead, a uniform stagnation pressure pt is assumed inside the airfoil, and by superimposing internal
and external pressure loads, no compressive forces act on the wing. The membrane has a thickness t and isotropic linear
elastic material properties with Young’s modulus of E and Poisson’s ratio of ν. Typical flight conditions for a kite used
for AWE generation are assumed with a Reynolds number of Rec = 5× 106 and turbulence intensity of I = 2%.
Expected results are a strong coupling between inflow conditions such as angle of attack and the deformed airfoil shape.
Especially for high angles of attack the nose section experiences large pressure forces which deform the wing and
completely change its drag polar compared to the un-deformed wing. Figure 3 shows cross-sections of the deformed
kite shape experiencing an angle of attack of 10◦. At mid span (z = 0.5b) the profile is considerably different than the
initial shape (z = 0b). The nose section is dented inwards due to missing support from the ribs. The leading edge is pulled
up and the whole section thickness is increased by nearly twofold.

4 Conclusions
Coupling existing solvers for partitioned multi-physics problems is straight-forward by using the preCICE tool. The
implemented FSI framework is used to study a single cell of an inflated ram-air wing used in airborne wind energy.
Drastic profile changes of the wing are observed and can only be resolved when incorporating a FSI routine into the
analysis.
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Figure 2: Inflated wing in virtual wind tunnel.
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Figure 3: Cross-sections of the deformed inflated wing section at 10◦ angle of attack.
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Abstract: 

A numerical simulation of wave run-ups and wave loads on a model scale semi-submersible offshore platform was 

conducted using interFoam solver combining the wave module in openFOAM 5.0.For interFoam simulation, a high-

quality block-based structured grid is generated by ANSYS-ICEM 17.0 and then exported to openFOAM. Grids 

between the inlet and the platform are carefully refined to minimize numerical dissipations avoiding unphysical wave 

height reductions. A vertical damping technique is adopted for wave relaxation which applying an explicit damping 

force to components of the vector field in the direction of gravity. Wave elevation at different locations are monitored 

by interfaceHeight utility in openFOAM 5.0 and the pressure loads are probed at target points lies on the columns and 

under deck of the platform.  

0.introduction

The wave run-up is a complex nonlinear phenomenon due to the interactions between marine structures and waves, 

currents, which is widely encountered in offshore engineering applications. This paper tries to validate the suitability of 

the incompressible multiphase flow solver interFoam in openFOAM 5.0[1] with the newly added wave module to 

simulate wave run-up phenomenon.   

      Two extensively concerned physical index of wave run-up are wave elevations at specific positions and wave 

impacting loads on marine structures. These numerical results are obtained by using interfaceHeight utility and probe 

utility in OpenFOAM 5.0 with a properly positioned virtual monitoring points and wave gauge locations as can be seen 

in Fig.1(a). 

1.Geometries and numerical set up

This model scale submersible platform has dimensions of 4.58×0.35×0.36×0.32[m]( Length×Width×Height×Draft), 

and simulated in the numerical computational domain with the size of 25×2×2[m] of which  inlet is approximately one 

wave length upstream the fixed platform. The platform geometries and the computational domain are illustrated in Fig.1. 

A block based structured grids (depicted in Fig.2) generated by ANSYS ICEM 17.0 instead of snappyHexMesh are 

utilized in this paper.The incident wave is set to be 5th-stokes wave with wave length of 5.49 m and wave height of 0.4m. 

The length of wave relaxation zone is set to be 11m (approximately two wave length) in the outlet region to avoid 

reflections. The damping type and damping coefficient Lambda are set to be verticalDamping and 1.0, respectivrly. 

Fig.1 (a) Geometries and virtual monitoring points  (b) computational domain 
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Fig.2   Computational mesh Fig.3   wave impact and breaking waves

2.Numerical cases and results

2.1 grid convergent study 
     The numerical diffusion origins from low order discretization scheme of the convection term and insufficient grid 

size in the vicinity of the free surface can cause severe wave height reduction which is a major shortcoming compared 

with traditional potential solvers. For the discretization of convection terms, the Gauss linearUpwindV is used for 

momentum equations and Gauss vanleer for VOF equation. Numerical cases with different grids in a wave length and a 

wave height are conducted to investigate the relation between wave height reduction and grid size. The elevation at the 

position one wave length away from the inlet are monitored and illustrated in Fig 4 and Fig5. For a grid with 100 grids 

in a wave length and 10 grids in a wave amplitude (20 grids in a wave height) it is donated as X100A10 in this paper. 

Since the main purpose of this part is to exam the grid size’s effect on wave height reduction, all cases are running 

without the submersible platform and the left/right patches are set to empty boundary condition to run the interFoam 

solver in 2D mode. 

As can be seen from Fig.4 and Fig.5, given 100 grids in every wave length, refining the mesh in a wave amplitude 

from 10 to 40 brings little change to the wave height reduction and similar results are observed in refining the mesh in 

wave length direction from 100 to 300 with 40 grids in every wave amplitude, both of which all suffers severer wave 

height reduction. Specifically, the observed wave height for X100A40 and X300A40 are 0.245 (m) and 0.279(m), 

respectively, corresponding to wave height reductions of 38.75% and 30.28% since the initialized wave height is 0.4 

(m). These results are actually unexpected and the reasons remained unclear since the wave module in openFOAM 5.0 

is quite new. A screen shot of the wave profile at the end of the run time simulation of X100A10 is exhibited in Fig.6 

showing that the wave is effectively relaxed with the explicit damping technique. 
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Fig.4 refining mesh in wave length direction Fig.5 refining mesh in wave height direction 

Fig.6 wave profile of X100A10 

2.2 wave run-up results of openFOAM 
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      In this submitted abstract, a numerical case with approximately 5 million hexahedrons is conducted to provides 

some tender results which definitely need further improvements either in mesh refinements or algorithm justification. 

The wave run-up and wave breaking phenomenon are observed in Fig.3. The wave elevation above the platform bottom 

at 4 gauges can be seen in Fig.7. 
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Fig.7 wave run up height above the bottom of the platform 
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In our recent study on the flow control modeling for a drilling riser system with auxiliary lines, it was shown that the
auxiliary lines can suppress the vortex shedding on the main riser at all incidence angles [1]. This finding is of
significance to the real engineering of drilling operation. Here we further simulate the vortex-induced vibration (VIV)
response for this real-size drilling riser system in service in the South China Sea by the secondary development of
OpenFOAM platform. By simulating the VIV of the riser system at various angles of attack under typical reduced
velocity, the influence of the flow direction on the vortex shedding and response process of the riser system was
analyzed. The obtained results indicate that the auxiliary lines can effectively suppress the vortex shedding on the main
cylinder and reduce the amplitude due to the clamping of the downstream auxiliary lines, but the effect is greatly related
to the angle of attack. The VIV of a real-size drilling riser system does not show an upper branch and the amplitude is
much smaller than the amplitude of a single cylinder.
1. Introduction
The vortex-induced vibration of a circular cylinder has encountered in a lot of practical engineering fields, especially in
the offshore engineering. As a consequence of significant interactions of vortex shedding and structural dynamics, VIV
will cause fatigue damage and thus seriously affect the engineering operations and may even bring environmental
accidents. In last several decades, the mechanism of VIV has been studied in detail, both experimentally and
numerically. Zhao et al. [2,3] studied the vibration response of two cylinders at low Reynolds numbers for tandem and
parallel rigid connections. Rahmanian et al. [4] studied the VIV characteristics of staggered rigidly mounted cylinders
and found that there may be multiple locking zones in the vibration of the cylinder. Zhao & Yan [5] studied the
characteristics of VIV when two cylinders with different diameters were staggered, and discussed the effects of gap and
incoming angle of attack on the locking zone. The coupled motion of multiple cylinders (triple cylinders and above) is
rarely seen in literature. This article starts from the actual engineering background and simulates the vortex-induced
vibration response of a real-size drilling riser system.
2. Problem description
Fig.1 is the sketch of the cross section of a real drilling riser system with auxiliary lines. In the riser system, the
auxiliary lines had different diameters and distributed asymmetrically around the main line. The complicated flow was
investigated based on the different incidence angles. In Fig.1, α represents the incidence angle of the flow, θ is the
circumferential angle of the main line, U is the free stream velocity of the flow. The diameter of the main line is
represented as D, the diameters of the auxiliary lines in the riser system and the geometrical parameters are shown in
Fig.1. All the cylinders in the riser system were rigidly connected, i.e. the risers moved synchronously at any time.
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Fig.1 Sketch of the model for a real drilling riser system

Fig.2 shows that the risers can move in the in-line and cross flow directions simultaneously, and the stiffness coefficient
and the damping coefficient are the same in both directions. The vortex-induced vibration of the drilling riser system at
different angles of attack can be obtained by changing the angle of attack at the incoming flow.

Fig.2 Sketch of the model for VIV of a real drilling riser system

3. Governing equations and computational model
In this paper, the secondary developed OpenFOAM was used to compute the VIV of the riser system by the finite
volume method, and all cylinders moved synchronously and were modeled using a single spring oscillator model. The
analytical form of the governing equations of unsteady flow of viscous incompressible fluid in Cartesian coordinates
can be expressed as follows:
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where µ is the molecular dynamic viscosity, U is the time-average velocity vector of the fluid, τ is the Reynolds stress
tensor, p is the pressure, ρ is the density of the fluid. K-ω model was used here, and the Reynolds stresses were
computed in two-equation models with the Boussinesq expression.
4. Validation of tandem cylinders
In order to validate the computational method in this paper, the results of VIV of single circular cylinder and tandem
cylinders computed with OpenFOAM were compared with the results of other researchers. The non-dimensional
transverse displacement (A*y) and non-dimensional transverse frequency (f*y) were defined as:

nf
yf*f

D
yA*A  yy ， (3)

where Ay is the displacement in the cross-flow direction, D is the diameter of the cylinder, fn is the natural frequency of
the riser system, fy is the frequency of the transverse vibration of the cylinder, which the value is equal to the vortex
shedding frequency and calculated by the FFT of the lift coefficient.
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Assi et al. [6] studied the wake-induced vibration(WIV) in a tandem arranged system. Two cylinders were placed in
series, and the distance between the centers of the cylinders was P. The upstream cylinder was stationary, and the
downstream cylinder could only vibrate in the cross-flow direction. Both cylinders had a diameter of D and a uniform
flow velocity of U. It can be seen from Fig.3 that the RMS amplitude of the downstream cylinder agrees well with the
results of Assi et al. [6] , and the numerical difference is not obvious; the variation trend of the amplitude with reduced
velocity is the same as that of Assi et al. [6], which can reflect the WIV amplitude of the downstream cylinder continues
to increase as the reduced velocity increases. Therefore, it can be considered that the error between the results of this
paper and the results of Assi et al. [6] is within the experimentally acceptable error.

Fig.3 The vortex-induced vibration amplitude of the downstream cylinder

5. Results and discussions
In this section, the results and discussions about this simulation were given from the vibration amplitudes to flow fields.
Fig.4 shows the amplitudes of VIV at various incoming angles of attack for a real-size drilling riser system. In order to
more clearly show the variation at different angles, the amplitudes are shown in the different diagrams according to the
flow patterns described in Wenbo Wu et al. [1]. CVP there represents the clamped vortices pair mode, and SVF is the
single vortex forming mode.
As can be seen from Fig.4, the upper branch of the riser system does not appear at any angle of attack, and its amplitude
is much smaller than that of a single cylinder, especially at 210°, 300° and 330°, the amplitudes are almost close to zero.

(a) CVP (b) SVF

Fig.4 The vortex-induced vibration amplitude of the riser system at different incidence angles

From the analysis in the previous section, it can be known that the VIV of the drilling riser system is very weak at some
angles of attack and can be considered as a static cylinder system. In practical conditions, the stability of the riser has a
significant impact on the ease of drilling operations and the risk factor. Therefore, the flow field near the cylinder
system during the vortex-induced vibration of the riser is further analyzed and studied.
Fig.5 shows the vorticity contour at the reduced velocity corresponding to the maximum amplitude of the cylinder
system under different angles of attack. Each diagram corresponds to the time when the riser system is located at the
valley value. It can be seen from Fig.5 that the vortices near the riser system are affected by multiple auxiliary lines and
the vortices are irregularly distributed. As can be seen from Fig.4(a), almost no vortex-induced vibration occurs in the
riser system at 210° and 330°. According to the vorticity contour, at 210° and 330°, the shear layer on the main line is
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confined to a very small area by the downstream auxiliary lines, and disappears quickly due to the interaction, so
obvious discrete vortices in the riser system wake cannot be observed.

(a) α=210° , Ur=3 (b) α =330° , Ur=3

Fig.5 The vorticity contour near the riser system

6. Conclusions
In this paper, the vortex-induced vibration of a real-size drilling riser system under various attack angles was
numerically simulated by the second developed OpenFOAM platform. The obtained results indicated that the auxiliary
lines can effectively suppress the vortex shedding on the main cylinder and reduce the amplitude, but the effect is
greatly related to the angle of attack. When auxiliary lines were located downstream of the main line, the VIV was so
weak because the main line cannot shed vortex due to the clamping of the downstream auxiliary lines, especially at
210°, 300° and 330°, the amplitudes were almost close to zero. However, due to the characteristics of multi-cylinder,
multi-size, irregular arrangement, etc., this article cannot analyze the role of each sub-cylinder in the riser system, nor
can it discuss the effect of auxiliary lines in the joint action of the riser system to the main line. Therefore, it is
necessary to simplify the model and conduct more in-depth research.
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1.INTRODUCTION 
Vortex-Induced Vibration  (VIV)  is  the  main source of  risers’  fatigue damage.  In actual production, offshore  floating 
structures subject to waves, currents or winds may cause the platform to move periodically in the water. Then relatively 
oscillatory flow is generated between the riser and the water. In recent decades, researches of the sinusoidal motion of a 
cylinder in viscous fluid have been extensively studied. Fu[3] has taken experimental studies on VIV of a flexible cylinder 
in oscillatory flow for different KC numbers and raise the VIV development process of build-up,  lock-in and die-out. 
Zhao[2] has carried out numerical simulations of a circular cylinder in combined oscillatory and steady flow. In this paper, 
VIV of a  flexible cylinder experiencing combined uniform and oscillatory  flow  is  investigated  numerically based on 
experiments of Fu[3]. The flow ratio α of the uniform flow in the total combined flow increase from 0 to 1 through an 
interval of 0.5. 
 
2.METHOD 
2.1 Hydrodynamics governing equations 
The flow field is supposed to be incompressible, with constant dynamic viscosity μ and constant density ρ. The Reynolds-
averaged Navier-Stokes equations are used as the hydrodynamics governing equations as follow: 
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computing from the fluctuating velocity field. 
 
2.2 Structural dynamics governing equations 
In order to form the relatively oscillatory flow, the supporting frame was forced to oscillate harmonically. The oscillation 
can be expressed as: 
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where � denotes  the  oscillating  amplitude，� is  the  oscillating  period, ��  is  the  oscillating  displacement，��  is  the 

oscillating velocity ，�� is the amplitude of the oscillating velocity ，D is the diameter of the cylinder。 
Fu[1] uses the  support excitation method combined with the Bernoulli–Euler bending beam theory to obtain the structural 
response of the cylinder. The in-line displacement of the cylinder is the sum of support frame motion and the relative in-
line vibration of the cylinder: 
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 t sx x x                                                                                              (6) 

where �� is the in-line displacement, �� is the support motion and � is the relative in-line displacement. 
The equilibrium of forces for this system can be written as follow: 

        I D S Hf f f f                                                                                        (7) 

where ��, ��, ��, �� are the inertial, the damping, the spring, and the hydrodynamic force, respectively. 
Then the equilibrium of forces for the system can be written as: 

 t Hmx cx kx f                                                                                         (8) 

H smx cx kx f mx                                                                                        (9) 

where �, �, � are the mass, the damping and the stiffness of the system. 
In the finite element method(FEM), the equations can be discretized as: 

-Hx sMx + Cx + Kx = F Mx                                                                              (10) 

HyMy + Cy + Ky = F                                                                                 (11) 

Where M, C, K are the mass, the damping and the stiffness matrices, while x, xs and y are the relative in-line, the support 
and  the cross-flow nodal displacement vectors. FHx and FHy are  the hydrodynamic  force  in  the  in-line and cross-flow 
direction respectively. 
 
2.3 Strip method 
In  this paper, numerical  investigations are carried out by viv-FOAM-SJTU solver based on  the  strip  method and  the 
pimpDyMFOAM solver attached to the open source code OpenFOAM. The strip method is very appropriate for solving 
CFD investigations of supramaximal computational domain. It owns high computational efficiency and the computational 
accuracy is reliable, The reliability of the viv-FOAM-SJTU solver has been testified by Duan[4], in which the benchmark 
case has been verified in detail. 
For a long flexible cylinder, a direct computation of the three dimensional flow field will cost too much resources. Instead 
of this, we simplify CFD model and obtain the two dimensional flow field on strips distributed equably along the cylinder. 
The  hydrodynamic  force  is  obtained  from  each  strip,  which  is  then  applied  to  the  structural  field.  The  structural 
displacements of all nodes are interpolated to get the boundary motion of dynamic mesh of flow field. The strip theory is 
shown as figure 1. 
During the numerical simulations, the RANS equations and SST k-ω turbulence model are adopted to solve the flow field 
in  each  strip,  while  the  whole  structure  filed  is  solved  through  Bernoulli–Euler  bending  beam  theory  with  the  finite 
element method. The fluid-structure interaction is carried out by loose coupling strategy. 
 

 
Figure 1: Schematic diagram of strip theory 

 
3. PROBLEM DESCRIPTION 
3.1 CFD model 
The  numerical  model  follows  experiments  of  Fu[1]  and  the  layout  of  the  experiments  is  shown  in  figure  2.  Detailed 
information about parameters of the cylinder is shown in Table 1. 20 strips located equidistantly along the cylinder. Figure 
3 shows the distribution of strips. Figure 4 shows the entire computational domain and meshes of strips. 
 

 
Figure 2: Layout of the experiments of Fu et al 
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Table 1: Main parameters of the cylinder 
  Symbols  Values  Units 

Mass ratio  �∗  1.53  − 

Diameter  �  0.024  m 

Length  �  4  m 

Bending stiffness  ��  10.5  N ⋅ m� 

Top tension  ��  500  N 

First natural frequency  ��
�  2.68  Hz 

Second natural frequency  ��
�  5.46  Hz 

 

                       
Figure 3: Illustration of multi-strip model                      Figure 4: Computational domain and mesh of a strip 

 
3.2 Computational conditions 
According to equations (3) and (4), the total velocity and the flow ratio can be written as equations (12) and (13).  
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                                                                            (13) 

where �� is the uniform flow velocity, �� is the total velocity, �� is the amplitude of the oscillation, � is the oscillating 
period. 
 
4 RESULTS 
Figure  5  shows  subplots  of  non-dimensional  cross-flow  amplitude  of  the  intermediate  node  of  the  cylinder  between 
experiment and simulation. From comparison, it can be concluded: (i)the development process of “Building-up—Lock-
in—Dying-out”  of  vortex-induced  vibration  is observed  in  both  experiment  and  numerical  simulation;  (ii)the  lock-in 
region is 17.3% of the half oscillating period in numerical simulation, which is close to the experiment result of 17%; 
(iii)the non-dimensional cross-flow amplitude is 0.37D in half oscillating period, which is close to the experiment result 
of 0.36D. 

            
(a)Result of Fu et al.                                                  (b)The present simulation                              

Figure 5: Non-dimensional cross-flow amplitude of the intermediate node in half an oscillating period 

 
Figure 6 shows subplots of non-dimensional cross-flow amplitude of the intermediate node of the cylinder in three flow 
ratios.   It can be known that when flow ratio equals 0,  the cylinder is in pure oscillatory flow. And two obvious VIV 
development processes can be observed in an oscillating period. When flow ratio equals 1, the cylinder is in pure uniform 
flow. And the obvious VIV phenomenon occurs through the whole computational process. While flow ratio equals 0.5, 
only one obvious VIV development process can be observed when the oscillatory flow and the uniform flow are in the 
same direction. Figure 7 shows subplots of Modal weights of each vibration mode of the cylinder for different flow ratios. 
We can know that the cylinder mainly vibrates in the 1st mode and the effects higher modes of 2nd and 3rd are relatively 
small. Figure 8 shows subplots of wavelet analysis of the cross-flow displacement. When flow ratio equals 0 and 1, the 
dominant vibration frequency of the cylinder is close to the first natural frequency of 2.68Hz. While flow ratio equals 0.5, 
the vibration frequency transition happens in each oscillating period. The dominant vibration frequency is approximately 
the 1st natural  frequency when the oscillatory  flow  is  in  the same direction with  the uniform flow. And  the dominant 
vibration frequency turns to be approximately 0 when flows are in adverse direction. 
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(a)α=0                                                   (b)α=0.5                                                  (c)α=1.0 

Figure 6: Non-dimensional cross-flow amplitude of the intermediate node for different flow ratios in an oscillating period 

 

         
(a)α=0                                                   (b)α=0.5                                                  (c)α=1.0 

Figure 7: Modal weights of each vibration mode of the cylinder for different flow ratios 
 

       
(a)α=0                                                   (b)α=0.5                                                  (c)α=1.0 

Figure 8: Cross-flow wavelet analysis of the cylinder for different flow ratios 
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Nowadays nuclear power is increasingly used in the occasion of energy supply. However some problem 

also might happen in nuclear power plant, especially the steam generator, which could lead to serious 

consequence and must be paid much attention to. In the steam generator(SG),the u-tubes will interactor 

with the support plant because of fluid induced vibration(FIV)caused by high-speed water in SG. At the 

first place, I give an introduction of SG structure and the mathematic model FSI(fluid structure 

interaction). Then I simulate this process by OpenFoam after modeling, meshing, initializing and 

FsiFoam programming, which is based on computational fluid dynamics (CFD )code. The simulation 

help us get the fluid-solid interaction details. How the fluid forces interact with U-tubes were explained. 

The flow region at the U-tube and fixure contact area has been detailed and analyzed, then the frequencies 

and amplitudes of vibration at the contact area were determined. This will lay the foundation for dynamic 

analysis of FSI in SG U-tubes and the reasons, and it also can help the scientists take more protection to 

avoid the negative effect of fluid induced vibration (FIV). 
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NUMERICAL SIMULATIONS OF VIV OF A FLEXIBLE CYLINDER WITH VARYING 
AXIAL TENSIONS 

ZHE WANG1, DI DENG2, DECHENG WAN3 
1,2,3Shanghai Jiao Tong University, State Key Laboratory of Ocean Engineering, Collaborative 

Innovation Center for Advanced Ship and Deep-Sea Exploration, Shanghai 200240, China, 
3Corresponding Author: dcwan@sjtu.edu.cn 

Keywords: VIV, flexible cylinder, varying axial tension, viv-FOAM-SJTU solver 

Flexible cylindrical structures are widely used in the offshore scenario, such as deep-sea risers and tethers. Vortex-induced 
vibration of flexible cylinders has been extensively studied in the past decades. In actual production, the periodic heave 
motion of floating structures may generate a periodic impact towards the top-tensioned riser, which leads to a periodic 
tension. Because of the dynamic effect, the cylinder’s natural characteristics change over time resulting in a continuous 
modal transition. Under the effect of time-varying tensions, the mechanism of vibration is different from the simple VIV 
problem. Previous researches have made great contributions on the stability problem [1] and vibration mode [2]. 

In this paper, numerical simulations are conducted by the in-house CFD code viv-FOAM-SJTU, which is developed based 
on the pimpeDyMFOAM solver attached to OpenFOAM. For a long flexible structure, a direct three-dimensional 
simulation of the flow field is accurate but cost too many resources. Instead, a simplified strip method is applied for 
solving CFD simulations of supramaximal computational domain. It owns high computational efficiency and the 
computational accuracy is reliable, which has been verified through related researches. The reliability of the viv-FOAM-
SJTU solver has been validated by Duan and Wan [3] and Fu et al [4]. 

Several strips are distributed equally along the cylinder and simulations of fluid field are performed based on RANS 
equations and SST k-ω turbulence model. As for the structural field, the Euler-Bernoulli beam model and finite element 
method is used. Interpolation is used to realize the transformation of data between the fluid field and the structure field. 
The strip model and the procedure of fluid-structure interaction is shown in Fig. 1. The schematic diagram of the viv-
FOAM-SJTU solver is shown in Fig. 2. 

Fig 1: Schematic diagram of of the strip model and fluid-structure interaction 
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Fig 2: Schematic diagram of of the viv-FOAM-SJTU solver 

In this paper, the flexible cylinder is simulated as a beam simply supported at both ends. The axial tension changes 
periodically and is a parametric excitation of the cylinder model. Twenty strips are set equidistantly along the cylinder 
with the same computational domain. The computational model and the initial mesh are shown in Fig. 3. The axial tension 
is assumed to change harmonically. Main parameters of the model and cases are listed in table1 and table 2. The first case 
is a VIV problem with constant tension and is chosen as a comparison. The second case is VIV of a flexible cylinder with 
time-varying tension. The frequency of the varying tension is 1.1410Hz, namely the first order natural frequency. 

Fig 3: Strip model and the initial mesh on each strip 

Table 1. Main parameters of the computational model 
Parameter Symbol Value Unit 
Diameter D 0.028 m 
Length L 14 m 
Mass Ratio m* 2.4 - 
Bending Stiffness EI 29.88 N·m² 
Flow Speed U 0.4 m/s 
Static Top Tension Tt 1610 N 
Varying Tension Amplitude A 0/500 N 
Varying Tension Frequency f 1.14 Hz 

Table 2. Main parameters of the cases 
Case No. Pre-Tension (N) Varying Tension Amplitude (N) Varying Tension Frequency (Hz) 
Case 1 1610 0 0 
Case 2 1610 500 1.14 

Fig. 4 shows the vortex-shedding along the riser model. Vortices at different strips can be viewed clearly. Fig. 5 compares 
the standard deviation between the two cases in both in-line and cross-flow directions. The solid and dashed lines represent 
Case 1 and Case 2, respectively. For the in-line vibration, effect of the varying tension is obvious. The maximum STD 
displacements is about 0.1 for Case 1 and over 0.6 for Case 2, which is caused by internal resonances. In the in-line 
vibration, the cylinder appears as an arc under the effect of uniform flow, the shape of which is similar to the first mode 
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related to the first order natural frequency. When the tension varies at the first-order frequency at a relatively large 
amplitude, it inspires the internal resonances. Therefore, an obvious amplification is observed in the Fig. 5(a). For the 
cross-flow vibration, the amplification effect is little, as shown in Fig. 5(b). This is reasonable because there is no internal 
resonance for the cross-flow vibration. 

Fig 4: Vortex-shedding contour along the riser 

(a) (b) 
Fig 5: Standard Deviation of the displacements: (a) stands for the in-line vibration; (b) stands for the cross-flow vibration 

Fig. 6 shows the comparisons of power spectral density of each mode and displacements at several places along the 
cylinder model in in-line direction. Under the effect of the varying tension, multi-modal vibrations are inspired. Previous 
researches have shown that a long flexible cylinder tends to vibrate at various modes (Willden and Graham [5] and 
Vandiver et al [6)). The time-varying tension changes the natural characteristics of the riser and inspires the multi-modal 
vibration of the cylinder model. The frequency component at the third mode equals to the frequency of the varying tension. 

Fig. 7 shows the comparisons in cross-flow direction. Effects of the varying tension are not the same as the in-line 
vibration. The sub-harmonic vibration appears in the middle part of the cylinder (Fig. 7) which is a typical phenomenon 
in the parametric excitations caused by the nonlinearity of the system. Similar to the in-line vibration, more frequency 
components appear in the power spectral density figure. However, it is different that the varying tension do not dominate 
the vibration frequency and the original VIV frequency components are still obvious. 
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(a) Case1 (b) Case2 
Fig 6: Comparison of modal power spectral density between case 1 and case 2 in the in-line direction 

(a) Case1 (b) Case2 
Fig 7: Comparison of power spectral density between case 1 and case 2 in the cross-flow direction 
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The flamelet/progress variable (FPV) approach was proposed as a model for non-premixed turbulent combustion and 

gave encouraging simulation results in several combustion environments [1, 2]. In present study, it was employed to 

model combustion process inside n-heptane fueling conventional compression ignition engine. The flamelet database was 

constructed on the basis of counter-flow flame configuration using published n-heptane mechanism [3]. The flame 

equations were solved by FlameMaster [4] in space of mixture fraction defined by Bilger [5] as follows: 

Z =
2
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 (1) 

where 𝑌𝑖 and 𝑀𝑖  were correspondingly mass fraction and molar mass of elements carbon (C), hydrogen (H) and

oxygen (O); and subscripts 1 and 2 respectively referred to mass fraction in fuel stream and oxidizer stream. Figure 

1 presents temperature profiles in mixture fraction space obtained from flame solutions. The black lines representing 

fully burning illustrate that maximum temperature of fully burning flame increases as scalar dissipation rate 

decreasing, while blue lines describe unstable burning and mixing. 
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Figure 1: Temperature profile in mixture fraction space 

In FPV approach, the flame solutions should be transferred to mixture fraction and progress variable spaces. The 

following definition of progress variable was used: 

𝑌𝑐 = 𝑌𝐻2𝑂 + 𝑌𝐶𝑂2 + 𝑌𝐻2 + 𝑌𝐶𝑂 (2) 

where 𝑌𝑖  was the mass fraction of species. In order to simplify table look-up procedure, C =
𝑌𝑐−𝑌𝑐

𝑢

𝑌𝑐
𝑏−𝑌𝑐

𝑢 was 

introduced as a scaled progress variable to normalize 𝑌𝑐 . The laminar flame solutions were integrated with

presumed probability density functions (PDF) to incorporate turbulence-chemistry interaction. For mixture fraction 

and progress variable, β-PDF and δ-PDF were applied, respectively. The average or filtered quantities were defined 

as: 

𝑓 = ∫ ∫ 𝑓(𝑍, 𝐶)
1

0

1

0
�̃� (𝑍; �̃�, 𝑍"

2̃
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Besides, the table solution of FPV approach was set to �̃� × 𝑍"
2̃
× �̃� = 101 × 41 × 101.

The simulations in present work were carried out on basis of open source CFD package-OpenFOAM [6]. Reynolds 

Averaged Navier-Strokes (RANS) based k-ε model was used for three-dimensional (3-D) turbulent simulation and the 

Reitz-Diwakar model was chosen to mimic spray atomization and droplet break up. New libraries were created for FPV 

tabulated approach in framework of OpenFOAM. New solver referred as “sprayEngineFPVFoam” was developed to 

model diesel engine. The following additional transport equations were added: 
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where mean progress variable source term due to reaction was tabulated and mixture fraction source term ((�̃�𝑍 =

−
1

𝑉𝑐
∑ �̇�𝑝𝑁𝑝𝑝 ) introduced by liquid fuel evaporation was modeled referred to Baba et al. [7].

To investigate the capability of FPV approach, general computed combustion characteristics were compared and validated 

with experiments conducted by authors on a single-cylinder direct-injection and naturally aspirated diesel engine. Figure 

2 presents comparison between experimental and calculated in-cylinder pressure trace. It demonstrates that FPV approach 

can well reproduce the pressure history of engine operating under different conditions. Besides, influence of injection 

pressure on in-cylinder pressure trend is also precisely predicted. Specifically, peak pressure goes higher as injection 

pressure increasing.   

Figure 2: In-cylinder pressure trace 

In Figure 3, comparisons of engine ignition delay are shown for all operation loads with injection pressure maintained at 

50MPa and 60MPa, respectively. Although negligible ignition delay variations resulted from fixed injection timing, 

agreement between simulated and measured results is good, which proves the capability of FPV approach to predict the 

onset of combustion. 

Figure 3: Ignition delay versus IMEP with injection pressure fixed at (a) 50MPa and (b) 60MPa 

Figure 4 displays the distribution of progress variable reaction rates in space of scalar dissipation rate approaching ignition. 
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As time propagating towards ignition, progress variable reaction rate is intensified. In addition, it can also be observed 

from blue scatters on behalf of the onset of combustion, the ignition occurs in the region with extremely low scalar 

dissipation rate. 

Figure 4: Distribution of progress variable reaction rates with scalar dissipation rates before ignition 
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Given that there are no black boxes and no limitations for detailed user-defined model development in the open source 
software OpenFOAM in contrast to other commercial computational fluid dynamics (CFD) codes, the long-term goal of 
this study is to establish an efficient 3-D evaporative spray model coupled with the Large-eddy Simulations (LES) over a 
wide range of diesel-like conditions through user-definition in OpenFOAM. This model coupled with LES not only 
minimizes the penalties in computational efficiency compared with Direct Numerical Simulations (DNS), but also has an 
insight into the vortex dynamics of the spray in contrast to Reynolds-averaged Navier-Stokes Simulations (RANS). The 
emphasis of this study is placed on the assessment of the predictive capability of vaporizing spray simulation under a 
specified high-temperature, high-pressure condition with experimental verifications. 
The precise modelling of the spray is divided into three parts, which are the gas phase, vapor-liquid interface and the 
spray sub-models. Reasonable simplifications such as the quasi-steady state in gas phase, homogeneous distribution of 
temperature in the liquid phase as well as the vapor liquid equilibrium (VLE) are utilized in the numerical approach. The 
physicochemical properties of n-Dodecane, which acts as a substitute for the diesel fuel is employed in this model.  
Experiments of diesel spray are conducted under the conditions of 3.96Mpa ambient pressure, 900K ambient temperature 
and 15kg/m3 density (inertia gas N2) in the constant-volume pre-combustion vessel (CVPV) equipped with the Z-type 
high-speed shadowgraph arrangement. Comparisons between experiments and simulations exhibit the feasibility of the 
model in predicting the temporal histories of both the liquid and vapor-phase spray penetrations. 
The results reveal that with the lapse of time, the liquid penetration length elevates drastically attributed to the 120 MPa 
injection pressure and gradually shows a propensity to a constant value within 0.4 ms time after start-of-injection (ASI). 
The latter quasi-steady period is dominated by the exchange of momentum with the ambient inertia gas N2 under the 
entrainment effect, which leads to the irregular periphery of the spray. In this study, the velocity field as well as the 
pressure field of the spray are also visualized by the post-processing ParaView. In addition, the effects of both the ambient 
temperature as well as the ambient pressure on the morphology and flow field of sprays are investigated respectively by 
means of extensive computational tests. Despite small discrepancies between the estimated and measured transient liquid 
penetration appear at the initial stage, the simulation of vaporizing spray gives a satisfactory agreement with experiments. 
The verification and universality of the spray model will be further examined over a wide range of diesel-like operating 
conditions using the multi-components fuels in the near future. 
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The atomization of water by a fire sprinkler is of great interest to fire suppression research. The resulting droplet velocity, 
diameter, and liquid volume flux largely determine the suppression effectiveness. For example, large droplets can easily 
penetrate through a fire plume, while small droplets tend to be easily evaporated or carried away with the fire plume and 
have difficulty reaching the burning surfaces.  
The goal of this work is to demonstrate the feasibility of using VOF modeling to adequately capture key aspects of 
sprinkler atomization in an idealized sprinkler geometry. Numerical modeling has been applied to understand the 
atomization behavior of an idealized sprinkler geometry consisting of a 9.5 mm inner-diameter cylindrical nozzle and a 
flat, 25.4 mm diameter disk with a liquid flow rate of 0.71 L/s. The simulations have been performed with foam-extend-
4.1 (a community driven fork of the OpenFOAM CFD software), using the ghost-fluid scheme and the isoAdvector 
scheme for interfacial reconstruction. In order to achieve efficient computations, a newly implemented adaptive-mesh-
refinement (AMR) scheme has been used. Comparisons of atomization behavior (e.g. sheet-breakup length) and 
computational efficiency are made with previously measured results [1] and previous calculations [2] using static meshes. 
This study shows that using AMR coupled with VOF modeling can adequately obtain injection patterns in the near-field, 
and provides a path to subsequently simulate realistic sprinkler geometries. 

Technical Approach 
Numerical Model 
The sprinkler simulations utilized a VOF solver, navalFoam, implemented in foam-extend-4.1 [3], a community driven 
fork of the OpenFOAM [4] CFD software. The equations solved in navalFoam have been adequately documented 
elsewhere [5, 6], and portions of the model are reproduced here for reference purposes only. Equations (1-3) represent 
the continuity, momentum, and phase volume fraction transport equations, respectively, 

𝛁 ⋅ 𝐔 = 0 (1) 

𝜕(𝐔)
𝜕𝑡 + 𝛁 ⋅ (𝐔𝐔) − 𝛁 ⋅ ,𝜈.//𝛁	𝐔1 = −

𝛁𝑝3
𝜌 + 𝛁	𝐔 ⋅ 𝛁𝜈.//  

(2) 

𝜕𝛼
𝜕𝑡 + 𝛁 ⋅

(𝐔𝛼) = 0 
(3) 

where U represents the velocity vector, α represents the phase fraction, ρ is the density (assumes a combination of phase 
densities weighted by respective phase fractions), and 𝜈.//  is the effective kinematic viscosity from turbulence modeling. 
The phase fraction, α, will only have values between 0 and 1 over the few cells spanning the interface between fluids. 
The r.h.s. of Equation 2 represents the pressure body force and the variation of dynamic viscosity across the interface. 
The dynamic pressure is represented as 

𝑝3 = 𝑝 − 𝜌	𝐠	 ⋅ 𝐱 (4) 

where g is the gravity vector and x represents the position vector. The pressure gradient discontinuity and surface tension 
are included within the discretization using the ghost fluid method (GFM) [6]. 
Rather than using typical interface compression schemes [18] to try to maintain a sharp interface, navalFoam includes 
the isoAdvector scheme [5] for approximating a geometric reconstruction of the interface. This scheme explicitly 
reconstructs a phase interface in each computational cell where 0<α<1 (i.e., at the intersection between the two phases). 
This interface is then advected through the cell at each time step. When calculating fluxes through cell faces, the interface 
information is used to determine the relative amounts of phase 1 or phase 2 to be advected out of the cell. This approach 
results in the ability to strongly limit numerical diffusion of the interface. A detailed description of the isoAdvector scheme 
is beyond the scope of this work, but additional details can be found in Ref. [5]. 
Large eddy simulation (LES) was used to treat turbulence, and the one-equation eddy model was used for simulating the 
turbulent kinetic energy. Additional details of the navalFoam model can be found in Refs. [6]. 
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Adaptive Mesh Refinement 
The recently implemented adaptive mesh refinement (AMR) scheme in navalFoam handles arbitrary polyhedra. The 
AMR algorithm operates by first identifying candidate cells for refinement. Through a composite process, multiple mesh 
refinement criteria can be used to precisely focus the candidate pool. For example, the mesh refinement criteria could be 
comprised of two conditions: 1) a minimum cell size (i.e., cube root of the cell volume), 2) a threshold for a scalar value 
(e.g. 𝛼), and a maximum refinement level. The user specifies the desired frequency (in terms of time steps) at which to 
perform the mesh refinement and unrefinemnt steps. These need not be the same frequency. Once the candidate pool is 
selected for refinement, the cells are then refined. Refinement proceeds by selecting the cell edges, splitting them, and 
creating a new node. A node is also placed at the centroid of each face, and at the centroid of the cell. New edges are then 
constructed to link the nodes together, forming the refined cells. Examples of this procedure for the various cell types are 
shown in Table 1. Unrefinemnt proceeds in reverse fashion. 

Table 1: Polyhedral cell types covered by AMR implementation. 
Arbitrary Prism Pyramid Tetrahedral 

Original 

1st refinement 

2nd refinement 

Simulated Geometry 
The simulated geometry, shown in Figure 1, consists of a cylindrical nozzle, 𝑟 = 4.25	𝑚𝑚 and 𝑙 = 28	𝑚𝑚, where 𝑟 is 
the inner radius and 𝑙 is the length. The pipe flow inside the nozzle is simulated, having the nozzle inlet at the top of the 
domain. A disk with diameter 𝑑 = 12.7	𝑚𝑚 is placed 20 mm below the nozzle outlet. The disk thickness is set to 2 mm. 
The overall domain bounds are 𝑥 = [−30	𝑚𝑚, 30	𝑚𝑚], 𝑦 = [−30	𝑚𝑚,30	𝑚𝑚], and 𝑧 = [−30	𝑚𝑚,48	𝑚𝑚]. The top, 
bottom, and sides of the domain are open. 
The inlet velocity was held constant at 10 m/s, which is a flow rate of 0.71 L/s (corresponding to a pressure of 0.55 bar) 
entering the nozzle inlet. This is near the upper range of flow rates tested in Ref. [14]. The inlet was set to a phase fraction 
of one, and represents the only source of water inflow into the domain. The nozzle and disk wall boundaries consisted of 
a no-slip velocity condition. The initial conditions were stationary with a zero liquid volume fraction. For this study, no 
turbulent fluctuations were specified at the inlet boundary. This assumption warrants further investigation in future 
studies, as an operating sprinkler will likely have large fluctuations at the inlet due to pump frequencies, turbulent pipe 
flow, and flow turning effects from the feed line (typically oriented perpendicular to the nozzle).  

Figure 1: Simulated geometry showing the cylindrical nozzle oriented above the cylindrical disk with nozzle inlet, top, side, 
and bottom external boundaries shown. 

Results and Discussion 
The simulations were performed starting from a base mesh. The background mesh was 8 mm, and the finest mesh cells 
near the nozzle and the disk were ~ 1 mm, yielding approximately 40K cells. A portion of the base mesh is shown in 
Figure 2 as a triangulated slice on the x-z plane. 
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Figure 2: Base mesh for starting AMR simulations. 
Five AMR criteria were simulated relating to minimum cell sizes of 1, 0.8, 0.6, 0.4, and 0.2 mm. In a previous study [2] 
using static meshes, it was shown that a mesh requirement of 0.5 mm and less is required to accurately predict the liquid 
film remaining in-tact in the vicinity of the deflector. The magnitude of the gradient of the phase fraction (𝛼) was used as 
the refinement criterion, i.e., (mag(∇𝛼)). A value of 100 was selected for this criterion. Any cells with a gradient 
magnitude greater than 100, with a cell volume greater than the minimum cell size, and a refinement level less than the 
maximum refinement level specified (10), were selected for refinement. 
An example of the mesh refinement for the 0.4 mm case is shown in Figure 3 at a simulated time of 10 ms. Refinement 
can be observed at the interface between the liquid and gas. Figure 3-b shows the magnitude of the gradient of liquid 
phase fraction, which accurately captures the interface between liquid and gas. Refinement based on the gradient of 𝛼 
leads to a sharp interface. 

a) liquid phase fraction (𝛼) b) magnitude of gradient of liquid phase
fraction (mag(∇𝛼)), clipped at a value of 100

Figure 3: Liquid phase fraction and gradient used for grid refinement criterion shown for 0.4 mm case. 
Near steady-state profiles for the various AMR cases are shown in Figure 4. The 1.0 mm mesh resolution clearly shows 
the liquid film breaking up within a few millimetres of the disk edge. The 0.6 mm mesh also shows, although difficult to 
make out from the figure, that the film breaks up along the edges of the film in the corners of the domain. The 0.4 mm 
mesh remains wholly intact. This behaviour matches previous static-mesh simulations [2], where the threshold for 
accurately predicting the sheet breakup distance (~160 mm for this case) was established for mesh resolutions of 0.5 mm 
and below.  The 0.2 mm results, while only simulated out to 10 ms, are expected to yield similar results to the 0.4 mm 
mesh. 
Summary and Conclusions 
Simulating the atomization processes of a sprinkler has the potential to allow for enhanced insight into the key physics 
and controlling parameters. This approach also has the potential to be used as a predictive tool to estimate the spray 
injection profiles. In this study, the atomization of an idealized sprinkler geometry was simulated, and comparisons were 
made to experimental observations. The feasibility of using an adaptive mesh refinement scheme to reproduce flow 
features in the near-field region was demonstrated. Additionally, an innovative isoAdvector scheme allowed for 
maintaining a sharp interface even with relatively coarse mesh resolution. Computational cost of each simulation was 
quantified.   
Similar to the previous static-mesh study, the AMR study revealed that mesh resolutions of 1.0, 0.8, and 0.6 mm provided 
insufficient refinement, as the sheet breakup distance was greatly under predicted due to numerical diffusion of the 
interface.  Mesh resolutions of 0.4 and 0.2 mm yield results consistent with experimental observations. Ultimately, a mesh 
resolution of less than 0.2 mm or less will be required to resolve the flow features necessary to accurately predict 
atomization processes due to the anticipated drop size. Comparisons for film thickness predictions were also made, 
showing the simulated values fall within the expected range.  
This study establishes the feasibility of using VOF modeling with AMR to adequately obtain injection patterns in the 
near-field. The numerical model can subsequently be used to predict atomization at locations beyond sheet breakup.  This 
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work has provided a foundation for eventually to simulating realistic sprinkler geometries to obtain the atomization results 
necessary to initialize the sprinkler spray in fire suppression simulations. 

a) 1.0 mm b) 0.6 mm

c) 0.4 mm d) 0.2 mm
Figure 4: Isocontours of 𝜶=0.5 colored by velocity magnitude [m/s] for various minimum cell size criteria. 
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A turbocharger is a device composing turbine, compressor linked and connected by a shaft with bearings. The three 
dimensional drawing of the entire device is shown in Fig. 1. Energy is extracted using a turbine mounted in the device 
(shown as left) and the compressor is coupled to a turbine by a coupling shaft with bearings. The compressor supplies 
pressurised air to the engine for increasing the charge density during the suction stroke. An intercooler is usually present 
after the turbocharger for maintaining proper temperature.  

Fig. 1. Turbocharger (left) and turbine part of the turbocharger (right) 

Fig.2. Fluid domain of the turbine (left), meshed model of turbine flow (right)  

The objective of the present study is to simulate the flow field inside the turbine fluid domain with the rotation of 
turbine wheel imposed as dynamic mesh  motion considered in the study. The geometry is created (Fig. 2) with the use 
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of Salome software and the meshing is completed using snappyhexmesh grid generator. One of the solvers in 
OpenFOAM [1] namely rhoPimpleDymfoam solver is used in this work. This solver takes care of the flow field with 
temperature variations in a dynamic mesh environment. The mesh elements are carefully selected such that grid 
convergence criteria is satisfied with the experimental study. Inlet conditions are maintained at 463 K and 123 m/s with 
a blade velocity of 20,000 rpm. A test section plane is created normal to +Z axis and the streamlines emanating at the 
outlet are colored with angular velocity as shown in Fig. 3. 
 

 
Fig. 3. Test section plane (shown in blue) with streamlines colored by angular velocity at the exit 

 

Grid independence study is carried out at total mass flow parameter of 0.0105 kg/s.K0.5kPa and the resulting non-
dimensional mass flow rate parameter is compared as shown in Table 1. The convergence is reached as the number of 
elements increases beyond 2 million (in number) where the aspect ratio is almost close to 1. 
 

Table 1: Grid Independence study 

 

 

 
 
 
 
 

 
                                             

   
   

 

    
(a)                                                                               (b)                                                                           (c) 

Fig. 4. Velocity magnitude in the test section at 15 mS (a), 30 mS (b) and 45 mS (c) 

Grid Size  

(no. of elements) 

Total pressure at inlet-to-exit 
static pressure ratio 

0.2 million 1.21 

0.5 million 1.29 

1.0 million 
 

1.42 

2.0 million 1.47 
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(a)                                                                               (b)                                                                           (c) 

Fig. 5. Static Temperature contour in the test section at 15 mS (a), 30 mS (b) and 45 mS (c) 

 

       
(a)                                                                               (b)                                                                           (c) 

Fig. 6. Static Pressure magnitude in the test section at 15 mS (a), 30 mS (b) and 45 mS (c) 
 

The contours of the velocity magnitude, static temperature and static pressure are presented in figures 4,5 and 6 
respectively. It is clear that the flow motion from the inlet is influenced by the rotating turbine blade. The temperature 
distribution and flow expansion is also evident. The output parameters are compared against the experimental readings 
[2]. The output parameter from the study is compared and found to be within lower degree of variation with respect to 
experimental measurement as reported in literature[2]. The mass flow rate of the turbine is varied as per the following 
formula in equation (1) and the output parameter (pressure ratio in equation 2) is observed using Paraview. 
 

 

 
 

Fig. 7. Comparison of different cases by varying total-to-static expansion ratio 
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Total-to-static expansion ratio  : Po/Pexit        (1) 
Total mass flow parameter  : ṁ(To)0.5/Po     (2) 
 
To – Turbine inlet total temperature 
Po – Turbine inlet total pressure 
Pexit – static pressure at the exit of turbocharger 
ṁ – mass flow rate in the turbine 

 
This study is possible with the help of blueCFD software [3], an OpenFOAM source in windows distribution. The 
future of this work is aimed at coupling the turbine with the compressor fluid domain. Further, a realistic analysis is 
focussed on the fluid structure interaction by the expanding flow on the turbine blades. 
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Abstract
Turbomachinery CFD has been extensively used for decades and variety of tools have been developed for dealing with
specific phenomena appearing in these machines. The tools enable significant computational savings, or provide simplified
models for preliminary evaluation, which resulted in establishing CFD as a common, efficient R&D technique in industry.
In this paper we present the methods for modeling complex flows inside various types of turbomachinery. A general
overview of tools for turbomachinery simulations available in foam-extend is given, with the application demonstrated
for both incompressible and compressible flow problems. Appropriate methods should be chosen depending on the
physics and geometry involved:

• steady-state or transient approach,
• single blade passage or full annulus configuration,
• type of rotor-stator interaction interface,
• compressible or incompressible problem,
• implicitly block–coupled or segregated pressure-velocity system, etc.

All options will be addressed for specific test cases presented in the paper. Furthermore, the mathematical and numerical
model applied in the cases will be presented.
In the paper, three incompressible test cases will be considered: a Francis turbine, a centrifugal pump and a ship propeller.
A comparison of steady-state multiple reference frames (MRF) approach [1], transient approach and Harmonic Balance
method [2] (quasi–steady state) will be given and results will be validated against experimental data, where available.
Compressible solvers described in [3, 4] will be evaluated for three test cases as well, each comprising of different flow
regime: low compressibility Onera M6 wing, high compressibility Aachen turbine and transonic NASA Rotor 67 test case.
Methods for treating the rotor–stator interface, mixing plane and general grid interface (GGI) [5], will be presented and
tested in the Aachen turbine test case. Coupling of the pressure and velocity for both the compressible and incompressible
flow equations will be presented in the segregated and implicitly coupled formulation.

Mathematical Model
Transient equations provide a solution with a fully resolved flow in time, compared to steady-state or Harmonic Balance
methods, which introduce temporal simplifications or approximations to reduce the computational CPU time. The high
cost of computational time make the transient approach less attractive for everyday use. To alleviate this problem,
simplified methods are often used: multiple reference frame (MRF) which is a steady state approach and the Harmonic
Balance (HB) method.
In MRF the rotation effects are modelled by solving the conventional steady–state equation set with terms accounting for
rotation: the Coriolis force and centrifugal force, which are included in the momentum equation, either as a source term
(segregated approach) or implicitly in the matrix (implicit approach).
Equations 1-6 represent the governing equations for transient, MRF and HB approach, respectively. As previously noted,
the MRF equations do not include the temporal derivation term and have the additional term −ω × (ρu).
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Transient equation set:

∂ρ

∂t
+∇•ρu = 0 , (1)

∂ρu

∂t
+∇•(ρuu)−∇•(µ∇u) = −∇p . (2)

Steady-state equation set with MRF:

∇•ρu = 0 , (3)

∇•(ρurelu)−∇•(µ∇u) = −∇p− ω × (ρu) . (4)

Harmonic Balance equation set:

∇•ρtjutj = − 2ω

2n+ 1

(
2n∑
i=1

Pi−jρti

)
, (5)

∇•(ρtjutjutj )−∇•(µ∇utj ) = −∇ptj −
2ω

2n+ 1

(
2n∑
i=1

Pi−jρtiuti

)
, (6)

for j = 1 . . . 2n+ 1.

Index rel denotes the relative velocity while index tj denotes the time instant for which the solution is sought. HB source
term accounts for the temporal coupling between the time instants - the use of different indices ti and tj on the LH and
RH side should be noticed.
HB is considered to be a quasi steady–state method as all the equations are steady-state, but mutually coupled by the right
hand side term, obtained using the Fourier decomposition on a transient set of equations, which necessarily restricts the
application of HB to periodic problems only. For details on the derivation, the reader is referred to [6, 7]. HB simulations
can be computed with an arbitrary number of harmonics n, which affects the accuracy of the method. The number of
equations scales with 2n + 1, meaning that for n = 1 harmonic, three sets of velocity and pressure equations will be
solved. Therefore, by increasing the number of harmonics, the CPU time is also increased. Depending on the problem,
the optimal number of harmonics can change, as some transient flow features are more complex than others. The major
benefit of HB compared to MRF is that although 2n+ 1 time instants are solved for, the solution can be reconstructed at
any point in time, thus the solution for the whole period is available.

Numerical Model
In the first subsection of the numerical model, the segregated and block–coupled implicit approach for solving the Navier–
Stokes equations will be analysed. In the second section, turbomachinery–specific boundary conditions will be presented.

Pressure–Velocity Coupling

The derivation of the pressure equation as a Schur complement from the continuity and momentum equations can be
found in [4]. The final form of the incompressible, steady–state system can be written as:[

[Au] [∇(.)]
[∇•(.)] [∇•(D−1

u ∇(.))]

] [
u
p

]
=

[
0

∇•(D−1
u ∇(po))

]
, (7)

where [Au] is the momentum matrix (convection and diffusion operators), D−1
u is the inverse of the diagonal of the

momentum matrix, po is the previously available pressure solution and is only used in the Rhie-Chow correction, [8].
Overline indicates face-interpolated cell-centred pressure gradient. The convection term is linearised by using the old
available values of flux. The formulation is valid for both the segregated and implicit block–coupled approach, as the
off–diagonal terms are treated explicitly in the segregated approach. As stated previously, the additional terms coming
from the MRF method are treated as a source term in the segregated approach, while they are added into the matrix in the
implicit approach. In implicitly coupled system, there is no need for underrelaxation (or very little) which leads to faster
time–to–solution, and also more stability and robustness in converging the solution. The drawback is a high memory
demand caused by the 4 times larger matrix dimension of the linear system and, due to the properties of the matrix, more
complex linear solvers have to be used, such as the selective algebraic multigrid method, [9].

Boundary Conditions

Usually, the geometry of turbines, pumps and other machines with rotating parts is symmetric and it is beneficial to exploit
the fact by applying special boundary conditions which will enable significant reduction in mesh cell count. Some will be
presented in this work: periodic boundary conditions for single blade passage simulations, mixing plane [10] and general
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grid interface [11] for inter–domain interpolation. In order to use the sliding mesh technique in a transient simulation
with multiple domains (rotor and stator) which are not connected, a general grid interface (GGI) is used. GGI handles
the interpolation between non–conformal boundaries (non–matching faces) of two domains. Common use of GGI is
presented in [1]. If a single blade passage with both rotor and stator configuration is simulated, the two domains usually
have a partial overlap which should be specially handled. This is done with the aid of overlapGgi in foam-extend,
which mathematically creates the full annulus of the paired interfaces and than performs interpolation. In order to reduce
the mesh size, spatially periodic flow can be assumed in turbomachinery, meaning that the same flow pattern appears
in each blade passage. This allows the reduction of the simulation domain to a single blade passage with the aid of
suitable periodic boundary condition on meridional boundaries. In foam-extend such boundary condition is called
cyclicGgi, and it handles the transformation and interpolation from one meridional patch to its matching pair and vice
versa. For more details, the reader is referred to [10].

Results
Several cases will be utilized for demonstration of turbomachinery capabilities, for both the incompressible and
compressible flow.

Incompressible flow

For problems with low compressibility, the standard incompressible solver can be used, thus reducing the number of
coupled governing equations solved and complexity of the problem.
Francis 99 is a water turbine test case available from the Francis–99 Workshop [12], with the experimental data available.
The turbine consists of 28 stator and 30 rotor blades, followed by a draft tube outlet, Figure 1. The rotational velocity is
335 rpm and best efficiency is achieved at 0.2 m3/s flow rate. We compared the two steady–state methods: MRF and HB,
for the best efficiency point. In the final paper, results for the high load and part load operating points will be presented as
well. Integral values are compared in Table 1.

Figure 1: Stator (red), rotor (blue) and draft tube (yellow).

Table 1: Comparison of integral quantities.

P [W] H [m] η [%]
Experiment 21 617 11.94 92.39

HB simulation 22 457 11.53 94.40
Error 3.74% 3.43% 2.13%

The second test case is a centrifugal pump, for which the geometry is shown in Figure 2. The flow will be simulated using
the transient solver with sliding mesh rotor–stator interface and also using the steady–state approach. For steady–state,
we will use a MRF and compare the results and convergence of the segregated and coupled approach.

Figure 2: Centrifugal pump geometry with the pressure
field on the rotor and velocity vectors.

Figure 3: A ship propeller simulation results.

The third test case is a ship propeller, similar to the one shown in Figure 3, for which the transient and steady state
approach will be compared (MRF with segregated and coupled solver, and HB solver).

Compressible flow

A low compressibility test case which will be presented is the flow around the Onera M6 wing at Mach number equal to
0.7, for which experimental data is available, [13]. A comparison of the segregated and implicitly coupled approach will
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be given. Aachen test case, Figure 5, will be presented to demonstrate the use of rotor-stator interface treatment since the
configuration of the test case is stator-rotor-stator, coupled with the MRF solver will be used. The final test case is a high
compressibility transonic NASA rotor 67. The geometry is shown in Figure 4, for which MRF segregated and coupled
compressible solver will be benchmarked against experimental data.

Figure 4: NASA rotor 67 geometry, full annulus.

Figure 5: Aachen test case geometry and velocity field.
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Due to the new intermittent electric energy sources, hydropower is forced to run more and more at off-design conditions 

to regulate the operating conditions. This causes flow instabilities with pressure fluctuations, and load variations that 

may deteriorate the machine. One effort to learn more about the flow in water turbines during transients is the Francis-

99 workshops, organized at NTNU (https://www.ntnu.edu/nvks/francis-99). It is a series of three workshops, where 

geometrical and experimental data of a Francis turbine model is openly available for validation of CFD results. The first 

workshop was organized 2014, focusing on three steady operating conditions; the best efficiency point (BEP), a part 

load point and a high load point. The 14 papers presented at the first workshop [1] showed state-of-the art simulations 

of the three steady operating conditions using a wide range of CFD codes, including OpenFOAM. The second 

workshop was organized in 2016 and had a focus on transients between operating conditions. Most of the 10 papers 

presented at the workshop [2] did however not investigate the full experimental transients that were made available. The 

advanced investigations require dynamic meshes that both rotate the runner, using a coupling interface to the non-

rotating part of the mesh, and morph the guide vane mesh due to the change in guide vane angle during the transient. 

Most codes and workshop participants were not ready for such simulations at the time of the workshop. The third 

workshop has not yet been organized. It should focus on FSI, including the deformation of the runner. That will require 

to also add deformation to the rotating mesh. 

The present work addresses the scope of the second Francis-99 workshop, using OpenFOAM-2.3.x. The standard code 

has a class for dynamic mesh motion that can handle rotating regions coupled to stationary regions using the AMI 

interface. It also has a class for mesh morphing. Those two classes are combined in the present work, to allow 

simulations with both a rotating runner region and guide vanes that continuously change angle. Due to the large 

deformation of the guide vane mesh it is necessary to map the fields to new meshes of better quality a number of times 

during the procedure. Most of the meshes are generated using cfMesh, but snappyHexMesh is used when the distance 

between the guide vanes becomes too small. Turbulence is modelled by LES based on the dynamic one-equation eddy 

viscosity sub-grid model (dynOneEqEddy) [3] and the cube root volume filter width. The time term is discretized using 

CrankNicolson 0.5, and the convection term for velocity is discretized using linearUpwind Grad(U). The inlet and outlet 

boundary conditions are set using total pressure conditions. The outlet total pressure is taken from the experiment at 

BEP. The inlet total pressure is adjusted to yield the same flow rate as in the experiment at BEP. Those conditions are 

kept during the transient. We here present numerical results at  BEP and when closing the guide vanes, comparing with 

the experimental data. 

Figure 1 shows the geometry and the locations of the experimental measurements [4]. The flow enters through the spiral 

casing, through the stationary stay and guide vanes, through the rotating runner with full blades and splitter blades, 

continuing through the draft tube.  A number of pressure transducers are mounted at different locations, named VL01 

(Vane-Less space), VL2 (not shown in figure, but at a similar location as VL01), P42, P71 (Pressure side of runner 

blade), S51 (Suction side of runner blade), DT11 and DT21 (Draft Tube).  DT5 and DT6 are located at similar positions 

as DT11 and DT21, but at different angles. It should in particular be noted that it is only the experimental data for the 

pressure at VL2, DT5 and DT6 that is obtained from the second workshop. The other pressure data is from the first 

workshop, at a slightly different operating condition. PIV measurements of the velocity distribution were made at the 

plane that is shown as a striped rectangle below the runner, at an angle shown with respect to the spiral casing (top view 

of spiral casing). Velocity distributions were extracted from the PIV data along Lines 1-3, to the extent of the PIV 

plane. 
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Figure 1: Geometry and locations of experimental measurements. 

Figure 2 shows the mean and fluctuating experimental and numerical pressure at various probes, at the BEP operating 

condition. It can be seen that the mean pressure distribution through the machine is predicted qualitatively correct.  It 

should be recalled that only the VL2 measurement was done at the same conditions as in the present simulation, which 

is why that point shows the best agreement. The fluctuating pressure at DT5 and DT6 show similar experimental and 

numerical behaviour, as well as standard deviation. The experimental data was here presented as deviation from the 

mean value of the sequence, as then also done for the numerical data. 

Figure 2: BEP experimental (EXP) and numerical (SIM) static pressure comparisons. Left: Mean data in various probes (see 

Figure 1). Center and right: Fluctuations and standard deviation at probes DT5 and DT6. 

Figure 3 shows the mean axial and horizontal velocity components along Line 1, at BEP. The axial component is 

positive in the (0, 0, 1) direction and the horizontal component is positive in the (-0.191, -0.982, 0) direction, according 

to the workshop descriptions (i.e. along two perpendicular directions parallel to the PIV plane). The horizontal direction 

is thus a measure of the radial component, but with a change in sign at r/Rmax=0. The axial component shows a very 

good agreement compared to the experimental data. The deviation close to r/Rmax=0 is similar as for the better ones of 

the workshop contributions. 
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Figure 3: BEP experimental (EXP) and numerical (SIM) mean velocity profile comparisons at Line 1, where a =axial and h = 

horizontal. Rmax is the largest radial position along the experimental line (i.e. extent of PIV plane, not draft tube wall). 

Figure 4 shows a top view of the guide vane mesh at BEP, and while morphing it by changing the guide vane angle up 

to 2.6 degrees.  At a 3 degree angle change it is necessary to generate a new mesh and map the fields to the new mesh in 

order to be able to continue the simulation. As the space between the guide vanes gets more narrow it is necessary to 

switch mesh and map field more frequently. In the lower part of each of the pictures it is possible to see a top view of 

the rotating runner mesh and  the rotor-stator interface. 

Figure 4: Guide vane mesh during a 2.6° guide vane angle change. Top: At upper cover (also showing a part of the special

shape of the guide vane walls, at the densely meshed region above the guide vane). Bottom: Mid-plane. Left: 9.84° (BEP, and

original mesh that the meshes at the other angels are morphed from), Center: 8.54°, Right: 7.24°

Figure 5 shows the experimental and numerical static pressure development at VL2, DT5 and DT6, as the guide vanes 

start closing at t=1s (at 9.84°) and change angle linearly during 7s (to 0.8°, where 0° is fully closed). The experimental 

data at DT5 and DT6 was presented as deviation from the mean value of each sequence, as then also done for the 

numerical data. It can be seen that both the general trend and the magnitude of the pressure fluctuations are similar. The 

major peaks in the numerical results are due to the switches between meshes. 

Figure 5: Transient experimental (EXP) and numerical (SIM) static pressure comparison at probes VL2 (left), DT5 (center), 

and DT6 (right), going from BEP and closing the guide vanes linearly from t=1s to t=8s. 

Figure 6 shows contour plots of the velocity along Lines 1 and 2 during the shutdown sequence. The r/Rmax-axis is 

along the measurement lines, and the t-axis is along the time (bottom to top). Both the experimental and numerical data 

is probed at 28 positions along the r/Rmax-axis. The numerical data has been filtered using a filter width of 15 (using 7 

time steps before and after the corresponding time step), and is presented every 50 time step to reduce the influence of 

the instantaneous turbulent fields. The experimental procedure must involve smoothing both in time and space, but it 

has not been described in detail in the Francis-99 workshop instructions. 
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Figure 6: Velocity along line 1 (left pair) and line 2 (right pair) over time (vertical axis). In each pair, Left: simulation. Right: 

experiment. The guide vanes  close linearly from t=1s to t=8s. 

When looking at the central vortex rope using the Q-criterion one can see a significant change in flow behaviour during 

the transient, see Figure 7. The initial small central vortex indicates a relatively stable flow with a high axial and a 

moderate tangential velocity. As the velocity decreases, the flow is diverging towards the wall and the tangential 

velocity becomes dominant. This creates a wider vortex in the center of the draft tube that eventually breaks up in 2-3 

processing vortices, which finally breaks up in several more chaotic vortices. 

Figure 7: Iso-surface of the Q-criterion (iso-value 200). Left: BEP, at initiation of guide vane closing. Center left: guide vanes 

appr. 3.3° from BEP. Center right: guide vanes appr. 4.2° from BEP. Right: guide vanes appr. 6.2° from BEP.
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Abstract: This paper presents a two-dimensional numerical investigation on the reflection coefficient of a curtain 

breakwater including a seaside drooping plate and a leeside caisson. A numerical wave flume is developed based on the 

continuity equation and the Navier-Stokes equation where the VOF method is used to track and locate the free surface. 

Relaxation zone method is used to implement the generation and absorption of waves. The numerical results of the 

reflection coefficient for the curtain breakwater are in good agreement with experimental data in literature. The variations 

of the reflection coefficient versus factors of the wavelength, the wave chamber width, the immersed depth of the drooping 

plate and the angle at the bottom of the drooping plate are examined. It is found that for reaching lower reflection, the 

values of the wave chamber width should be around one tenth of the wavelength. The incident wave energy is dissipated 

by the vortex flows around the drooping plate effectively. The present numerical wave flume based on OpenFOAM can 

well estimate the hydrodynamic performance of the curtain breakwater for practical application. 

Key Words: Reflection coefficient; Curtain breakwater; Numerical wave flume; OpenFOAM 

1 Introduction 
Research on the hydrodynamic performance of vertical plate-type breakwaters has been of great interest since the last 

century. Very important developments have been achieved thanks to the efforts of different researchers. Ursell and Dean 

(1947) studied the reflection coefficient of a vertical plate breakwater in deep water. Mei (1966) studied the effect of a 

vertical plate on the progressing waves. Evans (1970) analytically investigated the diffraction of water waves by a 

submerged vertical plate. Ikeda et al. (1985) studied the eddy’s type and the energy dissipation near a vertical plate. 

Nakamura et al. (1999) experimentally studied the hydrodynamic performance of a curtain breakwater (a drooping plate 

in front of a vertical wall) and analyzed the effects of the chamber width and the immersed depth of the drooping plate 

on the reflection coefficient of the breakwater. Ono et al. (2003) analyzed the flow field around a vertical plate. Nakamura 

and Nakahashi (2005) experimentally investigated the effectiveness of a water exchanging curtain breakwater and 

analyzed its ability of wave power extractions by wave induced vortex flows. 

As mentioned above, most of the existing research on the vertical plate-type breakwater is based on theoretical research 

or experimental tests. A numerical analysis may give more understanding in the hydrodynamic performance of the 

breakwater. In this paper, a numerical wave flume based on OpenFOAM is used to study the reflection coefficient of a 

curtain breakwater as shown in Figure 1. The curtain breakwater consists of a seaside drooping plate and a leeside vertical 

wall (caisson) providing a simple method to reduce the reflected waves. The drooping plate hanging in front of the vertical 

wall forms a wave chamber. With this structure, the reciprocating motion of wave resonance increases the phenomenon 

of eddy at the bottom of the plate. Vortex flow can be utilized to dissipate the incident wave energy effectively. Compared 

with the conventional vertical wall breakwater, the reflection coefficient of the curtain breakwater is significantly 

decreased.  

In the following Section 2, the numerical method based on OpenFOAM for analyzing the present wave-structure 

interaction problem is introduced. In Section 3, the numerical results of the reflection coefficient for the curtain breakwater 

are presented and discussed. Finally, the main conclusions of this study are drawn. 

   Figure 1: Sketch of a curtain breakwater Figure 2: The mesh near the curtain breakwater in numerical method 
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2 Numerical methods 
2.1 Governing equations 

In this study, both air and water are incompressible viscous fluid. The continuity equation and N-S equation for 

incompressible viscous fluid are expressed as below: 

Continuity equation: 
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where ρ represents density, t represents time, p represents pressure, µ represents dynamic viscosity, u and v represent 

respectively velocity components in x- and y-directions, g is the gravitational acceleration. 

The above equations are solved based on interFoam solver. The second-order Stokes wave theory is adopted, and the 

relaxation zone method proposed by Jacobsen et al. (2012) is used to implement the generation and absorption of waves. 

The basic principle of the relaxation zone method can be expressed as 
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where umodel is the velocity calculated by N-S equation and utarget is the target velocity that we expected.  

Volume of fluid (VOF) is a numerical method for tracking and locating free surface which is the interface of air and water 

in the numerical wave flume. This method is used by OpenFOAM to specify the fraction of each fluid (air and water) in 

each cell. The phase fraction equation is given by 

· 0
t





 


U (6) 

where α represents the phase fraction and U refers to velocity. α is always between 0 and 1. α = 0 means the cell is fully 

filled by air and α =1 means the cell is only filled by water. The density of each cell can be calculated by 

w α
1     （ ）                            (7) 

where ρw is the water density and ρα is the air density. Note that this density is the density of the mixture of air and water 

inside each cell. 

2.2 Numerical wave flume 

The two-dimensional numerical wave flume was 12 m long, 0.42 m wide and 0.8 m high. The drooping plate was placed 

in a position, 2 m to the end of the water flume. In order to obtain the incident and reflected wave heights using Goda’s 

method, the free surface elevations were recorded in the position about 4.4m, 4.6m and 4.8m away from the drooping 

plate. As shown in Figure 1, the width of the wave chamber B were 21 cm, 23 cm, 25 cm, 27 cm and 29 cm, respectively. 

The immersed depth d of the drooping plate with a thickness of 4.2 cm were also 21 cm, 23 cm, 25 cm, 27 cm and 29 cm, 

respectively. The angles θ at the bottom of the drooping plate were 30°, 45°, 60°, 90° and -45°, respectively. The water 

depth h was 42 cm and the incident wave height H was 6 cm. The wave period was changed from 0.9 s to 1.8 s. The width 

of the leeside vertical wall was 15 cm. All the above parameters were adopted by referring to the experimental tests of 

Nakamura et al. (1999). The mesh near the curtain breakwater in the numerical wave flume is plotted in Figure 2.  

3 Results and discussion 
3.1 Verification of numerical results 

In this section, the numerical results of the reflection coefficient Cr and the free surface elevation Hc inside the wave 

chamber are compared with the experimental data of Nakamura et al. (1999). It is noted that no less than 10 waves were 

taken into account to obtain the reflection coefficient and the free surface elevation. Figures 3 – 5 show comparisons 

between the numerical results and experimental data for the reflection coefficient Cr, where L is the incident wavelength. 

It can be seen from these figures that the numerical results and experimental data are in good agreement. In addition, the 

reflection coefficient attains a minimum value with the increasing wavelength. Figure 6 shows a comparison between the 

numerical results and the experimental data for the free surface elevation Hc inside the wave chamber divided by the 

incident wave height H. Again, the two results are in good agreement. But, the free surface elevation inside the chamber 

decreases with the decreasing incident wavelength. It is proved that the present numerical wave flume can well estimate 

the hydrodynamic performance of the curtain breakwater. 
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Figure 3 Variation of Cr versus d/L (B=21 cm, d=21 cm, θ=45°) Figure 4 Variation of Cr versus B/L (B=29 cm, d=21 cm, θ=45°) 

Figure 5 Variation of Cr versus B/L(B=29 cm,d=29 cm,θ=45°) Figure 6 Variation of Hc/H versus B/L(B=29 cm,d=21 cm, θ=45°)

3.2 Further discussions 

Numerical results are given in figures 7 and 8 to show the effects of the wave chamber width B and the immersed depth 

d of the drooping plate on the reflection coefficient Cr, respectively. It can be seen from these figures that for long period 

waves, the curtain breakwater with a larger wave chamber width B or a larger immersed depth d of the drooping plate can 

dissipate more incident wave energy and thus has a lower reflection coefficient. But this is just the opposite for short 

period waves. In addition, as the immersed depth d of the drooping plate increases in Figure 8, the minimum reflection 

coefficient of the breakwater occurs at longer wave period (larger wavelength L and smaller relative wave chamber width 

B / L).  

Figure 7 Variation of Cr versus d/L（d=21 cm, θ=45°）      Figure 8 Variation of Cr versus B/L（B=29 cm, θ=45°） 

Figure 9 gives numerical results to show the effect of the wave steepness H / L on the relative wave height Hc / H inside 

the wave chamber. It can be seen from this figure that the value of Hc / H increases with the decreasing H / L (the increasing 

incident wavelength L). This is natural as more wave energy can penetrate into the wave chamber for longer period waves. 

Figure 10 shows the effect of angle θ at the bottom of the drooping plate on the reflection coefficient Cr. It is noted from 

this figure that the reflection coefficients of curtain breakwater at positive and negative angles (θ = 45° and –45°) are 

close. In addition, a drooping plate with a shaper corner generally can dissipate more incident wave energy (has smaller 

reflection coefficient).  
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Figure 9 Variation of Hc/H versus H/L(B=29 cm, d=21 cm, θ=45°)  Figure 10 Variation of Cr versus B/L(B=29 cm, d=21 cm) 

In order to further examine the energy dissipation mechanism of the breakwater, the flow fields around the drooping plate 

with the same wave period (T = 1.4 s) which corresponds to the smallest reflection coefficients in Figure 10 for different 

angles θ (θ = 45°,–45° and 90°) at the same time (t = 35 s) are shown in Figure 11. In this figure, vortex flows at the 

bottom of the drooping plate can be clearly observed, and the incident wave energy is dissipated by the vortex flows 

effectively. It is noted that the flow fields around the drooping plate in Figure 11 are similar, which results in close 

minimum reflection coefficients at about B / L = 0.12 for the three different cases. 

θ = 45°                        θ = –45°                          θ = 90° 

Figure 11 The flow fields around the drooping plate (B = 29 cm, d = 21 cm, t = 35 s) 

4 Conclusion 

In this study, the interaction between the curtain breakwater and regular waves has been studied using the numerical 

solution based on OpenFOAM. The numerical results of the reflection coefficient and the free surface elevation inside 

the wave chamber of the curtain breakwater are in a good agreement with the experimental data in literature. Numerical 

results have shown that for reaching a low reflection coefficient, the wave chamber width of the curtain breakwater should 

be designed as about one tenth of the incident wavelength. The positive and negative sloping angles at the drooping plate 

bottom cannot bring significant difference on dissipating incident wave energy. The present numerical solution based on 

OpenFOAM can well estimate the hydrodynamic performance of the curtain breakwater, and the irregular wave action 

on the curtain breakwater will be examined in the next study. 
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1. Introduction 
The propeller cavitation, one important aspect of propeller performance, has been studied by experimental and numerical 
approaches. The commercial CFD software, such as ANSYS FLUENT, STARCCM+, have been widely used to study 
the propeller cavitation. Da-Qing Li (2012) has predicted the E779A cavitation in non-uniform wake based on RANS 
approach and Zwart cavitation model using ANSYS FLUENT. Kwang-Jun Paik (2013) has predicted the propeller 
cavitation pattern and the hull pressure fluctuation induced, using FLUENT and SchnerrSauer cavitation model. 
Recently, OpenFOAM, the open-source CFD platform, has been increasingly popular in the numerical simulation of 
propeller cavitation. Abolfazl (2015) has predicted the PPTC propeller cavity extent within a 12°inclination of shaft using 
ILES method and SchnerrSauer cavitation model based on OpenFOAM. Rickard E Bensow (2015) has studied the cavity 
extent, flow field and forces on the propeller of a 7000 DWT chemical tanker, with ILES method and Kunz cavitation 
model adopted in OpenFOAM. Zheng Chaosheng (2016, 2017) has predicted the unsteady propeller cavitation and hull 
pressure fluctuation induced in the ship stern using RANS method and OpenFOAM, the cavitation shape and the first 
blade frequency (1BF) amplitudes of hull pressure fluctuation predicted resemble well with the experiment observations 
and measurements.  
The present work aims to predict the unsteady propeller cavitation in the stern region of a 14000 TEU container vessel, 
with special attention to the mesh independency on the unsteady cavitation behavior and hull pressure fluctuation. 
 
2. Numerical methods  
The unsteady viscous RANS approach and SchnerrSauer cavitation model are adopted to simulate the unsteady propeller 
cavitation. The SST   turbulence model is chosen to solve the turbulent viscosity, and the free surface is neglected. 
The computation domain is divided into two sub-regions, the ship region and propeller region, all consist of hexahedral 
cells generated using HEXPRESS, and the interpolation between the non-conforming interfaces of the two sub regions is 
accomplished by AMI, implemented in OpenFOAM. 
To improve the convergence, the full wetted flow is simulated to obtain a quasi-stable flow field using MRF method, then 
sliding mesh is applied to mimic the rotation of propeller, and the cavitation model is activated to simulate the unsteady 
propeller cavitation. The scotch decomposition method is adopted for parallel computations. 
 
3. Results and Discussions 
The numerical simulation condition is summarized in Table 1. 

 
Table 1: The numerical simulation condition 

 

 
 
 
In order to investigate the mesh independency, three grid sizes, the coarse, medium and fine mesh are used, as shown in 
Table 2 and Figure 1. 
 

Table 2: The coarse, medium and fine mesh 
 

 
 
 
 
 
 
 

n 28rps 
σn0.8R 0.2493 
KT 0.1887 

 Coarse Medium Fine 
Number of cells in ship region 3253362 5516333 9783416 
Number of cells in pro region 652032 1017692 1585578 

Total number of cells 3905394 6534025 11368994 
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Coarse 

  

Medium 

  

Fine 

  
 ship stern propeller 

Figure 1: The surface mesh of ship stern and propeller 
 
In the study, 300 CPU cores are utilized in the numerical simulation, and the time cost for the unsteady cavitation 
prediction in the coarse, medium and fine mesh is recorded in Table 3. 
 

Table 3: The time cost for the unsteady cavitation simulation 
 

 
 
The predicted cavitation in the stern region is compared with the experiment sketches side-by-side in Figure 2. The 
predicted cavity, represented by vapour iso-surface of 0.1 shows the same behaviour as the experiment observations. The 
key feature, the extent change of the attached cavity with the rotation angles correlates well with the experiment, e.g. the 
cavity begins at about the same location φ≈-10°, reaches the maximum area at φ≈20°(the rotation angle φ is defined as 0° 
at 12 o’ clock).  
In Figure 2, compared with the coarse mesh, the attached cavity predicted of the medium mesh seems closer to the outer 
radius, which is more accordant with the experiment observation. While, the cavity shows little difference between the 
medium and fine mesh. Taking the cost time into account, it implies that the medium mesh can meet the accuracy 
requirements of the unsteady propeller cavitation. 
 
 
 

 Coarse Medium Fine 
Time (hours) 2.86  5.26 10.53 
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Figure 2: The experiment sketches vs. prediction 
 

As to the hull pressure fluctuation induced by propeller cavitation, the monitor points are arranged on the stern surface 
shown in Figure 3. The pressure fluctuation predicted is compared with the experiment in Figure 4. 
In Figure 4, the 1BF (1st Blade Frequency) amplitudes of hull pressure fluctuation predicted of the coarse mesh has a 
significant gap with the experiment, which is mainly due to the high numerical dissipation across the coarse mesh. The 
medium mesh obtains a dramatic improvement. The fine mesh gives more accurate results in principle, nevertheless the 
advancement is not as obvious as the one between the coarse and medium mesh. As a whole, it also indicates that the 
medium mesh can obtain more satisfactory time efficiency and precision of the hull pressure fluctuation. 
 

 
Figure 3: The arrangement of monitor points 
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Figure 4: The 1BF of hull pressure fluctuation predicted vs. the experiment 

 
4. Conclusions 
The propeller cavitation shape and the amplitudes of the first blade frequency (1BF) of the hull pressure fluctuation 
predicted resemble well with the experiment observations and measurements,  and the results also shows that the medium 
mesh can obtain more satisfactory efficiency and precision of unsteady cavitation behaviour as well as the hull pressure 
fluctuation. 
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Abstract: This paper presents a three-dimensional (3-D) numerical solution of nonlinear wave interactions with comb-
type caisson breakwaters. The numerical solution is developed by the open-source CFD library OpenFoam® which 
contains a C++ toolbox called waves2Foam for solving free surface Newtonian flows using the Reynolds averaged 
Navier-Stokes equations with volume of fluid method (VOF) tracking the free surface. Relaxation zone technique is 
implemented to avoid wave reflection from marine structure and outlet boundaries by applying relaxation functions inside 
the relaxation zone. The second-order Stokes wave theory are adopted to generate nonlinear wave trains in the inlet 
relaxation zone. The numerical solution is obtained in a strip of fluid domain for the saving of computational cost by 
using two different boundary conditions: symmetryPlane in a planar for the front and back faces of the fluid domain and 
symmetry in non-planar for the wall of comb-type caissons and side plates. In order to investigate the energy dissipation 
from fluid viscosity, an analytical solution based on potential theory for the present problem is compared with the 
numerical solution. The results show that the comb-type caisson breakwater can dissipate wave energy efficiently and 
thus present a good sheltering for harbour basin. The present numerical model is expected to be an efficient tool for 
preliminary design of comb-type caisson breakwater (periodical marine structures). 
Keywords: Comb-type caisson, Numerical simulation, Reflection coefficient, Transmission coefficient, Energy dissipation 

1. Introduction

A comb-type caisson consisting of a rectangular caisson and two partially immersed side plates (see Figure 1) has 
been invented and successfully used for building a breakwater in Da-yao Bay of Dalian, China (Niu et al., 2003). 
Compared with traditional rectangular caissons, the comb-type caisson can save engineering investment and reduce the 
requirement of foundation bearing capacity, as the rectangular caisson is partially replaced by side plates (Niu et al., 2001). 
Most of all, the gap beneath the side plates allow the partially pass of tide current, and thus significantly reduce the flow 
velocity near the breakwater entrance and guarantee the navigation safety. In addition, the reflection coefficient and wave 
forces acting on the comb-type caisson breakwater are smaller than that of the traditional caisson breakwater, and thus 
the stability against sliding of the structure can be enhanced (Li et al., 2002).  

The wave interactions with comb-type caisson breakwaters have been investigated by some scholars using 
experimental tests and numerical methods. The working mechanism of comb-type caisson breakwater and its sheltering 
function were summarized by Zhu et al. (2001). The hydrodynamic performance of comb-type caisson breakwaters has 
been examined by Li et al. (2002) and Dong et al. (2003), and an empirical formula for calculating the horizontal wave 
forces acting on comb-type caisson breakwaters has been developed. Wang et al. (2001) analysed the stress characteristics 
of side plates and carried out model tests on wave forces acting on side plates to analyse its structure and structure 
reinforcement design.  The internal stress distribution, the natural vibration characteristics and static forces of side plates 
were examined by Zhang et al. (2002) using finite element method. Fang et al. (2011) developed a three-dimensional 
numerical wave tank using Fluent to examine the hydrodynamic performances of comb-type caisson breakwaters, and 
gave an empirical formula to estimate the transmission coefficient. Wang et al. (2017) developed a three-dimensional 
analytical solution to solve wave scattering by the comb-type caisson breakwater, and gave theoretical formulae for the 
reflection and transmission coefficients.  

Although some studies on the comb-type breakwater have been performed, numerical analysis on comb-type caisson 
breakwaters are still not enough. This paper will develop an efficient 3-D numerical solution for nonlinear wave 
interactions with comb-type caisson breakwaters using symmetry and symmetryPlane boundary conditions. A better 
understanding on the hydrodynamic performance of the comb-type caisson breakwater after considering fluid viscosity 
and nonlinear wave may be presented by the present numerical study. In the following section, a numerical solution is 
presented in detail, which is capable of solving wave scattering by comb-type caisson breakwater and other periodical 
marine structures. In section 3, the numerical model is validated and typical numerical results are presented and discussed. 
Finally, the main conclusions of this study are drawn.  
2. Numerical Model

2.1 Governing equations 

The governing equations for the combined flow of air and water phases are given by the incompressible continuity 
equation and momentum equations:  

0 U ,      (1) 

( ) ( ) ( )T

r
p g

t


  

        


U
UU U x x ,     (2) 

where the bold fonts indicate a vector field. U is the velocity vector field; ρ is the fluid density; μ is the dynamic viscosity; 
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p∗ is the dynamic pressure; x is the Cartesian coordinate vector, xr is a reference location related to still water level. 
The above governing equations for viscous fluid are simultaneously solved using waves2Foam (interFoam solver). 

The waves2Foam tracks the movement of the interface between air and water phases by the VOF technique (Jacobsen et 
al., 2015). The volume fraction α is bounded from 0 to 1 where α = 0 means air full of cell and α = 1 means water full of 
cell and any intermediate value is a mixture of air and water. The density and viscosity fields are all calculated based on 
the volume fraction field, which satisfies:  

( (1 )) 0
r

t


  


   


U U ,   (3) 

where, the last term at the left hand is the interface compression term to avoid the excessive diffusion of the interface, 
and Ur is a compressive velocity. The pressure and velocity fields are obtained by solving Eqs. (1) and (2), while the free 
surface is captured with Eq. (3). 
2.2 Solving procedure 

In OpenFoam, Finite volume method is employed to discretize the governing equations. In the discretization process, 
different interpolation schemes are adopted to discretize each term of governing equations. For instance, the implicit Euler 
scheme is always used for the first term of momentum equation. This scheme is a first order accuracy in time and provides 
relatively accurate results with small time steps. More information is introduced in Moukalled et al. (2015).  

The numerical procedure for the waves2Foam is summarized as follows. First, we solve the transportation Eq. (3) 
equation for volume fraction field. In the process of solving the volume fraction, a numerical method called Mules 
(Multidimensional Universal Limiter for Explicit Solution) is applied in waves2Foam. This method is more efficiency 
because it introduces an artificial convection term ( (1 ))

r
  U developed by Weller (2002) to ensure a sharp interface 

rather than reconstructing the free surface in each time step. And then the values of fluid and interface properties are 
updated based on volume fraction field. At last, the discretized governing equations are solved using PIMPLE algorithms. 

The numerical algorithm PIMPLE is adopted in numerical model combining two algorithms PISO (Pressure-Implicit 
Splitting of Operators) and SIMPLE (semi-implicit method for pressure-linked equations). For the implementation of 
PIMPLE algorithm, the transient term of solution between two time steps is solved by PISO algorithm while the steady-
state flow is obtained using SIMPLE algorithm in each time step. The advantage of PIMPLE algorithm is to speed up 
numerical simulation by using under relaxation factor with a relative big time step. PISO and SIMPLE algorithms are 
thoroughly explained in Jasak (1996).  
2.3 Numerical wave flume 

The comb-type caisson breakwater comprised of an array of uniform comb-type caissons is plotted (only six entire 
caissons) in Fig. 1. It can be seen from Fig.1 that the width of a wave chamber formed by adjacent rectangular caissons 
and partially immersed side plates is B. The water depth is of constant d and the bottom of side plate is at a distance of b 
away from the seabed with a side plate height ha (ha = d – b). The composition for one unit of comb-type caisson is shown 
in upper left corner of Fig. 1. The length of rectangular caisson is c, and the length of side plate is a. Figure 2 shows the 
3-D numerical wave flume with a model of comb-type caisson and the Cartesian coordinate system is chosen. The wave 
flume was set up in 25 m long, 1.5 m high and 1.6 m wide and divided into three zones: inlet relaxation zone I, zone II 
with one unit of comb-type caisson and inlet relaxation zone III. Waves with wave height H and wavelength L are 
normally incident. The origin is located at the intersection of inlet face, seabed face and front face. Thus, the x-y plane is 

in the seabed at z = 0 and y-axis points vertically upwards along the inlet surface with the still water level at y = 1 m.  

Fig. 1 Idealized sketch for wave interaction                Fig. 2 The sketch of 3-D wave flume with a comb-type caisson 

with a comb-type caisson breakwater 

In Fig. 3, a 2-D sketch is plotted to present the vertical cross section created along z = -0.8 m of the 3-D wave flume 
in Fig.2. The vertical cross section is located at the middle of the side plate. Three horizontal zones with identical cell 
size grading have been defined. The inlet relaxation zone I represents the wave propagation and absorption area, and 
covers from x = 0 m to x = 5 m. The zone II is located from x = 5 m to x = 20 m. The comb-type caisson lies between 15 
m and 16.25 m as show in Fig. 3. The thickness of the side plate ∆xt is set to 0.05 m. The outlet relaxation zone III covers 
the final 5 m where the wave energy is totally absorbed. In the y-direction the cell size is constant and equal to 1 cm 
throughout the flume. 
2.4 Generation of mesh refinement 
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The mesh refinement is created with snappyHexMesh at a band from y = 0.9 m to 1.1 m around free surface elevation. 
The grid cells are refined in all directions by splitting the original cells in quarter. This mesh refinement scheme saves 
computational cost by having less cells. A numerical investigation without marine structure are implemented to study the 
effect of different mesh sizes on the numerical results at x=15 m in Fig. 4. It can be seen from Fig. 4 that slight wave 
attenuations occur in sparse grid where sparse grid spacing (∆xs = 0.05 m) in x-direction is a fifth of refinement grid 
spacing (∆xr). But, we can obtain a target wave height H = 0.05 m for sparse grid at breakwater area when we set an 
appropriate inlet wave height. Therefore, for high efficiency in computations, the mesh level ∆xs is adopted in following 
simulations.  

The results of numerical solution can be obtained in a strip of one comb-type caisson unit instead of calculating the 
whole fluid domain owing to adopting two different boundary conditions: one is called symmetryPlane in a planar for the 
front and back face of the fluid domain and the other is called symmetry in non-planar for the wall of comb-type caissons 
and side plates. The numerical boundary conditions utilized in this model can improve computational efficiency 
considerably.  

Table 1 The list of wave parameters, dimensions of comb-type caisson element and locations of wave gauges. 

3. Numerical results

3.1 Validations of numerical model 

The present numerical model is validated from two aspects, including the generation of linear and nonlinear wave 
trains and interactions between waves and comb-type caisson breakwaters. The dimensions of comb-type caisson structure, 
wave parameters and wave gauge points (WGP) utilized in the following calculations are listed in Table 1.  

Linear wave train with H = 0.05 m and T =1.8 s and non-linear second-order stokes wave train with H = 0.08 m and 
T = 1.2 s are generated in the wave flume without marine structure. The corresponding numerical results of wave surface 
elevations are compared with the theoretical results in Fig. 5 and Fig. 6, respectively. It is noted that the time series of 
free surface elevations for numerical solution are in good agreement with that of theoretical solution at x = 0 m and 3 m. 
The wave heights are reduced effectively at x = 22 m and almost vanished at x = 24 m because the wave gauge locations 
are inside outlet relaxation absorption zone. Thus, the effectiveness of the relaxation zones at the inlet and outlet is 
confirmed. It is also noted in Fig. 6 that the mean water level of the numerical solution has a slight increase at the entire 
time instance because of the nonlinear resonant wave interactions (Chapalain et al., 1992).  

In Fig.7, the wave forms with x = 11 m and 13 m are also plotted to verify the nonuniformity of the numerical wave 
flume at z = -0.4 m and -0.8 m. It can be seen that the wave forms at two z-directions are in good agreement at x = 11 m 
before t = 22 s. But for t > 22 s a slight difference in the wave forms appears due to the phase shift resulting from the 
periodical structure along z-directions. We can also observe that at x = 13 m the wave forms at z = -0.4 m and -0.8 m do 
not exactly coincide after t = 17 s.  But the difference between x = 11 and 13 m is that the non-overlapping phenomenon 
appears earlier at x =13 m due to the shorter distance from the front wall of the breakwater. 

Fig. 3 A 2-D sketch of vertical cross section along z = -0.8 m  Fig. 4 Free surface elevations of linear wave at 

of the 3-D wave flume.      WGP (x = 15 m) for two different grid sizes. 

Fig. 5 Free surface elevations at the WGP of linear waves.  Fig. 6 Free surface elevations at the WGP of second-order 

 Stokes waves. 

3.2 Discussions 

Dimensions of comb-type caisson Numerical wave parameters wave gauges points(WGP) (x, y, z) unit(m) 
A 0.3 m wave theory:  Stokes waves     0 (0, 0.9~1.1, -0.8) 4 (10, 0.9~1.1, -0.8) 
C 1.0 m wave  height:   0.05 m, 0.08 m 1 (3, 0.9~1.1, -0.8) 5 (16.5, 0.9~1.1, -0.8) 
B 0.5 m water depth:   1 m  2 (8, 0.9~1.1, -0.8) 6 (22, 0.9~1.1, -0.8)  
B 1.2 m wave period:  1.2 s, 1.8 s  3 (9, 0.9~1.1, -0.8) 7 (24, 0.9~1.1, -0.8) 
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Comparisons between the present numerical results and the analytical solution (Wang et al., 2017) for the reflection 
coefficients Cr and the transmission coefficients Ct at different heights of side plates are plotted in Fig. 8 and Fig. 9, 
respectively. The reflection coefficients of numerical solution are determined by the method of Goda and Suzuki (1976). 
It can be seen from Figs. 8 and 9 that the curves of Cr and Ct calculated by the two different methods have the same 
variation trend with the increasing value of ha. But the numerical results are smaller than that of the analytical solution as 
the fluid viscosity (energy dissipation) has been well considered in the numerical solution. In Fig.10, the quadratic sum 
of the reflection and transmission reflections (Cr

2 + Ct
2) for the numerical reuslts is plotted. It is noted that the value of 

Cr
2 + Ct

2 for the analtyical solution always equals to unity due to zero energy loss in analytical solution. Thus it is not 
plotted. For the numerical result in Fig. 10, the curve of Cr

2 + Ct
2  first  decreases and then increases with the increasing 

value of ha. In general, the side plate heights have significant effect on the hydrodynamic performance of comb-type 
breakwaters and should be carefully taken into account in the engineering design. 

Fig. 7 Wave surface elevations at different locations.        Fig. 8 Comparison between the analytical and the numerical 

results of Cr. 

 ig. 9 Comparison between the analytical and numerical   Fig. 10 Variations of the quadratic sum of Cr and Ct 

results of Ct.  versus the heights of side plate. 

4. Conclusion

In this study, a 3-D numerical solution for problems regarding wave generation, absorption and wave interacting 
with comb-type caisson breakwaters has been developed based on OpenFOAM®. The present method is very efficient to 
investigate water wave scattering by periodical structures because of the application of symmetry and symmetryPlane 
boundary conditions. The wave surface elevations generated in the numerical wave flume have been carefully examined 
and confirmed. The variation of the numerical results for the reflection and transmission coefficients versus the side plate 
height is similar to that of the analytical solution based on linear potential theory, while the value of the numerical solution 
is much smaller due to energy dissipation by the fluid viscosity. The reflection and transmission coefficients and the 
energy dissipation due to fluid viscosity are significantly affected by the height of side plate. The present numerical 
solution will be further validated by experimental data in the next study. 
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Introduction 
Tidal current power is one of the most potential resources for future electricity generation, corresponding investigation is 
attracted increasing interest. Mycek et al. [1] performed experiments for two tandem horizontal-axis tidal turbines 
(HATTs) in the IFREMER circulation flume tank, in which two ambient turbulence intensity (TI) rates (3% and 15%) is 
measured. Stallard et al. [2] carried out experiments to study the wake induced by staggered and aligned configurations, 
the wall effect was also under investigation.  
Compared with experiment, numerical simulation has the potential to study the effect of different conditions with 
significantly lower cost. The Large Eddy Simulation (LES) and Reynolds-averaged Navier–Stokes (RANS) turbulence 
models can be used for predicting the mean performance and near-wake structure of a HATT. However, 3D blade-
resolved simulation is cumbersome since a lot of time must be spent to generate mesh resolving the blade surface. Besides, 
the cost for adjusting the grid is also too high to perform numerous case-studies of a tidal farm.  
In this study, an efficient numerical method for predicting the wake interference of multiple turbines is presented. To save 
the cost, the (actuator line) AL model [3] instead of the fully resolved turbine are developed. The URANS equations are 
solved to model the turbulent flow behind the rotor. Three turbulence models, original k−ω, k−ω−SST and corrected k−ω 
model are implemented for comparison. The AL model with corrections to volume force calculation is introduced to 
represent the rotors. The moving least square (MLS) immersed boundary (IB) method [4] [5] considering the wall 
functions is proposed to study the hub and tower effect. The local mesh refinement is applied at the regions containing 
high gradient. The combination of AL model and IB method is highly efficient for case-studies of different configurations 
of multiple turbines. Numerical tests show the efficiency and accuracy for present solver in predicting velocity deficit and 
TIs. Present AL/MLS-IB method is also applicable for LES simulations. An example is given lastly for illustration of its 
potential in LES simulation of a tidal farm.  

Numerical Method 
Immersed Boundary Method 
To impose the boundary conditions sharply around the surface, a MLS-IB method [4] [5] is applied to reconstruct the 
velocity at the forcing points adjacent to the rigid boundary. The fluid points, solid points and forcing points are shown 
as in Figure. 1 (a).  

Figure 1: (a). Classification of the points in the computational domain, (b) definition of the supporting domain, (c) illustration 
for wall conditions of tangential velocity at the forcing points. 

For present direct forcing method, the scalar quantity �(�) at the forcing point is determined by the moving least square 
approach with a supporting domain, see Fig. 1 (b),  

�(�) = ∑ ��(�)�
��� ��(�) = ��(�)�(�),                                                             (1) 

where ��(�) is the orthogonal basis function vector. The accuracy of the interpolation depends on the vector length �. 
�(�) is the coefficient vector, which can be determined by minimizing the following weighted residual, 

ℛ = ∑ ��� − ����
��� [�������(�) − �����]�,    (2) 

where �� stands for the fluid point and intersecting point fall into the supporting domain. � is the number of points used 
for reconstruction. ��� − ��� is the weighed function that depends on the distance between � and ��. By solving Eq. (2), 

(a) (b) (c) 
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the coefficients vector �(�) can be determined. Finally, the scalar quantity � at the forcing point � can be calculated 
through Eq. (1). Details are described in [4] [5].  
 
Wall Functions 
When the turbulence flow approaches a solid wall, the mean and fluctuating components decrease quickly and create a 
large gradient near the wall. To accurately represent the near wall boundary layer, numerous grid points in the near wall 
region are required. For high Reynolds number turbulence models such as � − � and � − � model, traditional IB method 
cannot fully resolve the boundary layers, the calculation of the shear stress in this way may result in incorrect values. In 
previous research, linear and quadratic interpolations are often been used in IB methods. However, they are effective only 
when the forcing points are located in the linear region of the boundary layer. In present research, by using the wall 
models, the logarithmic laws are maintained with medium fine resolution of the near wall layer. 
For the implementation, first we should know whether the forcing point is applicable for using the wall model function. 
Here we use ��

� to determine whether the points lies in the viscous or inertial sub-layer.  

��
� =

��
�.����

�.�

�
dist(��),                                                                         (3) 

where � is the laminar viscosity, �� is the near wall turbulence kinetic energy and the function dist(��) indicates the 
distance to the wall. It is assumed that the transition from the viscous region to inertia layer occur at ���

� , ���
� = 11 is 

adopted according to previous research. The intersection position of the logarithmic and the linear profile can be 
represented by ���

� . For ��
� lower than ���

� , the forcing point � locates in the viscous region. In this case, the flow is 
assumed to be laminar and the viscosity at � is equal to the laminar viscosity �. The turbulence kinetic energy � at the 
interface is zero, thus the MLS interpolation in Eq. (1) can be applied for the reconstruction of � at the forcing point. 
When ��

� > ���
� , the forcing point � is in the inertia boundary layer, so the logarithmic wall function is applied. The 

velocity profile of tangential component is given in the following formula through experimental investigations [9].  

��

��
=

�

�
ln(1 + ���) + 7.8 �1 − �

�
���

���
� �

−
��

���
� �

�
���

�
�
�,                                              (4) 

here �� is the tangential velocity, �� represents the friction velocity, � is set by 0.4187. �� is the dimensionless wall 
distance. By using Eq. (4), the linear viscous sub-layer and the logarithmic layer can be replicated correctly. The wall 
conditions of tangential velocity at the forcing points are calculated as described in following procedure. 1. Using MLS 
interpolation (Eq. (1)) to obtain the tangential velocity ��

�  at ��, here the distance (�) from �� to the solid surface is set 
by � = √2∆ℎ, ℎ is the grid interval, see Fig. 2. 2. Using Eq. (4) to get the friction velocity �� at ��. 3. Calculate the 
tangential velocity �� using Eq. (4) again at the forcing point with the assumption that the friction velocity at the forcing 
point and �� is identical. It is noted that in the MLS interpolation of step 1, the forcing points fall into the supporting 
domain should be avoided to be used. For the normal components of the velocity and other scalar qualities, the MLS 
interpolation is applied to reconstruct the status. In the � − � model, the turbulence frequency � at the forcing point can 
be calculated using the analytical solution. If the forcing point lies in viscous layer,  

�� =
��

������
��

�.                                                                                      (5) 

Otherwise, when the forcing points in the inertia region, the � equation will not be solved for the first interior point and 
the value is set by the formula, 

�� =
��

�.�

����
�.����

�.                                                                                     (6) 

 
Actuator Line Model 
The AL approach is a combination of classical BEM theory and Navier–Stokes equation [3]. It is an efficient approach 
that can provide majority wake flow characteristics of a rotating turbine. In AL approach, the rotor is defined in Cartesian 
coordinate frame with three actuator lines to represent rotating blades. A series of points along each blade’s axis are 
defined and each point is the center of an actuator element. The position of these points rotate according to the angular 
speed of the turbine at each time step. The critical point in implementing AL model is to add the force terms at the right 
side of the Navier–Stokes equation to represent the rotor effect. 
 
Adaptive Mesh Refinement 
In OpenFOAM, the adaptive mesh refinement is included in the class dynamicRefineFvMesh. By including the 
corresponding libraries, we can create a solver that containing AMR functions by modifying existing Foam solvers. The 
gradient of the velocity field is calculated to build a refinement criterion. 
 
Numerical Solutions 
URANS simulation-IFREMER rotor test 
In order to validate the new developed AL model, the experimental data of the HATT model test by Mycek et al [1] is 
used for comparison. The experiment was carried out in the IFREMER flume tank, Boulogne-Sur-Mer, France in which 
the 1/30 scaled prototypes tidal turbine with different inlet TIs are studied. In the experiment, the upstream conditions, 
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�� = 0.8�/�, �� = 3% are considered. The optimized tip speed ratio (TSR) is 3.67 for all of the IFREMER rotor test. 
Other parameters, initial conditions and boundary conditions are found in reference [1].  
The results of downstream turbine under low TI (�� = 3%) cases are shown in Figure. 2 in which the wake profiles of 7 
transects (2D~10D behind the rotor plane) are given. Since the rotor is placed in the turbulent flow generated by the 
upstream rotor, the actual ambient TI around the downstream is larger than single turbine case. It is observed the TI 
profiles predicted by the � − � model are not consistent with experiment at x/D < 3 (Figure. 2 (a)). The corrected � −
� model seems to resolve the TI profiles better around the rotor hub (x/D=2) but still give over-predict TI. For x/D > 4, 
the differences of the three models are not obvious. Generally, the corrected � − � and the � − � − ��� model shows 
better performance in predicting TI in the near wake region, the performance of the three models are almost identical for 
far wake (x/D > 3). Since � − � − ��� give the lowest TI predictions, the largest velocity deficits can also be observed. 
To make a clearer view of the differences among the three models, the wake profiles (�� = 3%, 4D) along the rotor center 
are given as in Figure. 2 (c-d). 

 

 

 
Figure 2: TI profiles (a) and velocity deficit (b) along the rotor center for the IFREMER’s double rotors case TI=3% and 4D 

spacing, TI profiles (c) and velocity deficit (d) along the rotor center. ⬡: TI from the experiment [1], □: �/�� from the 

experiment [2], - - -: Corrected k-w results, - ─ - ─ : k-w model results ───: SST model results.  

 

URANS simulation- Manchester rotor test 
A group of experiments for three rotors operating in turbulent upstream are studied by Stallard et al. [2]. The experimental 
are carried out in the flume (test section: 5m width, 12m length, 0.45m depth) at University of Manchester. The turbulent 
inlet flow is characterized by mean velocity �� = 0.47�/� and �� = 10% at the rotor plane for the experiment. All of 
the three rotors are operated under TSR=4.7.  
Figure. 3 shows the wake profiles of normalized mean velocity and TI at 6 transects (2D~12D). It is evident that the major 
differences of the three turbulence models are in the range of x/D < 4. The � − � model over-predict TI and under-predict 
the velocity deficit from 2D to 4D. � − � model cannot predict the double TI peak induced by the tip at x = 2D. The 
��� model shows the best prediction of TI, however the velocity still recovers too fast at the rotor center. For the near 
wake (x ≤ 2D) prediction, the performance of corrected � − �  model is better than the � − �  but worse than the 
��� model. While for the far field wake (12D ≥ x ≥ 6D) prediction, results of all three models confirm with the experiment. 
For the high TI case, the wake merging can be observed evidently in the numerical and experimental tests. The differences 
of three wakes cannot be distinguished when x ≥ 8D. 
 
LES simulation-Gravity based tidal current turbine 
Lastly, the AL/MLS-IB method is extended to LES simulation of a gravity based tidal turbine, as shown in Figure 4 (a). 

2D 3D 4D 5D 6D 8D 10D 

(a) 

2D 3D 4D 5D 6D 8D 10D 

(b) 

(c) (d) 
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Figure 3: Wake profiles for the Manchester’s triple rotors case with inlet turbulence intensity of 10%, the spacing of two rotors 
is 1.5D, same description of the symbols and lines can be found in Figure. 2. 
 
The dynamically cell-based mesh refinement in OpenFOAM is utilized to resolve the regions containing solid surface 
and large velocity gradient. Figure 4 (b) and (c) demonstrate the mesh before or after the rotation starts, respectively. The 
regions adjacent to the support structure and blades as well as tip vortex are under refining (Figure. 4(d)).  

 
Figure 4: (a) Structure of a gravity based tidal current turbine, (b) and (c) indicate the initial and instantaneous adaptive mesh 
during the simulation, (d) instantaneous vortex structure and adaptive mesh.  
 
Summary 
In this manuscript, we present our numerical developments on prediction of the wake induced by the tidal turbine rotors. 
This study is based on our previous study on the IB method [5] [6]. Several tests show that the present AL/MLS-IB 
method is efficient and accurate to predict the wake of multiple tidal turbines.  
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1 Introduction
Wave energy from ocean waves is captured by wave energy converters (WECs) and converted into electrical power. WECs
of the floating point absorber (FPA) type are selected which are heaving under wave loading. In this study, the numerical
simulations of a WEC under operational wave conditions [1] are extended to a survivability simulation of a WEC under
extreme design load conditions. Therefore, the WEC is subjected to breaking waves in a numerical wave tank (NWT).

2 Numerical framework
CFD-modelling is performed to study the behaviour of a floating WEC unit inside a NWT implemented in OpenFOAM.
The two-phase flow field is resolved by the incompressible RANS equations together with a conservation equation for
the volume of fluid (VoF) method. RANS turbulence modelling is applied by using a buoyancy-modified k − ω SST
model developed by the authors [2, 3]. Wave generation and absorption at the boundaries of the NWT are adopted from
the IHFOAM toolbox. The CFD-fluid solver is coupled to a motion solver in order to simulate rigid body motions. Only
the governing motion of the WEC’s behaviour is considered, the heave motion, allowing a reduction from a six to a one
degree of freedom motion solver. The mesh motion is organised that only the highest and lowest row of cells is distorted
(compressed or expanded) to prevent undesirable mesh deformations around the air-water interface. A coupling algorithm
between the fluid and the motion solver is needed to obtain a converged solution between the hydrodynamic flow field
around the WEC and the WEC’s kinematic motion during every time step in the transient simulation. The coupling
algorithm is using implicit coupling in the sub iterations by calculating a Jacobian, based on the available solutions of
previous sub iterations for the acceleration of the floating body and the force acting on it, in order to minimise the number
of sub iterations and consequently the CPU time [4].

3 Results & Discussion
This section presents two numerical results obtained in the NWT. Firstly, as a preliminary simulation, a two-dimensional
(2D) NWT is considered without a floating WEC unit, i.e. an empty NWT. For a survivability simulation, breaking waves
on the WEC are required. In order to trigger steepness-induced wave breaking in a constant water depth d = 1.70 m,
irregular waves are generated at the inlet by using three wave components and the method of wave focussing is applied.
The surface elevations at the inlet (x = 0m) are calculated by superposition assuming linear wave theory:

η(x, t) =
3∑
i=1

Hi

2
cos

(
2π

Li
x− 2π

Ti
t+ φi

)
(1)

in which Hi is the wave height, Ti the wave period, Li the linear wave length and φi the phase of wave component i.
Breaking waves are achieved by bringing the three wave components in phase at xf = 5 m for tf = 10 s by calculating
φi of each wave component i as: 2π

Li
xf − 2π

Ti
tf + φi = 0 (linear wave theory). The numerical values for each wave

component are as follows:

– H1 = 0.15m ; T1 = 1.00 s −→ L1 = 1.56m −→ φ1 = 42.71;

– H2 = 0.10m ; T2 = 1.10 s −→ L2 = 1.89m −→ φ2 = 40.49;

– H3 = 0.05m ; T3 = 1.20 s −→ L3 = 2.25m −→ φ3 = 38.38;
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Note that the wave periods are around the natural period of the WEC equal to 1.136 s, causing resonance of the WEC’s
heave motion. The three wave components are non-linear and therefore linear wave theory is not applicable and a non-
linear fluid solver is required. Furthermore, waves generated with different wave periods generate new wave components
which do not satisfy the linear dispersion relation. This is indicated in Figure 1 by the surface elevations over the length
of the NWT at x = 1 m, x = 2 m, x = 3 m, x = 4 m, x = 5 m and x = 6 m for both the linear wave theory (dashed
blue lines), equation (1), and the CFD result (solid red lines) during the first 30 seconds of the simulation. Due to the large
wave steepness, wave breaking is induced between x = 2m and x = 3m. This observation stresses the need for a CFD
NWT to perform survivability simulations of a WEC subjected to breaking waves.

0 5 10 15 20 25 30
t [s]

0.2
0.1
0.0
0.1
0.2

η 
[m

] a
t x

 =
 1

 m

Linear CFD

0 5 10 15 20 25 30
t [s]

0.2
0.1
0.0
0.1
0.2

η 
[m

] a
t x

 =
 2

 m

0 5 10 15 20 25 30
t [s]

0.2
0.1
0.0
0.1
0.2

η 
[m

] a
t x

 =
 3

 m

0 5 10 15 20 25 30
t [s]

0.2
0.1
0.0
0.1
0.2

η 
[m

] a
t x

 =
 4

 m

0 5 10 15 20 25 30
t [s]

0.2
0.1
0.0
0.1
0.2

η 
[m

] a
t x

 =
 5

 m

0 5 10 15 20 25 30
t [s]

0.2
0.1
0.0
0.1
0.2

η 
[m

] a
t x

 =
 6

 m

Figure 1: Surface elevations obtained with linear wave theory (equation (1), blue dashed lines) and in the empty CFD NWT
(red solid lines).

For the second simulation, a WEC is installed in a three-dimensional (3D) NWT and the same irregular waves are
generated. The WEC’s centre is located at x = 3 m, inside the wave breaking zone as found during the preliminary
simulation using an empty NWT. A longitudinal symmetry plane is implemented to reduce the size of the computational
domain. The NWT is 8m long, 1.6m heigh and 0.7875m wide. The computational domain has a vertical resolution of
1 cm and a horizontal resolution of maximum 2 cm around the free water surface. A detail of a longitudinal cross section
around the WEC is visualised in Figure 2. The aspect ratio of the cells behind the WEC towards the outlet boundary on
the right increases gradually which will cause numerical wave damping. This is however beneficial in order to avoid wave
reflection from the absorbing outlet boundary. A maximum Courant number of 0.3 is used to limit the time step.
Figure 3 and Figure 4 visualise time series for the vertical position of the WEC z and the horizontal surge force acting
on the WEC Fx respectively. Between t = 5 s and t = 10 s for example, the amplitude of the WEC’s heave motion is
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atmosphere

inlet outlet

bottom

Figure 2: Cross section (XZ-plane) of the 3D computational domain in which a WEC is installed showing the initial condition
for the volume fraction α at t = 0 s (α = 1: water shown in red, α = 0: air shown in blue).

gradually increasing due to resonance effects and the viscous damping force is important to predict correctly the WEC’s
heave motion. In Figure 4, the peaks observed in the time signal of the surge force on the WEC indicate the breaking
wave impacts on the WEC. These forces obtained during a survivability simulation are important to quantify the design
loading conditions on a WEC.
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Figure 3: Vertical position z of the WEC subjected to breaking waves.
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Figure 4: Horizontal surge force Fx acting on the WEC subjected to breaking waves.

Figure 5 depicts the number of sub iterations to achieve a converged fluid–motion coupling during every time step. Mostly
two and occasionally three or more sub iterations are needed which indicates the successful application of the accelerated
coupling algorithm for a survivability simulation of a WEC unit.
Finally, a snapshot of a breaking wave impacting on the WEC is visualised in Figure 6 at t = 6.20 s. The wave starts to
break in front of the WEC and the overturning volume of water is impacting on the WEC. Those highly non-linear and
fully turbulent flows for breaking wave impact simulations are only possible by using a CFD NWT.
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Figure 5: The number of sub iterations for every time step to have a converged fluid–motion coupling for the WEC subjected
to breaking waves.

Figure 6: A snapshot at t = 6.20 s of a breaking wave impacting on the WEC in the NWT. Contour lines of the surface elevation
[m] are depicted on the isosurface for the volume fraction α = 0.50. The vertical plane visualises the velocity magnitude [m/s].

4 Conclusions
Based on this proof of concept study, we conclude that a CFD NWT is necessary to resolve non-linear wave–wave
interactions during wave propagation and to simulate wave breaking events on a WEC for testing survivability conditions.
Furthermore, it has been demonstrated that our coupling algorithm for the fluid–motion solver remains stable under
extreme wave conditions and large displacements of the WEC by using few sub iterations during every time step. Future
research is required to validate the numerical model for extreme wave conditions by using experimental measurements.
In addition, a coupling between an accurate wave-structure interaction solver (e.g. OpenFOAM as a non-linear viscous
NWT) and a fast wave-propagation solver (e.g. OceanWave3D as a non-linear potential flow NWT) will increase the
efficiency of the numerical simulations by reducing the time-consuming 3D CFD domain.
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Abstract 
This paper analyses the resistance performance of an oil tank ship and the hydrodynamic characters of propeller behind 
this ship. The study was completed using an open source computational program, Open Field Operation and 
Manipulation (OpenFOAM), and the resistance character and propeller hydrodynamics performance were compared 
with experimental results. Reasonable results were produced such that the resistance, thrust, torque and efficiency 
trends were in good agreement with experimental data. It was found that OpenFOAM has good prediction of ship 
hydrodynamic performance. 

Keywords: hydrodynamic performance, propeller, OpenFOAM. 

This template provides a definition of the Microsoft Word styles for extended abstract submissions to the 13th 
OpenFOAM Workshop.  

0 Introduction 

The computational fluid dynamic (CFD) is more and more popular in ship and propeller design process. OpenFOAM is 
an established object-oriented library for Computational Continuum Mechanics, such as CFD [1], [2]. Many investigations 
have been done in ship and ocean engineering by this advanced tool package. Kim et al. [3] report a series of simulations 
on prediction of cavitation and performance of marine propellers. Simulations of propellers in open water utilizes the 
geometry of a single rotating frame of reference. Beaudoin et al [4] report a steady-state simulation of a Francis turbine, 
using the MFR model and two mixing plane interfaces. Zheng et al [5] gives the open water predictions of DTMB4119 
propeller, which agree well with test data. Cha Jingjing et al[6] use interDyMFoam package with piston and flap type 
numerical wave makers to generate linear wave and finite amplitude waves. A damping zone function is added to the 
solver to absorb wave and be testified by several experiments. Li Yulong et al[7] simulated the ship motions coupled 
with tank sloshing in time domain based on OpenFOAM, and the simulation and experimental studied indicate that the 
numerical results of ship motion coupled with tank sloshing can clearly show the coupling effect of tank sloshing on the 
ship global motion. LV Lianli et al[8] established a numerical wave tanks to study the wave pressure field impacted on 
the ship. ZHOU Hu et al[9] investigated the difference between aerodynamics of two blades and three blades wind 
turbine under different wind conditions with different turbulence model and unstructured grid influences.    
The aim for this paper is to successfully model a ship with propeller. The ship resistance and propeller thrust and torque 
are simulated. It will allow for good comparison between experimental results. Moreover, further analysis can be 
conducted in how the force is affected on ship and propeller in different conditions.  

1 Model 

1.1 CFD Methods 

The incompressible Reynolds-Averaged Navier-Stocks equations (RANS) method is used to simulate the hydrodynamic 
performance of ship in this paper. See eq. (1) (2). With the RANS equations there is still a closure problem. This is 
solved using a turbulence model. The k-ω SST model is applied, which is using blending functions to be able to use the 
k-ω model near the wall and the k-ε in the free stream and to get a smooth transition between them [10]. This model is 
useful in ship and propeller simulation. The second order upwind scheme is used to discretize the equations and the 
pressure velocity coupling is solved by SIMPLE method. The Multiple Reference Frames (MRF) is used to simulate the 
propeller rotating. OpenFOAM version 2.3.0 is used in this paper. 
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1.2 Ship Model 

Oil tanker is one of the four main ship types in the shipping market. The present research model is an oil tanker with 
four blades propeller and rudder behind and its design speed is 14.5 kn. Main parameters of ship and propeller are 
shown in table 1. 

Table 1 Main parameters of ship and propeller 

Name Symbol Vale Unit 

Ship Length of waterline Lw 179 m 
Design draught Df 11 m 

Propeller 

Propeller diameter Dp 7.29 m 
Pitch ratio (P/DPS)0.75R 0.835 - 
Blade area tatio AE/A0 0.4 - 
Number of blades Z 4 - 
Direction of rotation - Right - 

Scale - 1:29 - 
 

 
Fig 1 Oil tanker model with propeller 

1.3 Mesh 

The calculating domain is a rectangle with 7Lw×2Lw×L w, The ship model position is Lw to inlet, Lw to side and 5×Lw to 
outlet. The boundary conditions are shown in figure 2. We use overlap model to simulate without consider the free 
water surface, because the Froude number of oil tanker is small, the wave resistance has little effect of propeller 
hydrodynamic performance, but it should be careful that some error will be put in the ship resistance. The mesh is 
generated by HEXPRESS software with unstructured hexahedron cell. In order to improve the spatial resolution in stern 
region using mesh density core, as shown in figure 3. Total mesh of resistance simulation case is about 2 million and 4 
million for ship with propeller case. The personal computer with i7-3400@3.4Ghz CPU is usedto calculate and the time 
consume is about 10 CPU hours. 
 

 
Fig 2 Calculating domain 

 
 Fig 3 Mesh of the stern 

 

2 Results and Analysis 
Firstly, we calculate the ship resistance without propeller, and compare results with test data. Ctm is the resistance 
coefficient of bare hull defined as              , where R is the resistance of ship,  is the water density,   is the 
upstream velocity,   is wet surface area. Here the commercial software Fluent simulate results are also shown in table 2. 
The simulation values are larger than experimental results. The error of OpenFOAM predictions is about 5.1%, a little 
larger than Fluent. 
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Table 2 Resistance of ship without propeller 

Vs(kn) Fn Method Ctm(10
-3

) Δ(%) 

10.5 0.129 
Experiment 3.913 - 
Fluent 4.024 2.8% 
OpenFoam 3.645 -6.9% 

14.5 0.178 
Experiment 3.786 - 
Fluent 3.933 3.8% 
OpenFoam 3.980 5.1% 

 
The ship self-propelled condition is a complex system, because the propeller is working in ship’s wake flow field. The 
vortex structure generated by ship hull will flow into the propeller plane and affect the propeller hydrodynamic. In 
condition, the good simulation of rotating parts is also a difficult point. In this paper, the propeller rotating is simulated 
with MRF method, which is a quasi-steady method including centrifugal and Coriolis force in equation. The data 
transfer between moving region and static region is by using AMI type interface tool.  
The propeller thrust and torque are calculated, as shown in Table 3. The OpenFOAM results are little better than Fluent 
results but both are higher than experimental results. The pressure coefficient Cp contours of the hull and propeller are 
shown in Figure 4 and Figure 5. The hull contour characters of pressure calculated by two softwares are almost the 
same. It should be noted that there are some differences at the pressure side and suction side of the propeller, which 
cause the thrust and torque with some differences. The oil tanker has large block coefficient and the stern geometry is 
plump, the water flows around these surfaces may separate when the upstream water velocity is specified. This complex 
separation flow is hard to simulate accurately, and leads to some simulation error.  
 

 
Fig 4 Pressure coefficient on ship hull 

 
Fig 5 Pressure coefficient on propeller 
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Table 3 Hydrodynamics of propeller behind ship 

Vm(m/s) Nm(rps) Method Tm(N) Δ(%) Qm(N.m) 
Δ
(%) 

1.385 6.664 
Experiment 27.005 - 0.906 - 
Fluent 29.204 8.1% 0.989 9.2% 
OpenFOAM 27.449 1.6% 0.914 8.4% 

 

3 Conclusions 
The hydrodynamic performances of hull and propeller behind it are simulated by OpenFOAM in this paper. The 
hydrodynamic of ship model and propeller performance are calculated successfully. The errors between simulation and 
test data are acceptable. In further the turbulence model and some solution methods will be investigated to improve the 
simulation accuracy. 
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Abstract 

The objective of this paper is to address the simulation of transient cavitating flows with the compressibility of both 
water and vapour considered. The compressible phase volume fraction transport equations and compressible Pressure 
Possion equation with phase change are derived and a phase change algorithm is implemented into the native 
compressible two-phase flow solver compressibleInterFoam in OpenFOAM-4.0. The compressible governing equations 
together with the Tait equation of state for water and ideal gas equations of state for vapour are solved. The partial 
cavitating flow characterized by alternate effects of re-entrant flow and shock wave around a NACA66 hydrofoil is 
selected for the solver performance test. Comparisons are made between the results obtained by the native 
incompressible cavitation solver interPhaseChangeFoam and the present compressible cavitation solver. Results show 
that both the incompressiblt cavitation solver and compressible solver can predict the attached cavity growth, re-entrant 
flow development and large scale cloud cavity formation and shedding process, while the cloud cavity collapse induced 
shock wave phenomena which is highly related with the water/vapour compressibility is only captured by the 
implemented compressible cavitation solver. Moreover, the compressible cavitation solver can better predict cavitation 
evolution cycle and cavitation induced pressure fluctuations. The water compressibility is important for the wave 
dynamics in cavitating flows. 

Introduction 

Cavitation occurs when pressure drops below vapour pressure in high speed liquid flows. Cavitation is the complex 
multiphase flow, consisting of mass transfer, multiphase, turbulence and compressibility. Experiments have identified 
the shock as one of main origins of cavitation instabilities except for the re-entrant flow, which will cause large scale 
pressure fluctuations, strong vibrations and noise. The wave dynamics in cavitating flows is highly associated with the 
fluid compressibility, requiring to solve the compressible cavitation governing equations, including continuity, 
momentum and energy equations. Thus the development of compressible cavitation solver has great signidicance. 
The purpose of this paper is to introduce an implementation of a compressible cavitation solver with transport equation 
cavitation in OpenFOAM and show its ability in capturing the cloud cavity collapse induced shock wave. 

Methods 

In the present study, the compressible Navier-Stokes equations including continuity, momentum and energy equations, 
along with the transport equation for void fraction, are used as governing equations. To account for the fluid 
compressibility, the Tait equations of state for water and ideal gas equation of state for vapour are employed. The phase 
change algorithm is implemented into the native pressure-based compressible two-phase flow solver 
compressibleInterFoam. The compressible phase volume fraction transport equation and compressible Pressure Possion 
equation with phase change are derived. 
The Tait equation of state for water 

𝑝𝑙+𝐵

𝑝𝑙,𝑠𝑎𝑡+𝐵
= (

𝜌𝑙

𝜌𝑙,𝑠𝑎𝑡
)
𝑁

 (1) 

where psat=2338.6 Pa and ρsat=998.16 kg/m3 are the saturation pressure and saturation density of liquid water at 293.15 
K according to NIST data. B=3.06×108 Pa and N=7.1 are the fitted constants. 
The ideal gas equation of state for vapor 

       𝑝𝑣 = 𝜌𝑣𝑅𝑣𝑇𝑣                                                                              (2) 

where subscript v denotes vapor-phase value and Rv=461.6 J/(kg.K) is gas constant. In the present study, the non-
condensable gas is ignored in the gas phase. 
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The Saito cavitation model and SST SAS turbulence model 
�̇�− = 𝐶𝑐𝛼

2(1 − 𝛼)
𝑚𝑎𝑥((𝑝−𝑝𝑣),0)

√2𝜋𝑅𝑔𝑇
, if p>pv            (3) 

�̇�+ = 𝐶𝑒𝛼
2(1 − 𝛼)

𝜌𝑙

𝜌𝑔

𝑚𝑎𝑥((𝑝𝑣−𝑝),0)

√2𝜋𝑅𝑔𝑇
, if p<pv            (4) 

where α is the void fraction, ρl is the liquid density, ρv is the vapor density, Rg is the gas constant, T is the local fluid 
temperature, pv is the saturated liquid vapor pressure and p is the local fluid pressure. Cc is the rate coefficient for 
reconversion of vapor back into liquid when local pressure exceeds the saturated vapor pressure. Ce is the rate 
coefficient for vapor generated from liquid when local pressure below the saturated vapor pressure. In the present study, 
Cc=Ce=0.1 is taken. The von Karman length-scale and the SAS term are as following 

𝐿𝑣𝐾 = 𝜅 |
𝜕𝑈/𝜕𝑦

𝜕2𝑈/𝜕𝑦2
|    (5) 

𝑄𝑆𝐴𝑆 = 𝑚𝑎𝑥 [𝜌𝜁2𝑆
2 (

𝐿

𝐿𝑣𝐾
)
2

− 𝐶𝑆𝐴𝑆
2𝜌𝑘

𝜎Φ
𝑚𝑎𝑥 (

1

𝑘2

𝜕𝑘

𝜕𝑥𝑗

𝜕𝑘

𝜕𝑥𝑗
,
1

𝜔2

𝜕𝜔

𝜕𝑥𝑗

𝜕𝜔

𝜕𝑥𝑗
) , 0]    (6) 

Where ζ2=3.51, σФ=2/3, CSAS=2.0, L = √𝑘(𝑐𝜇
1/4

∙ 𝜔) is the length scale of the modeled turbulence.
The compressible phase volume fraction transport equation with phase change is derived as following: 

𝜕𝛼1𝜌1

𝜕𝑡
+ ∇ ∙ (𝜌1𝛼1𝑈) = �̇� (7) 

𝜕𝛼2𝜌2

𝜕𝑡
+ ∇ ∙ (𝜌2𝛼2𝑈) = −�̇� (8) 

Expanding the Eq. (7), then: 
𝜕𝛼1

𝜕𝑡
+ ∇ ∙ (𝛼1𝑈) = −

𝛼1

𝜌1

𝐷𝜌1

𝐷𝑡
+

�̇�

𝜌1
  (9) 

The similar as Eq. (8): 
𝜕𝛼2

𝜕𝑡
+ ∇ ∙ (𝛼2𝑈) = −

𝛼2

𝜌2

𝐷𝜌2

𝐷𝑡
+

�̇�

𝜌2
  (10) 

Add Eq. (9) and Eq. (10), then, 
∇ ∙ U = −(

𝛼1

𝜌1

𝐷𝜌1

𝐷𝑡
+

𝛼2

𝜌2

𝐷𝜌2

𝐷𝑡
) + �̇� (

1

𝜌1
−

1

𝜌2
)  (11) 

Expanding Eq. (9), then 
𝜕𝛼1

𝜕𝑡
+ 𝛼1∇ ∙ 𝑈 + 𝑈∇𝛼1 = −

𝛼1

𝜌1

𝐷𝜌1

𝐷𝑡
+

�̇�

𝜌1
    (12) 

Substituting Eq. (11) into Eq. (12) 
𝜕𝛼1

𝜕𝑡
+ ∇(𝛼1𝑈) = 𝛼1𝛼2 (

1

𝜌2

𝐷𝜌2

𝐷𝑡
−

1

𝜌1

𝐷𝜌1

𝐷𝑡
) + �̇� [

1

𝜌1
− 𝛼1 (

1

𝜌1
−

1

𝜌2
)] + 𝛼1∇ ∙ 𝑈            (13) 

The interface compression term is implemented, thus 
𝜕𝛼1

𝜕𝑡
+ ∇(𝛼1𝑈) + ∇ ∙ (𝑈𝑟𝛼1𝛼2) = 𝛼1𝛼2 (

1

𝜌2

𝐷𝜌2

𝐷𝑡
−

1

𝜌1

𝐷𝜌1

𝐷𝑡
) + �̇� [

1

𝜌1
− 𝛼1 (

1

𝜌1
−

1

𝜌2
)] + 𝛼1∇ ∙ 𝑈          (14) 

Where Ur is the modelled relative velocity, defined as 
𝑈𝑟 = 𝑐𝛼|𝑈|                                                                               (14) 

Where cα is a parameter used to adjust the strength of the compression of interface. The equation is solved explicitly 
with the MULES (multidimensional universal limiter with explicit solution) scheme in several sub-cycle within a time 
step. 
The compressible Pressure Possion equation is derived as follows: 
Thermodynamics equation of state: 

ρ = Ψp (15) 
Where ψ is the compressible coefficient. Substitute Eq. (15) into Eq. (7), then 

𝜕(Ψ1𝛼1𝑝)

𝜕𝑡
+ ∇ ∙ (Ψ1𝛼1𝑝𝑈) = Ψ1

𝜕𝛼1𝑝

𝜕𝑡
+ 𝛼1p

𝜕Ψ1

𝜕𝑡
+Ψ1𝛼1𝑝∇𝑈 + 𝑈∇(Ψ1𝛼1𝑝) = �̇� (16) 

Expand Eq. (16), then 
Ψ1

𝐷𝛼1𝑝

𝐷𝑡
+ 𝜌1∇U = �̇� (17) 

Similarly, Eq. (8) can be rearranged as 
Ψ2

𝐷𝛼2𝑝

𝐷𝑡
+ 𝜌2∇U = −�̇� (18) 

Finally, the compressible Pressure Possion equation with phase change is as following 
(
𝛼1

𝜌1
Ψ1 +

𝛼2

𝜌2
Ψ2) (

𝜕𝑝

𝜕𝑡
+ 𝑈∇ ∙ 𝑝) + ∇ ∙ U = (

𝛼1

𝜌1
−

𝛼2

𝜌2
) �̇�           (19) 

Results 

The numerical results are shown for both the present compressible cavitation solver and the native incompressible 
cavitation solver interPhaseChangeFoam. Fig. 1 shows the time evolution of cavity volume obtained by both the 
compressible and incompressible results. The comparisons of the experimentally measured and numerically predicted 
cavitation evolution frequency based on the cavity volume evolution are shown in Tab. 1, in which the relative error is 
also presented. The Saito cavitation model and the SST SAS turbulence model are used for both incompressible and 
compressible simulation. It can be observed that the cavity volume predicted by the present compressible solver is 
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larger than that the incompressible solver. The cavity evolution frequency in Tab. 1 indicates that the present 
compressible cavitating flow solver could predict the unsteady cavitation frequency more precisely. 
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Figure 1: Comparisons of the time evolution of cavity volume based on compressible solution and incompressible solution. 

Table 1: Comparisons of the measured (Exp., Leroux et al., 2014) and numerically predicted (Num.) cavity evolution 

frequency. 

Exp. [4] Num. (Incompressible) Num. (Compressible) 

Mean value f (Hz) 3.625 4.504 (24.2 %) 3.867 (6.7 %) 
The comparisons of the absolute pressure evolution between the compressible results, incompressible results and the 
experiments data at x/c=0.7 during 0.64 s are shown in Fig. 2. It can be found that the numerically predicted absolute 
pressure magnitude agrees well with the experiment data. However, the cavity cloud collapse induced shock wave is 
only captured by the compressible results. The pressure evolution frequency agrees with the cavity behaviours evolution. 

Figure 2: Comparisons of the absolute pressure evolution predicted by the compressible solver with the experiments data and 

incompressible solver results at x/c=0.7. 

Conclusions 

In this paper, a compressible cavitation solver is developed by implementing the phase change algorithm into the native 
compressible two-phase flow solver compressibleInterFoam in OpenFOAM-4.0, considering the compressibility of both 
water and vapour. The thermodynamic equations of state with Tait state equation for water and ideal gas state equation 
for vapour are employed. The Saito cavitation model and the SST-SAS turbulence model are applied to simulate the 
turbulent cavitating flow. The cloud cavity collapse induced shock wave dynamics and its interaction with the attached 
cavity sheet growth is well predicted by the implemented compressible cavitation solver. The attached cavity sheet 
growth, the re-entrant flow development and the large scale cloud cavity shedding can be simulated well by both the 
incompressible cavitation solver, while the cavitation dynamics associated with the compressibility, such as the shock 
wave dynamics, can only be predicted by the compressible cavitation solver, which considers the compressibility of 
both water and vapour. 
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1. Introduction

Northern European countries such as Belgium, are characterised by a very typical coastal defence system: a hard dike 

with a promenade and an almost continuous line of high-rise buildings, fronted by a mildly sloped and very shallow 

foreshore. The presence of this foreshore influences the wave transformation from offshore to nearshore and the 

interaction with coastal structures significantly. Its effect is not yet fully understood. Taken into account the role of sea 

dikes as both coastal defences and recreational spaces, it is essential to fully understand and predict the influence of the 

foreshore on for example wave overtopping on sea dikes and wave loading forces on buildings. The present research, 

performed in the framework of the CREST research project [1], aims at developing a reliable and accurate tool for the 

assessment of wave overtopping over the dike crest and wave loading forces for the specific case of a very shallow 

foreshore.  

2. Numerical framework

Modelling the whole process of wave propagation, transformation, breaking and wave structure interaction is a well-

known challenge in the field of coastal engineering.  
Non-linear shallow water (NLSW) models are widely used due to its relative simplicity. These models can be applied 

with good confidence to study wave transformation in the swash zone [2][3] at a limited computational cost. However, 

depth-averaged models are not exact forms of the governing equations of fluid motion and contain an error of some 

order [4]. To accurately model the very complex behaviour of the free surface near coastal structures and the associated 

nonlinear effects, Navier-Stokes (NS) based solvers are required. However, simulating wave propagation and wave 

transformation over large domains and for long durations with solely a NS solver is currently not feasible due to the 

requirement of (1) a large computational domain since processes on the beach are driven by waves originally generated 

at sea and (2) a very high spatial resolution to avoid excessive numerical damping of incoming waves and to accurately 

simulate wave breaking and wave structure interactions. This results in a very high computational effort.  

To obtain the advantages and reduce the disadvantages of both models without loss in accuracy, the authors have 

investigated a coupling between depth-integrated models and NS models in space. This work describes the 

simultaneous use of two solvers that belong to the aforementioned categories. The first model which is used, is SWASH 

[5], a time domain model based on the non-linear shallow water equations. SWASH has proven to accurately reproduce 

surface elevations for wave transformation over a very shallow foreshore in 1D calculations with very little 

computational resources due to the depth-averaged assumption and parallel computation capabilities. However SWASH 

is not able to deal with abrupt changes in geometry e.g. due to the presence of coastal structures [6] and is not suitable 

to predict in great detail wave loading forces or overtopping volumes over dike crests. The second model which is used, 

is the CFD model OpenFOAM where the two-phase flow field is resolved by the incompressible Reynolds averaged 

Navier-Stokes (RANS) equations and the interface is tracked with a volume of fluid method. Contrary to SWASH, 

OpenFOAM has proven to be able to accurately simulate wave structure interactions [7].  

The present coupling methodology is a first straightforward method and consists of a one-way coupling. The NLSW 

model SWASH is applied in the non-breaking zone and the RANS model OpenFOAM in the zone of high turbulence, 

breaking waves and wave structure interactions. The two models share a common interface for the data exchange. At 

this interface, SWASH provides the surface elevation and the velocity values at different levels of depth, depending on 

the amount of vertical layers used at the coupling location. This information is passed to OpenFOAM and imposed on 

the inlet OpenFOAM boundary. The coupling interface is located at a low turbulence area. More details about the 

coupling methodology will be presented at the workshop. 
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3. Results & Discussion

To test the model for validity, the coupled model is used to simulate two scenarios: (1) solitary wave propagation in a 

flume with constant water depth and (2) solitary wave propagation over a sloping beach.   
In the first case the propagation of a solitary wave with an amplitude of 0.05 m in a 28.0 m long channel with a constant 

water depth of 0.5 m is simulated. The domain is divided in two subdomains: a subdomain with a length of 18.0 m 

occupied by the NLSW model and a subdomain of 10 m occupied by the RANS model. The wave is generated in the 

NLSW domain and propagates to the RANS model domain.   

The evolution of the solitary wave as it propagates along the channel can be seen in Figure 1 (solid blue line) where 

several snapshots of the free surface elevations at different times are presented. The results clearly demonstrate that the 

solitary wave maintains its original shape and the wave height does not vary when propagating through the channel. The 

wave is correctly transmitted from the NLSW to the RANS domain, no disturbance takes place at the coupling interface 

located at x = 18 m. For comparison the simulation is also performed with the NLSW model in the complete domain. 

These results are shown with red dots. There is good agreement between the NLSW standalone results and the coupled 

model results.  Figure 2 shows a snapshot of the entire computational domain modelled with the coupled model. In the 

left part, only the free surface calculated with SWASH is shown, the right part depicts the results obtained with 

OpenFOAM, where the colours represent the horizontal velocities. The coupled model saves computational time by a 

factor proportional to the reduction in cells in the OpenFOAM model.  

Figure 1: Surface elevation for solitary wave propagation over a flat bottom. Dots represent the results of a SWASH stand-

alone simulation over the complete domain. The blue line represents the results of the coupled model (0 m ≤x≤ 18 m: 

SWASH, 18 m ≤x≤ 28 m: OpenFOAM). 
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Figure 2: Snapshot of the simulation for the entire domain modelled with the coupled SWASH-OpenFOAM model. 

The colours represent the horizontal velocity. 

A second test case simulates the propagation of a solitary wave over a sloping bottom similar to the experiment of Zelt 

[8]. A sketch of the simulated case is depicted in the upper corner of Figure 3. The wave is generated in the NLSW 

domain and propagates to the RANS model domain, respectively with a length of 10.0 m and 5.0 m. The wave gauge is 

located at a distance 7.87d from the toe of the foreshore with d the water depth conform the experimental test. The 

coupling location is chosen on the horizontal part of the bottom, 0.05 m before the wave gauge.  
The time series of the surface elevation normalised with the water depth d at the indicated wave gauge is also shown in 

Figure 3. The numerical results are represented by the solid blue line. Experimental data are marked with red dots. The 

first peak corresponds to the incident wave, the second to the reflected wave. A good agreement is found both for the 

incident and the reflected wave between the experimental data and the obtained numerical results.  

Figure 3: Normalised surface elevations at the indicated wave gauge (WG) for the case of wave propagation of a solitary wave 

over a sloping beach. The red dots represent experimental data of Zelt [8]. The solid blue line represents the results of the 

coupled numerical model.  

4. Conclusions

A coupled model is developed starting from the NLSW model SWASH and the NS model OpenFOAM. The presented 

approach is a one-way coupling. The aim of this coupled model is to achieve the same accuracy with the coupled model 

as with a full RANS solution but reducing considerably the computational time.  
The obtained results demonstrate the capabilities of the coupled model to generate and propagate waves. Future work 

will include further development of the model and the application of the model to cases with very shallow foreshores. 

The proposed method shows great promise to allow a realistic prediction of wave overtopping and wave loading forces 

with reasonable computation cost in the future.  
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This paper serves as an overview of the numerical modelling technology within the Naval Hydro Pack, a software package
specifically designed for efficient simulations of various marine hydrodynamic problems. The Naval Hydro Pack is based
on foam-extend, a community driven fork of the OpenFOAM software. The goal of this paper is to provide an
overview of numerical models required for free surface flows in marine hydrodynamics, where we intend to openly
discuss drawbacks and advantages of each of our methods.

Introduction
We start by considering the final goal of the Naval Hydro Pack: we would like to be able to reliably calculate the most
complicated problem in marine hydrodynamics with reasonable computational resources and sufficient accuracy. The
most difficult problem we can currently think of is a self–propelled ship performing some kind of manoeuvre in a severe
storm. To add a an additional layer of complexity, imagine that the ship is an ultra large container carrier where the
structural response and hydrodynamic excitation are interdependent. Let us now take a ”divide–and–conquer” approach
of this complicated problem and identify the underlying challenges:

1. The first obvious challenge is the modelling of the two–phase flow (water and air), where we need to accurately
take into account free surface kinematics and dynamics,

2. The second challenge is the efficient modelling of gravity waves, propagation and prevention of wave reflection,

3. The third challenge is associated with the hydro–structural coupling where the ship naturally responds to
hydrodynamic forces acting on it. Even if we consider the ship as a rigid body, the hydro–structural coupling
is highly nonlinear and therefore efficient strategies for resolving this coupling need to be considered.

In the following text, we discuss our solutions to these challenges without going into details, while providing references
to all topics.

Free Surface Modelling
In marine hydrodynamic flows, the free surface is dividing two immiscible phases: water and air. Two distinct problems
arise in accurate numerical handling of the free surface: i) How to represent and transport the free surface and ii) Once
the free surface location is known, how to obey the jump conditions due to different physical properties of air and water?

Interface capturing schemes

In the Naval Hydro Pack, three different interface capturing schemes can be used to advect the free surface:

1. Algebraic Volume–of–Fluid Method (A–VOF),

2. Implicitly Redistanced Level Set Method (IR–LS) [1],

3. Geometric Volume–of–Fluid Method (G–VOF) [2].

The advantages and drawbacks of these schemes are summarized in Table 1, where the reader can easily deduce that there
is no ”perfect” tool and some trade–off is always necessary. Here, we briefly discuss our best practice guidelines for
different types of marine hydrodynamic problems. The A–VOF scheme is suitable for steady resistance and seakeeping
simulations where large time–steps are required and the perfect mass conservation is desirable. In cases where unphysical
numerical smearing of the interface is present with the A-VOF scheme due to complex flow field or really low–quality
mesh, we tend to use the IR–LS method [1]. The method proved to be excellent in preventing numerical ventilation when
considering high speed craft. Although the method is not strictly mass conservative, this does not seem to affect the results
we are interested in: forces and motions. The G–VOF scheme [2] is by far the most accurate scheme and therefore we
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Table 1: Comparison of different interface capturing schemes as implemented in the Naval Hydro Pack.

Advection scheme A-VOF IR-LS G-VOF
Mass conservation Machine tolerance Discretisation error Machine tolerance
Courant number limit No No Yes, Co < 1
Control of interface smearing Poor Excellent Excellent

often use it for violent free surface flows where we seek accurate interface resolution, e.g. green water simulations [3].
The obvious drawback is that it requires a Courant number lower than 1.

Ghost Fluid Method for interface jump conditions

Once the free surface location is known, the discontinuity in density and consequently dynamic pressure needs to be taken
into account in an accurate way. If one uses standard discretisation practices where the dynamic pressure and density
gradient are coupled within the momentum equation, this will cause spurious velocities near the interface in the lighter
phase [4] (even without surface tension). The phenomenon can also cause difficulties with advection of the interface
because the velocity field is non–physical near the interface. The kinematic and dynamic boundary conditions between
water and air can be taken into account with interface–corrected discretisation schemes with the Ghost Fluid Method
(GFM) [4]. A similar approach is used by Queutey and Visonneau [5] in the ISIS–CFD software (the CFD solver behind
NUMECA’s FINE/Marine suite). Currently, our implementation handles dynamic pressure and density jumps across the
interface, while the tangential stress balance is still approximated by calculating the velocity gradient using standard Finite
Volume discretisation. All interface capturing schemes are used alongside the GFM method in the Naval Hydro Pack. For
backward compatibility reasons, the old formulation without the GFM is still available, although we rarely use it.

There is one difficulty with the GFM that we have recently experienced. Since the GFM assumes infinitesimally
discontinuous distribution of the density and dynamic pressure, the simulation becomes unstable if water entrains air in a
way that the air should be compressed. This is actually the drawback of the incompressibility assumption and not the GFM
method. Currently, we are working on extending the GFM for two phase flows where one phase is fully incompressible
(water) and the other is compressible with isentropic equation of state (air).

It is equally important to note the indirect benefits of the GFM. As the velocity field across the free surface is
continuous and there are no spurious air velocities in air, we observe two advantages: i) The advection of the free surface
with all methods is much more stable since the flux is well defined across the interface and ii) The maximum Courant
number is significantly lower, enabling faster simulations.

Wave Modelling
In order to efficiently model gravity water waves in the CFD domain, different strategies can be used. In the Naval
Hydro Pack, we extend the relaxation zone approach by Jacobsen et al. [6] in order to have implicit blending during
the transport [1]. The relaxation zones provide an efficient and straightforward tool that we can build upon in future to
couple our CFD model with CPU time efficient potential flow models. The approach is also favourable for considering
unbounded domains (e.g. ships sailing in ocean) and directional sea states. Since the potential flow solution has negligible
cost compared to CFD, we prefer to use fully nonlinear stream function wave theory for monochromatic waves and Higher
Order Spectrum (HOS) method [7] for irregular sea states. The HOS is quite favourable since it accounts for nonlinear
wave modulation and wave–wave interaction, so there is no need to resolve these within CFD.

In the Spectral Wave Explicit Navier–Stokes Equations (SWENSE) method as implemented in the Naval Hydro
Pack [1], the waves are introduced in the whole CFD domain. This approach gives us the possibility of calculating
only the nonlinear perturbation around the explicit incident wave, instead of calculating the total fields using the standard
approach and introducing waves only within the relaxation zones. Since the incident wave field is explicit in the SWENSE
method, it slightly facilitates the wave propagation in CFD domain. However, for violent free surface effects such as green
water, it is reasonable to expect that the flow solution will be significantly different from the incident wave, making the
SWENSE method unsuitable for this type of problems.

Hydro–Structural Coupling
The previous two sections give us a variety of tools to handle the two–phase flow, while the missing bit is the coupling
of the flow field with the motion of a ship or another offshore object. Two distinct challenges can be identified when
considering the hydro–structural coupling: i) Coupling strategy between the fluid–flow and 6 DOF equations of motion
and ii) Efficient handling of dynamic mesh.
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Algorithms for hydro–structural coupling

In Finite Volume CFD, almost all hydro–structural coupling algorithms are partitioned, meaning that the flow field and
6 DOF equations of motion are solved one after another in an iterative manner. In the Naval Hydro Pack, the 6 DOF
equations are strongly coupled to the fluid flow within the nonlinear (PIMPLE) loop, where a sufficient number (usually
six or more for seakeeping) of nonlinear corrector steps is necessary to converge the solution within a time–step. We have
implemented an enhanced strategy where the 6 DOF equations are additionally integrated after each pressure correction
step. The approach provides significantly improved convergence of 6 DOF and flow field at a negligible CPU time cost.
The benefit of this approach is demonstrated in Gatin et al. [8], where almost the same motion amplitudes are obtained by
using 2, 4, 6 or 8 nonlinear correctors for the seakeeping of the KCS model. This allowed us to speed-up our seakeeping
simulations up to three times without sacrificing the accuracy.

Recently, we have also developed a monolithic coupling approach, where the 6 DOF equations are solved as
a constraint within the pressure equation. Similar to the enhanced coupling, the monolithic coupling improves the
convergence with lower number of nonlinear correctors, as presented on Figure 1 where the heave motion for seakeeping
of the KCS model is depicted. The monolithic approach proved to be quite favourable for motions with high acceleration
(e.g. seakeeping of high speed planning hulls) and high added mass (relative to the mass of the ship). However, it should be
stated that for the seakeeping of displacement ships, this approach is rather excessive: although it can be used confidently,
the benefit will be minor compared to the enhanced approach [8]. The numerical details and benefits of this approach are
described by Jasak et al. [9].
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Figure 1: Heave amplitude and phase for different number of nonlinear correctors, KCS model, C5 case, Tokyo Workshop [10]

Dynamic Mesh Handling

Once the 6 DOF equations are solved and the new position of the ship is obtained, one needs to efficiently handle the
dynamic mesh motion. Different approaches exist in the Naval Hydro Pack and foam-extend, which are summarized
in Table 2. The first option is the simplest: the domain is moved as a rigid body. The method is simple to implement
and robust, while it does not allow multiple bodies and is not suitable for fairly large motions. The second method is
mesh deformation, where we prefer to use an algebraic approach where the mesh is moved rigidly in the vicinity of the
body and the deformation slowly decays towards farfield boundaries. The approach is as efficient as the domain motion.
Although it can also have difficulties with large amplitude motions, the method is suitable for most of the standard
marine hydrodynamic problems. Both domain motion and mesh deformation strategies cannot handle appendages that
can move relative to the moving ship. In foam-extend-4.1, a significant improvements to the Immersed Boundary
library and Overset Mesh library have been added, making these choices more suitable for marine hydrodynamic flows.
Both methods offer extreme versatility in a sense that they can handle complex relative motions. The Overset Mesh
method is more suitable for flows where viscous effects are important, while the Immersed Boundary method is favourable
where the pressure effects are dominant and the viscous effects are of secondary interest. In current state, both methods
are efficiently parallelised and work well, although the pre–processing stage is more demanding for the Overset Mesh
since it requires careful consideration of the overlapping region. Both methods are in their intermediate stages of
development in foam-extend, which practically means that the tools are working, although a significant portion of
thorough verification and validation is missing, along with some additional minor development.

Conclusion and Future Work
A single conclusion can be drawn from this discussion and our experience during the past decade: there is no single
best tool which will be able to efficiently tackle all the marine hydrodynamic problems. In our opinion, it is up to
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Table 2: Comparison of different dynamic mesh strategies as implemented in the Naval Hydro Pack and foam-extend.

Domain Motion Mesh Deformation Overset Mesh Immersed Boundary
Complexity Low Low High High
Development stage Mature Mature Intermediate Intermediate
Robustness High High Intermediate Intermediate
Versatility Low Low High High

the experienced researcher and engineer to determine the most suitable combination of tools to tackle a given problem.
Therefore, we have focused on developing and testing various interface capturing, interface handling, hydro–mechanical
coupling and dynamic mesh methods in the Naval Hydro Pack. Where one method proves to be unsuitable, it is often
more natural and less time consuming to switch to another method, rather than to ”improve” the original one.

Currently, our short term research and development covers the following topics: i) Improved turbulence modelling
practices for marine hydrodynamics free surface flow. Ordinary turbulence models are derived and tuned for single phase
flows, usually causing non–physical turbulent eddy–viscosity near the free surface [11], which needs to be reconsidered,
ii) Extension of the GFM for tangential stress balance in order to more accurately calculate the velocity gradient near the
free surface and iii) Extension of the GFM for incompressible/compressible two–phase flow.

In the long term, we will focus on more advanced dynamic mesh handling strategies: i) Improving the robustness of
our automatic overlap assembly strategy in Overset Mesh library and ii) Further testing, verification and validation of the
Immersed Boundary library for marine hydrodynamics. In order to tackle the problem discussed at the beginning of the
paper, we are looking into obtaining the funding to develop a fully open–source framework for hydro–elastic computations
where we would couple the Naval Hydro Pack with an open source FEM structural method.
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[4] V. Vukčević, H. Jasak, and I. Gatin, “Implementation of the Ghost Fluid Method for Free Surface Flows in Polyhedral
Finite Volume Framework,” Comput. Fluids, vol. 153, pp. 1–19, 2017.

[5] P. Queutey and M. Visonneau, “An interface capturing method for free–surface hydrodynamic flows,” Comput.
Fluids, vol. 36, pp. 1481–1510, 2007.

[6] N. G. Jacobsen, D. R. Fuhrman, and J. Fredsøe, “A wave generation toolbox for the open-source CFD library:
OpenFoam R©,” Int. J. Numer. Meth. Fluids, vol. 70, no. 9, pp. 1073–1088, 2012.
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INTRODUCTION 

  To reduce the cost of long distance transport of ocean resources, ship-like structures FPSO and 
FLNG with liquid tanks are designed, and they are widely used in ocean engineering field. For those 
with partially liquid filled tanks, ship motion in waves will affect the liquid sloshing in tanks, and 
the sloshing will influence the ship motion and stability in return. Besides, the violent flow in tanks 
may create high impact pressure on bulkhead. Therefore, the coupling effect is important for ship 
and tank structure design. The study on sloshing coupled ship motion have been conducted by many 
researchers for several decades. However, the further research is required as it is still a complex 
phenomenon with the effect of strong non-linear characteristic. 

With the help of HPC, CFD method is used to simulate sloshing coupled effects, and it soon 
became popular. Different from the potential-CFD combined method, this paper illustrates a whole-
flow-field simulation method to solve sloshing coupled problems of a FLNG section with two liquid 
tanks. The internal tank sloshing and external wave flow field can be solved simultaneously using 
this method. Based on our in-house solver naoe-FOAM-SJTU[1] which was developed on top of 
the open source platform OpenFOAM, the sloshing coupled FLNG motion in waves can be 
effectively simulated. The validation work was done to verify the accuracy and the capability of the 
solver by comparing numerical results with experimental results. VOF method is used to capture 
the free surface of the whole flow field and waves2foam toolbox is selected to generate and absorb 
waves. The moment on the internal tank and the external hull induced by sloshing flow and waves 
can be computed respectively in this solver, and the differences of the moment phases can be 
obtained. Moreover, the influence of several wave frequencies and wave heights are investigated. 
Better than potential method, violent flow sloshing and large amplitude motion can also be 
simulated and shown using CFD. 

NUMERICAL METHOD 

  The viscous flow in this paper is investigated by solving the incompressible Navier-Stocks 
equations. Based on dynamic deformation mesh technology, the equations are as follows. 
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  Sloshing is a fluid motion which has properties of high nonlinear and randomness. And these 
properties will make the shape of the free surface more complex. For this problem, VOF method is 
applied to capture the water free surface by tracking the water and air fraction in each cell. With the 
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advantages of good mass conservation, computational efficiency, and easy implementation, this 
method has become one of the most popular methods [2]. 

Dynamic Meshes Technology 

  During the computation, the moving-mesh technique is needed to solve the ship motion. Dynamic 
meshes are used in the cases of this paper. The mesh deforms with the motion of the FLNG section. 
The position of mesh nodes will be solved using the Laplace’s equation with variable diffusivity as 
following. 

0 ）（ gx (3) 

2

1
r

          (4) 

  Where gx  is the displacement of mesh node;   is the diffusivity field, determined by r which 

is the distance from cell center to the moving body boundary. 

Forces and Moments Calculating of Divided Patches 

  To investigate the relation between the moment phase difference and the coupled hull motion, 
the ship section is divided into two patches to get the moments from internal and external tank wall 
respectively. After that, the results are accumulated as a whole for the calculation of the hull motion. 
The calculation algorithm is shown as Figure 1.  

Figure 1 The algorithm of forces and moments calculating of each patch[3] 

Wave Generation and Absorption 

  In this paper, the liquid tank will be subjected to several wave conditions. Therefore the wave 
generation is of vital importance. An open-source toolbox waves2foam is selected to generate and 
absorb waves. By modifying the velocity and phase boundary conditions, and setting the relaxation 
zones near the inlet and outlet boundaries, the required waves can be generated near the inlet 
boundary and absorbed near outlet boundary [4]. The following relaxation function and equation 
are applied inside the relaxation zones. 

 
 
  11exp

1exp1
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 R

RR


  (5) 

targetcomputed )1(  RR  (6) 

  Where  represent the velocity or phase value, and 
R is the relaxation function which changes 

along with the value of 
R . The relation between 

R  and 
R  can be seen in Figure 2. 
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Figure 2 A variation sketch of 
R  in inlet and outlet relaxation zones [4] 

RESULTS AND DISCUSSIONS 

Related work has been conducted by Yin and Zhuang [5][6] using whole-flow-field method to 
simulate a two-tank LNG ship in beam waves. Further researches are investigated in this paper. A 
FLNG section with two liquid tanks is made to study the sloshing coupled motion under several 
influence factors. 

Validation of the Whole-Flow-Field Method and Solver 

The naoe-FOAM-SJTU solver and the whole-flow-field method are applied and validated by the 
partial filling tank simulation cases under several wave excitation frequencies. The numerical results 
agree well with the experimental results [7], and the results are better than that of potential flow 
method under some wave frequencies. The comparison and the fluid flow field are shown as Figure3. 

Figure 3 Results comparison and the instantaneous whole flow field 

Sloshing Coupled Motion Under Different Filling Ratios 

The sloshing coupled motion will be influenced by the factor of tank filling ratios. Five filling 
ratios are simulated in current research. Time series of tank motion, internal tank moment and 
external tank moment can be recorded respectively as Figure 4. The results show that the phase 
difference and amplitudes of sloshing coupled motion and moment can be obtained using whole-
flow-field method through naoe-FOAM-SJTU solver. 
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Figure 4. Time series of tank motion, external tank moment and internal tank moment 
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Impulsive propulsion is a kind of bionic propulsion, whose concept comes from the squid. Squid generates an 
impulsive jet for thrust through its body muscle contraction. During the process of impulsive propulsion, large-scale 
vortex ring is generated in the near-wake, which plays an important role in the efficiency promotion. In recent years, some 
small underwater vehicles are equipped with Vortex Ring Thruster (VRT). In this paper, open source platform 
OpenFOAM is applied to numerically investigate the vortex ring behaviour during the propulsion process. A piston-
nozzle apparatus is applied to simulate thruster. Mesh sensitivity study is firstly conducted. Vortex rings behaviour in 
calm water under different stroke ratios are simulated. The calculated vortex ring formation and pinch-off phenomenon 
are in good agreement with experimental results. In addition, vortex ring formation is investigated in the presence of 
background flow. The vortex ring is found smaller and the “pinch-off” phenomenon is delayed by the background flow. 
Besides, cyclic pulse simulation is carried out. The simulation indicates that there exists reverse vorticity during cyclic 
pulse process, which can reduce the energy of vortex rings. 
Introduction 

As a result of natural selection, fast moving marine animals choose impulsive modes to swim. This type of impulsive 
propulsion like squid has high efficiency. For ship and marine vehicle, propeller is the most commonly used propulsion 
device. Because of the spin of blades in water, the kinetic energy built up in water is contributed not only from the speedup 
water velocity in line with the thrust direction but also from the swirl velocity of water associated to the spin of the blades. 
Water kinetic energy due to the swirl of water doesn’t contribute to the generation of thrust and therefore it is an energy 
waste. However, impulsive propulsion can avoid the swirl energy loss. Thus, it is very meaningful to develop impulsive 
propulsion. 

Vortex rings are a typical phenomenon in impulsive. A great amount of experimental works have been carried out 
to study vortex rings through the starting flows generated from a piston-nozzle apparatus. Gharib et al.[1] proposed a 
universal time scale for vortex ring formation, which showed that the large-scale vortex followed by a trailing jet only 
occurred when stroke ratio is larger than 4. On the other hand, when stroke ratio is smaller than 4, the flow field consists 
of only a single vortex ring. Rosenfeld et al.[2] carried out CFD simulation of the vortex formation in calm water, the 
influence of three different kinds of geometric shapes were discussed. Krueger et al.[3-4] analysed the influence of vortex 
ring on thrust of thruster. The contribution of vortex ring was attributed to the change of fluid pressure, which was named 
“over-pressure”. Furthermore, Krueger et al.[5] studied experimentally the vortex ring pinch-off process in the presence 
of a simultaneously initiated uniform background co-flow and found that the formation number was reduced by 
background flow. Jiang et al.[6] carried out numerical simulation to study the vortex formation in the presence of a fully 
developed background flow and described the interaction between vortex ring and background flow vorticity. 

In this paper, CFD solver pimpleDyMFoam in OpenFOAM was used to solve the impulse problem and the vortex 
ring formation process in background flow conditions. Cyclic pulse simulations were also carried out to investigate the 
interaction between vortex rings.  
Numerical method 

In present work, the three dimensional time-dependent incompressible Navier-Stokes equations are employed for 
simulating the flow. The governing equations can be written as follows: 

∇𝑢𝑖 = 0  （1） 
∂𝑢𝑖

∂𝑡
+ (𝑢𝑖 ∙ ∇)𝑢𝑖 = −∇𝑝 + 𝜈∇2𝑢𝑖   （2） 

where 𝑢𝑖 is velocity in three direction (i =x, y, z), ∇ is divergence operator, ∇2 is Laplace operator, 𝜈 is the fluid kinematic
viscosity. 

In order to simulate piston-nozzle jet, moving mesh technology is used to control the piston motion. The mesh motion 
is obtained by solving a mesh motion equation, where boundary motion acts as a boundary condition and determines the 
position of mesh points. The motion is characterized by the spacing between nodes, which changes by stretching and 
squeezing. 

In this study, the velocity of mesh motion 𝑢𝑔 is obtained by solving a Laplace equation as follows:
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∇ ∙ (𝛾∇𝒖𝒈) = 0  （3） 
By this velocity, the mesh move forward to a new position: 

𝑋𝑛𝑒𝑤 = 𝑋𝑜𝑙𝑑 + 𝒖𝒈∆𝑡                                                                               （4）
The coefficient γ in Eqn. (3) is the diffusion coefficient, which is used to control the mesh spacing and quality. The 

definition of γ is: 
γ(𝑟) =

1

𝑟𝑚
 （5） 

where r is the radius from the moving boundary, m is an integer. In this study, for x direction, m is set to 1 to obtain an 
appropriate mesh motion, for y direction and z direction, m is set to a very large number so that the mesh motion in these 
two direction are restrained. 
Geometry and computational condition 

A piston-nozzle apparatus was applied to simulate thruster. The computational domain consisted of nozzle and outer 
flow domain is shown in Figure 1. Dimension of the piston is exactly the same with previous experiments of Gharib et 
al.[1]. The inner diameter (D) of nozzle is 2.54cm, sharp-wedged exit nozzle shape with a tip angle of 20° is adopted. The 
total length of the piston is 40cm. The outer flow domain span 10D in the streamwise direction and 2.5D in the radial 
direction. 

(a)                                                                                                                   (b) 
Figure 1 The computational domain. (a) Three-dimensional view of the numerical domain. (b) Domain dimension and 

boundary condition. 

(a)                                                                                                 (b) 
Figure 2 Details of mesh arrangement. (a) Overall mesh arrangement. (b) Local mesh around the nozzle exit 

Figure2 shows the detailed mesh arrangement. Mesh in the nozzle is uniform in three directions and is gradient 
distribution in the radial direction for outer flow domain. According to previous literature, it is essential to accurately 
calculate the friction which plays an important role in the formation of vortex. Friction test has been performed by 
simulating pipe flow cases using the nozzle geometry with different mesh arrangements. The friction calculated with 
80*50*40 meshes in the axial, radial and circumferential directions is accurate enough. This mesh arrangement is adopted 
for nozzle mesh. For the outer flow domain, pressure of specific point was applied for mesh sensitivity test. It avoids the 
problem in the previous numerical researches’ mesh sensitivity test[2][6] that total circulation cannot reflect the particulars. 
The specific point is on the central axis of the nozzle and 2D distance away from the nozzle exit. Test results are shown 
as Figure 3. 

Figure 3 Mesh sensitivity test in axial and radial direction. 

On the basis of results of mesh sensitivity test, 600*60*40 meshes in the axial, radial and circumferential directions 
is adopted in the outer flow domain. 
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Numerical results and analysis 

In order to better represent the results of the calculation, two non-dimensional times are defined as: 
𝑇∗ =

𝐿𝑚
𝐷⁄ =

𝑈𝑝𝑇
𝐷
⁄   （6） 

𝑡∗ = 𝐿
𝐷⁄ =

𝑈𝑝𝑡
𝐷
⁄   （7） 

where Lm is piston stroke, L is the distance of piston motion, D is the inner diameter of nozzle. Up is piston velocity. 
The comparison between CFD results and experimental results in calm water condition under different stroke ratios 

(T* = 2, 3.8, 14.5) is shown in Figure 4. 

Figure.4 Comparison of vortex ring between CFD results in this work and experimental results by Gharib et al. 

(a) T*=2; (b) T*=3.8; (c) T*=14.5. 

It is obvious that the CFD results are in good agreement with the experimental results regarding to the vortex ring 
formation. For the case T*<4 (a), the leading vortex is small and there is no trailing vorticity behind the vortex ring; For 
the case T*≈4 (b), it appears that the leading vortex ring is nearly saturated; For the case T*>4 (c), there is an obvious 
trailing vorticity behind the leading vortex ring and there are some small vortex in the trailing flow. It is universally 
accepted that the “Formation number” is nearly equal to 4 for single pulse vortex ring. 

According to above phenomena, trailing vorticity flow appears when T*>4. Under this condition, another important 
phenomenon “pinch-off” will occur in the propagation process. The formation and propagation of the vortex ring for 
T*=6 is shown in Figure 5. 

Figure.5 The formation and propagation of the vortex ring for single pulse T*=6 in calm water. The formation times are 

t*=1.5 (a), t*=4.5 (b), t*=6.6 (c), t*=9 (d), t*=12 (e), t*=15.6 (f), t*=19.5 (g), t*=21.6 (h). 

In the case of small piston ratio, all the vorticity generated at the nozzle during the ejection is essentially entrained 
into the downstream propagating vortex ring. However, the situation is different for the case of large piston ratio (T*>4) 
as shown in Figure 5. At first, due to the action of shear layer, a large-scale vortex ring is formed at the nozzle exit. With 
the push of the piston, a striped wake vorticity arises behind the vortex ring. When the piston stop at time instant (c), 
striped wake vorticity breaks down from the nozzle. Then the leading vortex moves forward with an obvious trailing 
vorticity behind it. Because the energy of vortex is saturated, the trailing vorticity cannot get into the vortex, and the 
trailing vorticity becomes longer and longer. The large-scale leading vortex contain larger energy and move faster, then 
the “pinch-off” phenomenon occurs (f). The vortex ring disconnects itself from the bulk of the flow, leaving behind a 
noticeable tail of vorticity flow region.  

For actual propulsion, the ambient fluid should not be calm water condition. Thus, it is necessary to place this 
apparatus into an environment with ambient flow to investigate vortex ring formation in the presence of background flow. 
As for CFD measure, the boundary conditions were changed as the Figure 6 to simulate the ambient flow. 

Figure 6 Boundary conditions of case with ambient flow. 

where 𝑈𝑠 is the ambient velocity. For the thruster, 𝑈𝑠 is equivalent to advance velocity. The evolution of the vorticity
field for the case of 𝑈𝑠 = 0.5𝑈𝑝 is as shown in Figure 7.
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Figure.7 The formation and propagation of the vortex ring for single pulse T*=6 with background flow 𝑼𝒔 = 𝟎. 𝟓𝑼𝒑. The

formation times are t*=4.5 (a), t*=9 (b), t*=12 (c), t*=20.4 (d) 
The influence of background flow field on vortex ring can be seen from Figure 7. Vorticity is coloured by rotation 

directions of vortex. At first, the vortex ring is smaller and trailing vorticity is longer obviously in contrast with the calm 
water condition at the same time. Besides, there is obvious reverse vorticty around the nozzle exit, which can consume 
the energy of vortex during the formation process. In addition, the “pinch-off” phenomenon is delayed by the background 
flow. It occurs at the time t*=20.4 as Figure 7 (d) shows, while it occurs at the time t*=15.6 in calm water condition as 
Figure 5 (f) shows. 

Figure.8 The formation and propagation of the vortex ring for cyclic pulse T*=3.9 in calm water. The formation times are 

t*=1T*(a), t*=1.2T*(b), t*=2T*(c), t*=2.3T*(d), t*=3T*(e), t*=3.5T*(f), t*=4T*(g), t*=4.5T*(h), t*=5.5T*(i), t*=6T*(j), 

t*=7T*(k), t*=8T*(l) 

For vortex ring thruster, the thrust produced by the piston in the apparatus for reciprocating motion to breathe and 
remove the liquid. Since vortex ring plays an important role in the thrust production, it is significant to study the formation 
and propagation of the vortex ring for cyclic pulse. The detailed process is in Figure 8. T*=3.9 was selected because it is 
a critical saturation state for vortex ring as mentioned above. Vorticity is coloured by rotation directions of vortex. Firstly, 
a large-scale vortex ring generated by the first push just like the single pulse. Then the piston begin to shrink, when water 
is sucked into the nozzle, it will generate reverse vorticity through the nozzle exit. A long vorticity strip is formed when 
the piston shrinks to the limit position. Then the second pulse begins, fluid in the boundary layer is pushed pass the exit 
and generate a vortex ring (red in the Figure), while the vorticity strip is pushed out at the same time. During the 
propagation, the vortex strip is tightly attached to the vortex ring. Because of the difference of rotation direction, 
interaction consumes the energy of vortex ring, which contributes to volume reduction and speed reduction. Consequently, 
the reverse vorticity strip is exhausted, and the vortex ring becomes an isolated small vortex ring. Because the speed of 
the second vortex ring is very slow, it will be overtaken by the third vortex ring surrounded with vorticity strip at time 
instant (i), the vorticity strip is consumed by both the third vortex ring and the second vortex ring, and these two vortex 
rings are synthesized as one vortex ring as (k) shows. Every two pulses after will repeat the previous cycle (d-k). 

It has been proposed previously that vortex ring can improve the efficiency of propulsion by the entrained fluid [3] [4]. 
In the present work, it is also noted that the reverse vorticity in cyclic pulse condition that can reduce the energy of vortex 
ring as mentioned above, which results in reduction of fluid entrainment. 
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As the increasingly-crowded ports and waterways, stopping ability is critical to the safety of ship maneuvering. 
When a ship travels in shallow water, maritime disasters such as collision and grounding occur more easily than in open 
waters. Therefore, it is necessary to study the behaviour of large marine vehicles in shallow water. In this paper, naoe-
FOAM-SJTU solver with a hierarchy of bodies like hull, propeller and rudder using overset grid technology based on 
open source CFD platform OpenFOAM developed by Wan Decheng’s research team in Shanghai Jiao Tong University 
is used to numerically investigate complex ship motion problem in stopping manuever. The simulation starts from the 
steady state of self-propulsion. Then the propeller is controlled to a reverse speed to carry on the stopping manuever, both 
in shallow and deep water. Detail information such as longitudinal and lateral distance, ship velocity and other relative 
parameters during stopping manuever are presented. Shallow water effects on stopping manuever is analysed through 
comparison of trajectory, forces, pressure distribution and flow field situation. In conclusion, several suggestions are 
provided to the choice of safe stopping methods in shallow water. 
Introduction 

In recent years, ships tend to become larger for reducing the cost of shipping and improving the transport efficiency. 
Since the large size worsens the manoeuvrability, accidents can easily occur in shallow water area such as crowded ports 
and channels. Therefore, it is significant to study the stopping ability of large ships in shallow water to prevent the ship 
from collision and grounding and to ensure the safety of the ship sailing near the port. 

Generally, reversing the propeller is still the most common operation when a large ship needs to brake. In the 
procedure of the stopping manuever, the bow will turn left or right by the side forces at the aft caused by reversing 
propeller. The existence of the transversal force caused by reversing propeller is determined by SmittL[1] through a ship 
model test. Good stopping ability means minimum stopping distance, horizontal distance and yaw motion. 

Among several approaches to predict ship maneuverability, direct numerical simulation is the most accurate way to 
reappear the real flow field during ship maneuvering motion. Using overset grid technique to solve the problem of large 
amplitude motion of the ship is currently the mainstream methods. Sakamoto[2] simulated the static and dynamic PMM 
test and gave the corresponding verification work by ship hydrodynamics software CFDShip-Iwoa Ver. 4. By solving the 
unsteady RANS equation, Carrica[3] carried out the numerical simulation of Z type control test of the DTMB5512 ship 
model. Professor Wan Decheng’s research team in Shanghai Jiao Tong University developed naoe-FOAM-SJTU solver[4] 
based on open source CFD software OpenFOAM, which achieved great results in simulating the motion of ships and 
floating structures. By using the solver, Wang[5] realized the numerical simulation of the self-propulsion of ONRT in the 
wave. 

In this paper, the author uses naoe-FOAM-SJTU solver based on overset grid technique to simulate the stopping 
maneuver both in shallow and deep water, predicting the vertical distance, the horizontal distance, and other parameters. 
Detailed analysis and comparison of the pressure distribution and the flow field around the ship are presented. The 
prediction can provide reference when designing a ship or choosing a stopping method. 
Mathematical and numerical modelling 

The computations are performed with CFD solver naoe-FOAM-SJTU. The fluid control equation is presented as an 
unsteady two phase incompressible RANS equation, which is as follows: 

∇ ∙ 𝑈 = 0     （1） 
𝜕𝜌𝑈

𝜕𝑡
+ ∇ ∙ [𝜌(𝑈 − 𝑈𝑔)𝑈] = −∇𝑝𝑑 − 𝑔 ∙ 𝑥∇𝜌 + ∇ ∙ (𝜇𝑒𝑓𝑓∇U) + (∇U) ∙ ∇𝜇𝑒𝑓𝑓 + 𝑓𝜎   （2） 

where 𝑈 is the fluid velocity field; 𝑈𝑔 is the grid velocity; 𝑝𝑑 is the dynamic pressure;  𝜌 is the mixture density of the
two-phase fluid;  𝑔 is the gravitation acceleration; 𝜇𝑒𝑓𝑓 is the effective dynamic viscosity; 𝑓𝜎 is the surface tension term.

In this paper, the SST K-W turbulence model is used to solve the RANS equation, in which k is the turbulent kinetic 
energy of the fluid particle and w is the characteristic dissipation rate. Turbulence model like this will not be affected by 
the free surface, but will also ensure the accuracy and reliability of the solution near the wall. A VOF approach with the 
bounded compression technique is used to capture free surface [6]. The transport equation is defined as: 

𝜕𝛼

𝜕𝑡
+ ∇ ∙ [𝜌(𝑈 − 𝑈𝑔)𝛼] + ∇ ∙ [𝑈𝑟(1 − 𝛼)𝛼] = 0  （3） 

where 𝑈𝑟  is the velocity field for the compression interface and 𝛼 is the volume fraction, which is defined as:
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{
𝛼 = 0   air
𝛼 = 1                         water

0 < 𝛼 < 1   free surface
                                                                         （4） 

The finite volume method with unstructured grid is used to transform the equations from the physical space into the 
computational space. The solution of the governing equations is achieved by using the pressure implicit with splitting of 
operator (PISO) algorithm[7]. 

The dynamic overset grid is the key point for direct simulation of the complex motions with a hierarchy of bodies. 
Generally, an overset grid comprises two or more blocks of overlapping structured or unstructured grids, and the overset 
grids can move independently without constraints. In the dynamic overset computation process, the grids in the 
computational domain are first classified into types according to their locations, such as fringe cells, hole cells and donor 
cells etc. After digging holes, the grid in the non-computational domain will be excluded from computation. The 
overlapping area can transfer the flow field information by establishing interpolation relation.  

The solver naoe-FOAM-SJTU used in this paper is based on the open source CFD software OpenFOAM platform 
as well as overset grid technology and multistage object motion solving module. When the flow field is soluted, the 
Suggar++[8] program is used to calculate the domain connectivity information (DCI) between the overset grids. 
Geometry and simulation design 

The KVLCC2 ship model with a single propeller is used for the numerical calculations since the rudder force during 
the stopping manoeuver is negligible, and the main geometric characteristics are listed in table 1. 

Table 1: Main parameters of the ship model 

The computational domain is divided into three parts: one for the background grid, one for the grid around the ship 
hull and one for the grid around propeller. The unstructured grids are generated by snappyHexMesh with the background 
grid generated by blockMesh. The overset grid arrangement and the local mesh distribution is shown in figure.1. 

Figure 1 The overset grid arrangement and the local grid distribution 

Test conditions 

The simulation conditions are following the setup of experiments[9-10] performed at National Maritime Research 
Institute (NMRI). The simulation starts from the steady state of self-propulsion, with the speed of 0.4905 m/s in the case 
of model scale. Then the propeller is controlled to a reverse speed of -10.36r/s to carry on the stopping maneuver. 
Numerical results and analysis 

Figure 2 shows the trajectory and Figure 3 shows the speed during the simulation time. 

Figure 2 The ship trajectory  Figure 3 The ship speed 

Here the dimensionless length, velocity and time are used, which is defined as: 𝑡’ = 𝑡/√𝐿/𝑔, 𝑉’ = 𝑉/√𝑔𝐿, where 
L is the length of the ship and g is the acceleration of gravity. 

The figure shows that the vertical distance and the horizontal distance of ship in deep water agree well with the 
experimental data. The vertical distance is 0.75% more than the experimental data, which is tend to be safe. While the 
horizontal distance is 4.29% smaller than the experimental data, which should be paid more attention in practical 
application. Meanwhile, the stopping time also agrees well with the experimental data. Therefore, the numerical 
calculation method used in this paper can accurately forecast the parameters of stopping maneuver. 

Full scale Model scale 
Length of waterline L/m 320.00 2.909 
Width of waterline B/m 58.00 0.527 

Draft d/m 20.80 0.189 
Propeller diameter D/m 9.86 0.080 
Propeller pitch ratio P/D 0.721 0.721 
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The ship in shallow water has a shorter vertical distance and a shorter stopping time in comparison with those in 
deep water, while the horizontal distance is almost the same.  

Figure 4 shows the total longitudinal force that act on the ship. And the total longitudinal force is decomposed to the 
hull resistance and the propeller force, as shown in Figure 5 and Figure 6 respectively. 

Figure 4  The total longitudinal force  Figure 5 The hull resistance  Figure 6 The propeller force 

Due to the continuous rotation of the propeller, the longitudinal force curve is fluctuating. It can be seen from the 
figure that the total longitudinal force gradually decreases as the ship speed decreases in accordance with the anticipation. 

Figure 5 indicates that hull resistance Fs decreases when the speed decreases. When the speed is higher, the resistance 
of the hull in shallow water is greater than that in the deep water. From Figure 6, we can see that the propeller forces in 
different water depth are close to each other. 

Figure 7 shows the pressure distribution on the side and the bottom of the ship. While figure 8 shows the distribution 
of flow velocity around the ship. 

Figure 7 The distribution of pressure 

Figure 8 The distribution of flow velocity 

The figures indicate that when the ship is sailing in shallow water, the pressure on its side and bottom is smaller than 
that in deep water. Worse more, the pressure reduce will lead to the sinking of the ship, which increases the area of wetted 
surface, further increasing the friction resistance. Because the depth of freedom of the hull is fixed in this work, the 
shallow water effects is not so serious compared with the actual situation. 

Figure 9 shows the time travel of bow angle, while Figure 10 shows the turning moment. 

Figure 9 The bow angle     Figure 10 The turning moment 

Figure 9 shows that the yaw angle in shallow water is larger through the whole process. When the ship is completely 
stopped, the deflection angle is 56.2 degrees. While the ship in deep water ends with the 46.3 degrees deflection angle. 
In shallow water, the ship model reaches a greater deflection angle with less time. 

From Figure 10, it is found that the value of moment fluctuates greatly because of the dynamic working state of the 
propeller. The average value of moment after the propeller began to reverse in shallow water is 0.121 N·m, when it was 
0.068 N·M in deep water. With the same reverse speed of propeller, the turning moment in shallow water is slightly larger, 
leading to greater yaw motion. 
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Figure 11 and Figure 12 show the distribution of pressure on the stern and velocity on horizontal section around the 
propeller both in shallow and deep water when the ship speed decreased to 50% initial value. 

Figure 11 The distribution of pressure 

 Figure 12 The distribution of flow velocity 

It can be seen from Figure 11 that a high pressure area presents on the right aft of the ship because of the reversing 
propeller. The pressure pushes the ship tail to the left, which makes the ship turn right. In shallow water, the high pressure 
is more prominent, thus increasing the turning moment. 

Figure 12 shows how reversing propeller works during the stopping maneuver. The water is propelled to the front, 
and the reaction force help the ship to decelerate. In shallow water, more liquid is propelled forward because the space 
below is restricted. More water pushes the hull, leading to larger lateral force and turning moment. 

Although the effect of shallow water can provide some benefit to stopping maneuver as reducing the longitudinal 
distance, it is still very limiting. In addition, more attention is supposed to be paid to the increases of horizontal distance 
and yaw angle. 
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This paper has described a new design of Truss spar wind turbine with heave plates. The design based 
on NREL 5-MW baseline wind turbine. This paper provides a description of wind turbine’s properties 
and investigate effects of aerodynamic and hydrodynamic coupling motion response. Based on three-
dimension potential flow theory, coupling dynamic response is calculated in the regular wave and wind 
loads. The new design RAO value is emphatically studied and compared with OC3-hywind spar turbine, 
and structure form is put forward for the study for offshore spar wind turbine. 
Here is the structure model diagram. It has two heave plates to improve it properties.  

We analysis the response of structure. There are some data graphs what we found. One is the F-K force 
in -180 degree. Another is the free floating RAOS when frequency changed. 
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We can find that when the frequency between six and eight, the structure under F-K force, it has a max 
response amplitudes. 
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Introduction

CFD solvers rely on specific methods to generate waves for realistic marine and offshore applications. In this paper, three wave
generation methods for two-phase VOF solvers are presented and compared, including the relaxation zone method, the internal wave
generation method and the Spectral Wave Explicit Navier Stokes Equations (SWENSE) method. The methods, implemented either in
OpenFOAM or in ISIS-CFD are tested by simulating a Catenary Anchor Leg Mooring (CALM) buoy in regular waves on a series of
mesh with different spatial discretizations. The experimental data obtained by our laboratory is used to validate the results. The mesh
requirements of the three methods are discussed in the end.

Wave Generation Methods

The target incident waves used by CFD are often defined in prior and introduced into the computational domain with wave generation
methods. The simplest wave generation method is to impose wave velocity and free-surface elevation at the wave generation boundary.
Such approach suffers from wave reflection problems and is unsuitable for wave diffraction simulation as the case investigated in
this paper. Two common alternatives to overcome this difficulty are the relaxation zone approach[1] and internal wave generation
approach[2]. They generate target incident waves in a upstream zone to the area of interest and let the waves propagate freely in
the computational domain. On the contrary, the SWENSE method[3, 4] does not define specific zones for wave generating. It
imposes explicitly the incident wave solution in the entire computational domain, and solves the disturbance of the incident waves
as a complementary correction. The principles of the three methods are briefly explained as follows.

Relaxation Zone

The relaxation zone technique defines regions at the boundaries of the computational domain, where the computed value is gradually
blended to the target value using a space-dependent weight function ω as shown in Figure 1(a). The value in these regions is relaxed
as the linear combination of the CFD solution and the target value, as follows:

χ = ωχtarget + (1− ω)χCFD

This technique is able to generate incident waves at the inlet of the CFD domain, and can also be used to prevent wave reflections at
the outlet if the target value is set accordingly[5]. A fine mesh is needed from the inlet boundary to the area of interest to ensure the
accuracy of the incident waves.

Internal Wave Generator

The internal wave generation method defines either mass or momentum source function in a specific region inside the computational
domain, where the wave is generated according to the target value. This method is always used together with damping zones on the
boundaries to prevent wave reflections. An illustration of this technique can be found in Figure 1(b). Coarse meshes can be used in the
damping zone with little influence on the incident wave accuracy since the wave generation zone locates inside the pure CFD domain.
However, a fine mesh is needed in the rest of the computational domain for an accurate description of the wave field.

SWENSE

Spectral Wave Explicit Navier-Stokes Equations(SWENSE) method treats the wave-structure interaction problem by decomposing the
total fields into the incident waves and a complementary correction, as illustrated in Figure 2. A primitive variable χ(velocity, pressure,
or free surface elevation) in the Navier-Stokes equations is considered as the sum of an incident variable χI and a complementary
variable χC . The governing equations of χC are mathematically derived by subtracting the Navier-Stokes equations by Euler equations
as follows.

∇.uC = 0 ;
∂uC

∂t
+ uC .∇uC + uC .∇uI + uI .∇uC = −∇pC

ρ
+ ν∇2uC
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Figure 1: Wave Generation Techniques
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Total Field

Incident Field

Complementary Field

Figure 2: The SWENSE method decomposes the total field into an incident and a complementary field

With such decomposition, the mesh requirement regarding the incident wave propagation can be loosened since the incident wave
information is explicitly known in the entire computational domain. A good mesh quality is only necessary near the structure to solve
the wave-structure interaction with a high level of accuracy.

Test Case: CALM Buoy in regular waves

The test case reproduces an experiment carried out in the ocean wave basin of Ecole Centrale de Nantes (50m long, 30m wide and 5m
deep). It deals with the interaction between regular waves and a fixed CALM buoy[6]. The buoy has a truncated cylinder form with a
thin skirt near the bottom to provide additional damping forces through vortex shedding, as shown in Figure 3(a). Measurement data
for the horizontal and vertical forces on the buoy and the free surface elevation at three points around it are used to validate the CFD
simulation. (See Figure 3(b).)

(a) CALM Buoy Model

R
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R
55

0

R1150

4
5
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2

3

waves

(b) Wave Gauge Positions

Figure 3: Experiment setup for CALM buoy in waves

Three CFD solvers, foamStar, foamStarSwense and ISIS-CFD, are selected for the comparison. They generate waves with the
relaxation zone, the SWENSE method, and the internal wave generator respectively. FoamStar[7] and foamStarSwense[8] are solvers
derived from interDyMFOAM, the native OpenFOAM solver for incompressible two-phase flow. ISIS-CFD is an incompressible two-
phase flow solver developed at Ecole Centrale de Nantes and distributed commercially as a part of FineTM/Marine by NUMECA
International; it uses the finite-volume method with unstructured mesh and captures the interface with the VOF technique[9].
A rectangular computational domain with a series of spatial discretization is used to test the mesh quality required by different wave
generation methods. As Figure 4(a) shows, the background mesh is Cartesian; the mesh is locally refined and fitted to the body. Three
configurations: 20L, 40L, and 80L are used with 20, 40, and 80 cells per wave length in the x direction. The differences between
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the configurations are only in the far-field. The mesh density near the buoy is kept invariant. A cylindrical configuration, which is
typically used by the SWENSE method, is added only to test foamStarSwense (see Figure 4(b)). The details of the different meshes
are summarized in Table 1.

5m
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3λ

2λ

3λ

xy

z

wav
es

(a) Rectangular Computational Domain

5m

2λwav
es

xy

z

0.5m

(b) Cylindric Computational Domain

Figure 4: Mesh configuration for the test case

Table 1: Mesh configurations for CALM buoy in regular waves

Mesh λ/∆x λ/∆y H/∆z Number of cells

20L 20 10 16 1.3 M
40L 40 10 16 1.5 M
80L 80 20 16 2.5 M

Cylindrical - - 16 0.7 M

The CFD results and the experiment data are shown in Table 2 and summarized as follows.

• 80L: The results of the three CFD solvers are in good agreement. The difference between foamStarSwense and ISIS-CFD are
inferior to 1% for the first harmonic amplitudes. foamStar gives slightly smaller predictions on the first harmonic amplitudes.
The experiment results has a better agreement with the results of foamStarSwense and ISIS-CFD.

• 40L: According to ITTC’s recommendation, 40 cells per wave length is the minimum requirement for wave simulations by
CFD[10]. With this discretization, foamStarSwense and ISIS-CFD are able to predict correctly the wave force and elevation
with an accuracy of 1% compared with the 80L configuration. This difference is about 3% for foamStar with the relaxation
zone technique.

• 20L: This discretization is known to be too coarse to simulate waves in CFD. The coarse mesh causes excessive numerical
diffusion and damps the incident waves. Both foamStar and ISIS-CFD give smaller predictions. However, foamStarSwense’s
results are still within 3% different to the finest resolution.

• Cylindrical: This configuration has large cells in the far-field, and the mesh is gradually refined towards the domain center.
The results of foamStarSwense compare well with the references, while the number of points is drastically reduced. The
corresponding gain in CPU time compared to foamStar with the mesh 80L is a factor of 5.53 on the same hardware.

Table 2: Comparison between CFD results and experimental data

F
(1)
x F

(2)
x F

(1)
z F

(2)
z η

(1)
1 η

(2)
1 η

(1)
2 η

(2)
2 η

(1)
3 η

(2)
3

Experiment 1.390 0.170 1.180 0.015 1.220 0.065 1.210 0.040 1.040 0.035

foamStar
(Relaxation Zone)

20L 1.202 0.130 1.018 0.017 1.063 0.057 1.057 0.037 0.924 0.039
40L 1.328 0.165 1.075 0.011 1.172 0.057 1.164 0.035 0.983 0.041
80L 1.359 0.168 1.098 0.010 1.195 0.060 1.180 0.036 1.002 0.045

foamStarSwense
(SWENSE)

20L 1.360 0.183 1.134 0.011 1.199 0.059 1.185 0.039 1.020 0.051
40L 1.376 0.181 1.144 0.012 1.208 0.060 1.195 0.032 1.028 0.051
80L 1.387 0.186 1.149 0.012 1.213 0.063 1.197 0.039 1.037 0.040

Cylindrical 1.369 0.180 1.159 0.019 1.216 0.070 1.199 0.044 1.027 0.056

ISIS-CFD
(Internal Wave Generator)

20L 1.314 0.150 1.094 0.014 1.169 0.065 1.155 0.038 0.997 0.042
40L 1.369 0.171 1.133 0.013 1.216 0.070 1.199 0.043 1.032 0.049
80L 1.378 0.173 1.141 0.014 1.224 0.064 1.208 0.040 1.041 0.050
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To ensure the accuracy of the simulation, especially to validate the result of foamStarSwense on the coarse mesh, the flow details of the
simulation are compared. Figure 5 plots the Q-criterions and the pressure fields obtained by foamStar, foamStarSwense, and ISIS-CFD,
with 80L, 20L, and 80L respectively. The results show a good agreement and are consistent with previous numerical simulations[4].

(a) foamStar 80L (b) foamStarSwense 20L (c) ISIS-CFD 80L

Figure 5: Comparison of the iso-surfaces of Q-criterion = 50 and pressure field when a wave crest passes the buoy

Conclusion

The present work compared three wave generation models for two-phase CFD solvers: the relaxation zone technique, the internal wave
generator, and the SWENSE method. The mesh requirement of each method is studied by simulating a CALM buoy in regular waves.
Results show that the relaxation zone method requires a mesh quality of at least 80 cells per wave length. The internal wave generator
technique need 40 cells per wave length to keep a good accuracy of the incident waves; 80 cells per wave length should be used when
a high level of accuracy is required. The SWENSE method gives good predictions even if the far-field mesh is very coarse (20 cells
per wave length). The efficiency of the SWENSE method is confirmed, both in terms of mesh and CPU requirements.
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INTRODUCTION 

The phenomena of wave breaking, known as white water, always occurs when ships advances in high 

speeds. The common issue has attracted many researchers since its complex mechanism and effects on 

the performance of ship. Since the shortages of towing experiments, such as expensive cost, insufficient 

information in flow field, et al. Computational fluid dynamics is becoming gradually a popular approach 

to study the overturning and breaking of ship bow wave. The advantage to provide detailed information 

in flow field is very helpful to understand better the mechanism of breaking wave.  

The CFD solver naoe-FOAM-SJTU, which is developed on the open source software OpenFOAM, is 

used to investigate the wave breaking phenomena of the bow wave of KRISO Container Ship (KCS) 

model with sinkage and trim. URANS with high resolution VOF technique is adopted to simulate the 

bow wave breaking of KCS in different advance speeds, i.e. Fr=0.26, 0.35. The process of overturning 

and breaking of bow wave are captured clearly. The more detailed flow visualizations, such as wake 

profiles, vorticity and wave patterns, are presented to illustrate the hydrodynamic performance of high 

speed surface ship.  

NUMERICAL METHOD 

In the simulations, the governing equations mainly include the mass conservation equation Eqn (1) and 

the momentum equation Eqn (2), which can be written as: 

The mass conservation equation: 

0 U    (1) 

The moment conservation equation: 

g d eff eff+ ( ) = p ( ) ( ) f
t




              

U
U U U g x U U    (2) 

Where U is fluid velocity field and Ug is the grid velocity; pd represents the dynamic pressure; ρ is the 

mixture density; g is the gravity acceleration; μeff is effective dynamic viscosity, in which ν and νt are 

kinetic and eddy viscosity, respectively, and νt is obtained from turbulence model. fσ is surface tension 

term that plays an important role in wave breaking simulation. SST k-ω model[1], is selected to solve 

the Reynolds stress. k denotes turbulence kinetic energy and ω denotes dissipation rate. The turbulence 

model combines the advantages of the standard k-ε model and k-ω model to make sure that the free 

surface is not influenced and ensure the accuracy and reliability of the solution at the wall. 

Here the Volume of Fluid (VOF) method with artificial compression [2] is used to capture the free surface. 

According to the literature concerning wave breaking, small scale wave breaking is strongly influenced 

by surface tension. The role played by the surface tension is quite different for breaking and non-breaking 

waves since the surface tension pressure jump depends on the magnitude of the radius of curvature of 

the free surface. In order to reappear the wave patterns of the experiment, the surface tension is taken 

account in the present simulation and the surface tension term mentioned in Eqn(3). is expressed as:  
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f     (3) 

Where σ stands for the surface tension, κ is the curvature of free surface and it is defined as: 

·

·

f f

f

iV
    

S n

n (4) 

Vi represents the volume of cell i, f

f

S  stands for the sum of value on each face of cell.

The geometry of KCS model (Lpp=6.0702m, with rudder) can be obtained in the workshop on CFD in 

ship hydrodynamics, Tokyo 2015. In the experiments, the model has two degrees of freedoms, sinkage 

and pitch (positive, trim by stern). In the simulation, both degrees of freedoms are considered. 

VALIDATION OF NUMERICAL SCHEME 

The focus of the present study is on the resolution of bow wave breaking of KCS at different speeds, i.e. 

Fr = 0.26, 0.35. The condition at Fr = 0.26 is selected to validate the prediction accuracy of the current 

numerical scheme. Table 1 shows the comparison of the predicted resistance, sinkage and pitch with the 

experiment data. The error of resistance, sinkage and pitch are less than 0.6%, 6%, 3%, respectively. 

Figure 1 shows the wave height of the three profiles (y/L = 0.0741, 0.1509, 0.4224), obtained by 

experiment and numerical simulations. From the near field to the far field, the calculated free surface is 

consistent with the experimental measurements. The wave profiles on hull surface achieved by numerical 

method and experiment data are shown in Figure 2. Except for the deviation of the bow and stern wave, 

the other results are in good agreement with the experimental measurements. The above results prove 

that the numerical scheme in the present work is reliable. 

Table 1. Comparison of prediction and experimental data 

Parameter EFD CFD Error 

Resistance(/N) 52.18 51.88 -0.57% 

Sinkage(/m) -0.01259 -0.01191 -5.36% 

Pitch(°) -0.1646 -0.16925 2.82% 

Fig 1. Comparison of Free-surface cuts between experiments (circles) and computational results(line) 

at different positions. 

Fig 2. Wave profile on hull surface 

RESULTS & ANALYSIS 

Although the advance speed of KCS will not reach Fr=0.35 in the actual voyages, the phenomenon of 

bow wave breaking is only observed at high speeds. 
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Table 2 presents the prediction of resistance and motion of KCS at Fr=0.35. Compared with the values 

of KCS at Fr=0.26, the resistance increases rapidly and the sinkage shows the same trend. The pitch at 

Fr=0.35 is less than that at Fr=0.26, as presents that the trim by bow of KCS is reduced. 

The velocity vector at different cutting planes in the evolution of bow wave breaking are presented in 

Fig.3. At x/L=0.06, the initial plunger is generated since the interaction between gravity and inertial 

forces. The higher velocity is concentrated at the tip of initial plunger which move downward. The initial 

plunger has reconnected with the below surface at x/L=0.07. At x/L=0.095, the second plunger is going 

to be formed. The higher velocity is concentrated near upper edges of the reconnection region.  

Table 2. Prediction at Fr=0.35 

Parameter Resistance(/N) Sinkage(/m) Pitch(°) 

Value 70.20 -0.01894 -0.07704 

x/L=0.06 x/L=0.07 x/L=0.095 

Fig.3 Velocity vector at different cutting plane 

x/L=0.06 x/L=0.07 x/L=0.095 

Fig.4 Axial vorticity distribution 

Fig.4 presents the axial vorticity at x/L=0.06, 0.07 and 0.095, respectively. As shown in Fig.4 (a), the 

Pt.A represents the initial plunger that is generated due to the interaction between gravity and inertial 

forces. The reconnection between the initial plunger and the free surface below (represented by Pt.B) 

will happen along with the development of initial plunger outboard. In the high curvature region of the 

overturning wave, the negative axial vorticity (labeled as vortex V1) is generated in the process that the 

initial plunger is falling. When the tip of initial plunger reconnects with the free surface below, air will 

be entrained, as shown in Fig.4 (b), resulting in more complex phenomena. 

The generation of the counter-rotating vortex pair (V2 and V3) at x/L=0.095 is responsible for the scar 

where the positive vorticity (V2) is generated and the second plunger visible at x/L=0.095. When the tip 

of the initial plunger reconnects with the free surface below, the interaction between the two parts causes 

the upward motion of fluid resulting in the positive vorticity and scar (V2, Scar in Fig4(c)) and the 

negative vorticity (V3) is generated at the toe. The vortex pair that has a rotating orientation pumps fluid 

outboard resulting in the second plunger. The air entrainment is observed at x/L=0.07, 0.095 in the 

process of the overturning of the initial plunger. 

CONCLUSION 

In the present work, an exploratory study on the wave breaking of KCS under high speed is performed. 

The overturning and breaking of bow wave is observed clearly and also the air entrainment and scar are 

noticeable. In the process of the overturning of bow wave, the variation of vorticity is concentrated near 

the free surface. The counter-rotating vortex generated by the reconnection of the initial plunger with the 
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free surface below is responsible for the second plunger and scar. In the present study, the reference of 

grid scale to simulate the wave breaking is provided. But the use of the present scheme does not allow 

for a very elaborate simulation of bow wave breaking. So, in the future work, smaller grid size may be 

adopted. In addition, the phenomenon of air entrainment that is captured roughly in the present study 

should be paid more attention, such as, the evolution downstream and outboard. 
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Abstract 
This study conducts comparison between the OpenFOAM and a non-hydrostatic free surface model for predicting wave-

structure interactions. The non-hydrostatic model solves the incompressible Navier-Stokes equations based on a grid 

system, which is built from a horizontal rectangular grid by adding dozens of horizontal layers. The immersed boundary 

method is incorporated in the model to deal with structures. The results from the comparisons are provided for solitary 

wave interacting with a floating rectangular obstacle. 

Keywords: Wave-structure interaction; Immersed boundary method; OpenFOAM; Non-hydrostatic model 

Introduction 

Wave-structure interaction has been an important issue for a very long time. For structural design and safety assessment, 

it is of considerable interest for researchers to present accurate predictions of wave transmission and reflection induced 

by structure or wave forces exerted on the structure. Offshore structures exposed to open water in coastal areas may be 

various types including floating, suspended and bottom-mounted structures. It would be best to develop numerical models 

that are capable of predicting interaction between wave and any type of structure. 

The so-called non-hydrostatic models are based on Navier-Stokes equations (NSE), but they treat the free surface 

elevation as a single-valued function of horizontal position. With the use of a free-surface equation to track the moving 

water surface, non-hydrostatic models are relatively computationally efficient. They have been widely used in the 

predictions of short surface waves (Ai, et al., 2014; Ai and Jin, 2012; Ai, et al., 2011; Ma et al., 2012; Zijlema et al. , 

2011), internal waves (Ai and Ding, 2016; Lai et al., 2010; Matsumura and Hasumi, 2008; Vitousek and Fringer, 2014) 

and even wave-structure interactions (Ai and Jin, 2010; Ai, et al., 2016; Lin, 2006; Ma et al. 2016). 

In contrast to the OpenFOAM, non-hydrostatic model is computationally efficient because it does not need to capture the 

moving free surface with a large number of vertical grids. However, non-hydrostatic model cannot deal with overturning 

flow.  

Numerical models 

InterFoam solver in OpenFOAM solving the NSE equations for both of the phases, water and air was used here. Details 

about the InterFoam solver can be referred to relating references and were not provided for brevity. 

The 3D non-hydrostatic free surface flow is governed by the incompressible NSE, which can be written in the following 

form, by splitting the pressure into hydrostatic and non-hydrostatic ones, 𝑝 = 𝜌𝑔(𝜂 − 𝑧) + 𝜌𝑞 
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where 𝑡 is the time; 𝑢, 𝑣 and 𝑤 are the velocities in the 𝑥, 𝑦, and 𝑧 direction, respectively; 𝑝 is the pressure; 𝜂 is the free 

surface elevation; 𝑞 is the non-hydrostatic pressure component; 𝑔 is the gravitational acceleration; and 𝜈𝑡  is the eddy

kinematic viscosity. 

Here, the turbulent eddy viscosity 𝜈𝑡 is evaluated by using the Smagorinsky’s subgrid scale model (Smagorinsky, 1963).

To calculate the moving free surface, the following free surface equation is employed. 
𝜕𝜂

𝜕𝑡
+

𝜕

𝜕𝑥
∫ 𝑢
𝑧=𝜂(𝑥,𝑦,𝑡)

𝑧=−ℎ(𝑥,𝑦)
𝑑𝑧 +

𝜕

𝜕𝑦
∫ 𝑣
𝑧=𝜂(𝑥,𝑦,𝑡)

𝑧=−ℎ(𝑥,𝑦)
𝑑𝑧 = 0          (5) 

where 𝑧 = −ℎ(𝑥, 𝑦) is the bottom surface and 𝑧 = −𝜂(𝑥, 𝑦, 𝑡) is the free surface. 

For the non-hydrostatic model, the overall numerical algorithm consists of the following two steps. 

The first step is to solve the NSE by using an explicit projection method, which is subdivided into two stages (Ai, Jin and 

Lv, 2011). The first stage is to project intermediate velocities by means of solving the momentum equations that contain 

the non-hydrostatic pressure at the previous time level. In this stage, to get a momentum conservative scheme in the 

discretization of the advection terms, the Eqs. 1~4 are firstly integrated over a vertical layer. Then, the resulting 
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momentum equations in question are obtained by subtracting the integrated continuity equation from the integrated 

momentum equations. Finally, a finite volume method with a combination of first-order upwind scheme and second-order 

central differencing scheme is used to discretize the advection terms of the momentum equations. In the second stage, the 

new velocities are computed by correcting the projected values after including the non-hydrostatic pressure terms, which 

are obtained by solving the discretized Poisson equation. The Poisson equation is symmetric and positive definite and can 

be solved efficiently using the preconditioned conjugate gradient method. 

In the second step, by substituting the resulting velocities into a discretized form of the free surface equation (5), we can 

obtain the new free surface elevation. 

In the non-hydrostatic model, the immersed boundary method is used to deal with submerged structure. In this method, 

the structure is treated as virtual body and replaced by immersed boundary forces imposed on its boundary. Details about 

the immersed boundary method can be referred to Fadlun et al. (2000). 

Numerical reslts: Solitary wave interacting with a floating rectangular obstacle 

The first test designed by Lin (2006) concerns interactions between solitary wave and a floating structure. In the test, the 

still water depth is ℎ = 1.0 m and the incoming solitary wave has a wave height 𝐻0 = 0.1 m. The computational domain

in the 𝑥 direction ranges from 0 m to 100 m. A rectangular obstacle with dimensions of 5.0 m×0.6 m floats on the top of 

the water. The center of the obstacle is located at (32.5 m, 0.9 m). A schematic diagram showing solitary wave past a 

floating rectangular obstacle is depicted in Fig. 1. 

In the computation, the computational domain is discretized by 1000 horizontal grids and 40 layers in the vertical direction. 

The time step is set to ∆𝑡 = 0.005. Comparisons of time histories of the free surface elevation at 𝑥 = 1 m and 59 m 

among present results and other model results are plotted in Fig. 2. In the simulations, all of the models ignored viscous 

effect. At the first gauging point (𝑥 = 1 m), the incident solitary wave and reflected waves are recorded. At the other 

gauging point (𝑥 = 59 m), the transmitted wave with reduced height is observed. The non-hydrostatic model results are 

in good agreement with both other model results. Fig. 3 shows comparisons of time histories of the horizontal and vertical 

forces exerted on the obstacle between present model results and OpenFOAM results. Good agreements can be observed 

for both the horizontal and vertical forces, although the present model slightly overpredicts the horizontal maximum 

positive and maximum negative forces. Fig. 4 shows non-hydrostatic model results of the vortex development during the 

process of solitary wave past the obstacle. It can be seen that a small vortex first forms near the bottom left of the obstacle, 

and then the other vortex is generated behind it. Both vortices persist for a very long time. 

Figure 1: Schematic diagram showing solitary wave past a floating rectangular obstacle 

Figure 2: Comparisons of time histories of free surface elevation among non-hydrostatic model results, results published by 

Lin (2006) and OpenFOAM results 
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Figure 3: Comparisons of time histories of the horizontal and vertical forces exerted on the obstacle between non-hydrostatic 

model results and OpenFOAM results 

Figure 4: Velocity fields around the obstacle during solitary wave past a floating rectangular obstacle 
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Conclusions 

This paper presents preliminary comparison between OpenFOAM and non-hydrostatic model for wave-structure 

interaction. It is shown that the two models show very similar results of of free surface elevation and wave force exerted 

on structure. It can concluded that the non-hydrostatic model is comparable to the OpenFOAM in the wave-structure 

interactions involving single-valued free-surface flows. 
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Introduction 

As one of the fastest growing renewable energy sources, wind energy is playing an increasingly important role in 

addressing the climate change and energy crisis issues the world is currently facing. The abundance of wind resource in 

offshore areas makes them a popular choice for turbine installation. In the past few years, several floating wind projects 

have emerged by installing wind turbines far offshore in deep-water sites on moored platforms. Compared to land-based 

or offshore fixed-bottom wind turbines, a floating offshore wind turbine (FOWT) is a fully coupled system where the 

wind turbine with flexible blades and the floating platform with its mooring system interact with each other in wind and 

waves, which makes existing design tools inadequate to accurately predict its responses. This paper presents a fully 

coupled high-fidelity aero-hydro-mooring-elastic analysis tool developed for FOWT applications. The numerical 

techniques adopted in the present tool are firstly described. Simulation results from a series of case studies are then shown 

to demonstrate the capabilities of the developed tool. 

Numerical Methods 

In the numerical tool developed in this work, OpenFOAM is coupled with an open source MultiBody Dynamics (MBD) 

code MBDyn (https://www.mbdyn.org) to solve the structural dynamics of an FOWT with flexible turbine blades. This 

is achieved by establishing an interface library to exchange data between these two codes. Additionally, a mesh motion 

solver is developed in OpenFOAM to tackle complex mesh movement in FOWT simulations. A mooring system analysis 

module is also implemented to simulate mooring lines in an FOWT. Figure 1 depicts the structure of the present FSI 

analysis tool, where built-in features in OpenFOAM and MBDyn are indicated in black; the wave modelling module 

marked in red is incorporated from the naoe-FOAM-SJTU solver [1, 2]; new functionalities implemented in this work are 

highlighted in blue which are described in the following sections. 

OpenFOAM

Fluid Flow

RANS

Turbulence 

Modelling

Free Surface 

Modelling

Mesh Motion

Global Rigid

Body Motion

Local Flexible 

Body Deformation

Wave 

Modelling

Mooring System

Quasi-static 

Method

Dynamic

Method

MBDyn

MultiBody 

Dynamics

Flexible Body 

Modelling

Data Exchange 

Interface

STRUCTURE

FLUID

Figure 1: Structure of a fully coupled FSI analysis tool for FOWTs (Black–Built-in, Red–Incorporated, Blue–Developed) 

• Structural Dynamics

Dynamic structural responses of an FOWT are solved using MBDyn, which adopts a Lagrange multiplier formulation for 

a multibody system consisting of both rigid and flexible bodies connected by kinematic constraints [3]. For each body of 
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the constrained system, Newton-Euler equations of motion are established in the differential-algebraic form as a set of 

first-order equations together with constraint equations. 

MBDyn models a flexible body as a series of three-node beam elements based on a nonlinear beam theory formulated 

within a multibody framework [3]. As illustrated in Figure 2, a three-node beam element is divided into three portions by 

two evaluation points (squares). Each portion is associated with a reference point (circles), which represents the elastic 

axis of the beam. These reference points do not necessarily need be on a straight line and can be offset from the geometrical 

nodes (triangles) where equilibrium equations are established considering both external and internal forces. External 

forces are integrated over every beam element portion related to a reference point and later translated to its corresponding 

geometrical node. Meanwhile, internal forces are evaluated at cross sections of evaluation points and are related to 

geometrical strains and curvatures via constitutive laws. 

Figure 2: Illustration of a three-node beam element in MBDyn 

• CFD Mesh Motion

One of the challenges for a fully coupled FOWT simulation with flexible blades is how to handle the motion of the CFD 

mesh to represent the complex structural responses of the system, including (a) global rigid body motion, i.e. platform 

6DoF motion and turbine rotation; (b) local flexible body deformation, such as deflection of an aero-elastic turbine blade. 

The current mesh motion libraries in OpenFOAM are unable to cope with both global and local structural responses at 

the same time. In the present study, a customised mesh motion library is developed by incorporating features of the built-

in solid body motion library into the dynamic mesh motion solver displacementLaplacianFvMotionSolver. 

The implemented mesh motion library deals with global rigid body motion responses in a solid body motion manner. The 

computational grid is split into three separate cell zones by two pairs of Arbitrary Mesh Interface (AMI) surfaces as 

sketched in Figure 3. Different rigid body motions are then applied to these cell zones. When an FOWT is in motion, the 

outer zone only translates in surge, sway and heave directions. The middle zone experiences three rotational motion 

responses, i.e. roll, pitch and yaw, as well as the three translational components, while the inner zone undergoes all 6DoF 

platform motion responses together with prescribed turbine rotation. 

Figure 3: Cell zone decomposition of computational mesh for an FOWT 

Mesh motion due to local blade deformation is handled by solving the displacement Laplacian equation for cell centres. 

In order to maintain grid quality, global rigid body motions are firstly subtracted from the point displacement of turbine 

surface mesh to obtain a temporary value, which is then used by the mesh motion solver as the boundary condition of the 

abovementioned Laplacian equation. When the mesh motion equation is assembled, only cells inside the inner zone shown 

in Figure 3 are considered while those in other zones are kept static by setting their displacement to zero. Once the 

displacement of cell centres is obtained, interpolation is performed to calculate the displacement of internal mesh points, 

which is then added to the initial position of all points to determine their updated position resulting from blade 

deformation. Lastly, points in the inner zone are rotated collectively to take into account global rigid body motion. 

• Mooring System

As mooring systems are essential in station-keeping for floating structures, a mooring system analysis module is 

developed in OpenFOAM to calculate the mooring restoring force provided for an FOWT system. This module includes 

both quasi-static and dynamic methods. 

In the present quasi-static method, instead of employing the analytical catenary equation, a discretised approach is utilised 

by dividing a mooring line into a number of segments with identical length so that lines of both catenary taut shapes can 

also be simulated. Equations of static equilibrium are established for each segment in horizontal and vertical directions at 
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each time step. By further applying the relationship between tension and segment elongation as well as geometric 

constraints between node coordinates and stretched segment length, tension and shape of the line can be computed in an 

iterative manner. The current method is also able to model mooring lines made of multiple components with different 

structural properties. 

The mooring system analysis module is further extended by implementing a dynamic method based on a 3D lumped mass 

model, which discretises a mooring line into n+1 concentrated masses (nodes) connected by n massless springs 

(segments), as illustrated in Figure 4. Unlike the quasi-static method, equations of motion are applied to every node in 

the dynamic approach so that dynamic effects resulting from line movement are considered and tension force can be 

accurately predicted. The hydrodynamic loads exerted on the line are also taken into account by adopting Morison’s 

equation. The Newmark Beta method is then employed to solve the differential equations. 

Figure 4: Sketch of a 3D lumped mass model 

• Coupling Procedure

In MBDyn, a flexible blade is modelled as a series of three-node beam elements, while it is discretised into a surface grid 

comprising a large number of surface points in OpenFOAM. The gap between the level of complexity in describing the 

blade by the two codes leads to a pair of un-matched interfaces. A mapping scheme is therefore established to exchange 

data between CFD and MBD models, as illustrated in Figure 5. In the CFD model, the surface grid of the structure is 

decomposed into several small patches, each of which is associated with a beam node in the MBD model. A centre is 

defined for every patch in the CFD grid and has the same kinematics as its corresponding beam node in the MBD model 

via motion exchange. On the other hand, external fluid force and moment are firstly integrated over every patch of the 

CFD surface grid with respect to its patch centre and then transferred to MBDyn via force exchange. 

In order to maintain smooth transition between patches in the CFD model, a linear interpolation scheme [4] is 

implemented to calculate position of surface grid points using kinematics from patch centres in the following way: 

    1 1 11i i i i i i        X X R d X R d   (1) 

where X  represents position of point or patch centre; R  denotes transformation matrix of patch centre due to rotation; 

d  is distance vector pointing from patch centre to point;  0,1   stands for normalised point location between

surrounding patch centres. 

Figure 5: Diagram for mapping between CFD and MBD 
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Figure 6: Flowchart for coupling OpenFOAM with MBDyn 

Figure 6 shows the coupling procedure used in the present FSI analysis tool. When a fully coupled simulation is 

performed, both OpenFOAM and MBDyn run simultaneously as individual computer processes. Data exchange between 

the two codes is achieved with the help of the TCP/IP communication protocol, using a client/server model. An interface 

library is implemented in OpenFOAM by adopting the motion and force exchange functions provided in MBDyn, serving 

as the bridge connecting the flow and structural solvers. 
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Results 

The present FSI analysis tool developed for FOWTs are applied to a series of test cases to validate its various components 

and features [5-7]. The NREL Phase VI wind turbine is firstly studied to validate the aerodynamic modelling feature of 

the tool. Turbine aerodynamic torque from present simulations agrees well with experimental results under various wind 

conditions, as shown in Figure 7. Hydrodynamic modelling is then validated by investigating the DeepCwind semi-

submersible of the OC4 FOWT project. Figure 8 reveals good agreement between the motion RAOs of the platform 

predicted by the present tool and experimental data under regular incident waves. Subsequently, a dynamic analysis is 

conducted for a flexible hanging riser subject to prescribed surge motion at its fairlead. Figure 9 show that the present 

prediction of fairlead tension is in perfect agreement with previous results, demonstrating good accuracy of the dynamic 

mooring line method. Furthermore, the capability of the tool in modelling flexible structures is validated by comparing 

deflections of a turbine blade under a concentrated loading at its tip, as illustrated in Figure 10. 

Figure 7: Aerodynamic torque of NREL 

Phase VI wind turbine 

Figure 8: Motion RAO of OC4 

DeepCwind semi-submersible 

Figure 9: Fairlead tension of a hanging 

riser subject to surge motion 

Figure 10: Blade deflections under a 

concentrated loading at tip Figure 11: Fluid field around an FOWT Figure 12: Blade deformation in wind 

With the fully coupled CFD-MBD tool implemented in this work, high-fidelity aero-hydro-mooring-elastic analysis can 

be performed. Figure 11 and Figure 12 depict the complex fluid flow around the OC4 semi-submersible FOWT under 

combined wind/wave conditions. This tool can be utilised to better understand the underlying physics and sophisticated 

interaction between fluid flow and an FOWT as well as the influence of different parts of the system on each other. 
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Introduction

With the advancement in the renewable energy, the wave energy converter devices have been opted broad
research and utilization. But the high construction cost is still a significant problem. To deal with this problem,
the cost-share concept has been introduced by many researchers in recent years. Integrating the wave energy
converter(WEC) into some kinds of coastal and offshore structures can share the construction cost and also
enhance the stability of the devices. Among these ideas, the integration of WEC with offshore breakwaters is
more feasible [1–3]. This integration design model can be used to transform the existing breakwater or promote
new structural concept designs for off-shore breakwaters. Ning et al [3], introduced an experiment with a
buoy-type WEC combined with the pile-restrained floating breakwater. The results showed that a high energy-
conversion efficiency and good wave attenuation performance can be achieved with appropriate dimensions and
power take-off (PTO) damping setting. Focusing on this kind of integration system, Zhao et al [1, 2], gave the
analytical solutions based on the linear potential theory to two kinds of the integration system, respectively.
One is the integration of oscillating buoy WEC and a pile-restrained floating breakwater. The other is the
integration of oscillating buoy WEC with a fixed box-type breakwater. The first one is a symmetric structure
which has a limited wave capture width ratio(CWR) of 0.5. The later one is a floating buoy attached to a fixed
box-type breakwater which is easy to assemble and extend to a large scale. Meanwhile, the analytical solution
also shows that the reflection wave energy can be absorbed by the buoy. The CWR value can reach 0.8 or even
higher. Thus the later one has more excellent performance. Since the above analytical solution is based on
potential-flow theory in the frequency domain. It ignores the nonlinear wave conditions, the viscous effect, and
the flow separation effect. Besides, only the linear PTO model is considered in the analytical solution. However,
these factors usually have strong effects on the hydrodynamic performance of the devices in real sea conditions.
There are many other kinds of PTO systems with good performance. Hence, aiming at above shortages, this
integrated system of oscillating buoy WEC with a fixed box-type breakwater is simulated with OpenFOAM [4]
in this paper. The reflection coefficient, the transmission coefficient and the CWR of the system are investigated
to show the effectiveness of the device in viscous flow. Except for the linear damping PTO model which has
been presented in OpenFOAM, two other types of PTO models are developed to consider the effect of different
PTO systems. The quadratic damping model is formulated as Fpto = Cpto × V 2 and the coulomb damping
model is formulated as Fpto = Cpto × sign(V ) which is often used as a simple model of a hydraulic PTO. The
author hopes this development work of PTO system in OpenFOAM can extend the capability of the six degrees
of freedom solver to simulate the WEC devices.
The challenge of modeling this integration system is to deal with the dynamic mesh. When the buoy gets
resonance, high vibration can be expected. As the floating buoy is too close to the fixed box-type breakwater.
Therefore, Using the dynamic mesh method without topology change, the mesh deformation will be very large
between the floating buoy and the fixed boundary of the box-type breakwater. The large mesh deformation
can easily get the simulation collapsed or lead to inaccurate results. The overset mesh method can handle
this situation properly such as the work by ShenZhirong [5]. The overset mesh functionality was presented
in OpenFOAM−V1706_PLUS. It can be more convenient for the simulation of floating objects, especially for
ocean engineering structures. Thus the overset mesh method is applied in this paper. Also, wave input boundary
and shallow water wave damping setting are presented in OpenFOAM−V1706_PLUS which can be used to
construct the numerical wave tank.
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Validation and Result discussions

Validation

After the validation of wave generation, it shows that good quality waves can be generated in present numerical
wave tank. Further verification work is focused on the simulation of floating object using the overset mesh
method. A single 2D vertical pile-restrained box type floating breakwater model [3]is chosen for the verification
work. The floating breakwater can only move freely in heave direction without any extra restraint. The
dimensions of the floating breakwater model: the width 0.8m, the height 0.6m, the draft 0.8m. The water depth
1.0m, wave period T = 1.79s, wave height H = 0.2m. The heave motion response from 16s to 26s is shown in
Figure1. It shows that the simulation can get a stable and reliable result compared with both the experimental
data by Ref [6] and the simulation result by using the dynamic mesh without topology change.
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Figure 1: Heave motion response of the single bouy

The dimensions of the integrated system model are referenced from Ref [1]. The sketch of the integration
of oscillating buoy WEC with a fixed box-type breakwater is shown in Figure2, the water depth h = 10.0m,
the floating buoy a1/h = 0.2, fixed breakwater a2/h = 0.6, the gap between the floating buoy and the fixed
breakwater D/h = 0.1. The total mesh number is 136050, To obtain accurate results, the meshes are refined
near the free surface and around the overset zone as shown in Figure3.

Figure 2: Sketch of the Intergated system Figure 3: Refined mesh near the free surface and around
the overset zone

Linear PTO damping model

The theoretical optimal linear PTO damping coefficient derived from the single floating breakwater was chosen
as the PTO damping coefficient corresponding to different wave conditions in Ref [1]. However, considering
the effect of viscous and the asymmetric structure which has different added mass coefficient and radiation
damping coefficient compared with the single floating breakwater. The optimal PTO damping coefficient in
this integrated system may have changed away from the single floating breakwater. The theoretical optimal
linear PTO damping coefficients are also applied in this section. But to find out the optimal PTO damping
coefficients in viscous flow, several simulations will be calculated with different times of theoretical optimal PTO
damping coefficients in later work. Referencing the analytical solutions [1], several feature wave conditions are
chosen in the simulation as in Table1. Figure4,5 show the reflection coefficients and the transmission coefficients
obtained by present simulation compared with the analytical solution. The results are in accordance with the
analytical solution except the reflection coefficient which is relatively small with the analytical solution when the
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Table 1: Wave conditions

h(m) T(s) kh Hi(m)

10.0 4.735,3.663,3.291,3.035, 2.572,2.387 7.0727 ̃1.882 0.5

dimensionless number kh is equal to 6.09. Figure6 shows the wave CWR value of the floating buoy compared
with the analytical solution. The maximum CWR value can reach 0.7 that is almost twice times higher than the
single floating buoy in Ref [3]. It shows great improvement in energy conversion efficiency. From the comparison
of the CWR values obtained by present simulation and the analytical solution, It shows a difference between the
present simulation and the analytical solution. When the dimensionless number kh = 2.0 ∼ 5.0, the CWR value
gets a significant decrease in the present simulation where the maximum analytical CWR value can reach 1.0.
The difference shows that the viscous and flow separation have a significant effect on the wave energy conversion
efficiency. Further observation of the simulated flow field shows that vortex generates at the corner of the buoy
as it goes up. The flow separation is different when the buoy goes up and declines. It leads to the fluctuation of
the instant energy conversion power. Further research will focus on how to adjust the PTO damping coefficient
to be optimal in viscous flow. While different geometry parameters also need to be simulated in viscous flow to
evaluate the performance of the integrated system.
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obtained by present simulation and analytical solution
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Figure 5: Comparison of the transmission coefficients
obtained by present simulation and analytical solution
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Figure 6: CWR of the intergrated system corresponding to chosen wave conditions

Nonlinear PTO damping model

The linear PTO model used in above section can obtain good results when the motion has small amplitude
with a low velocity. But if the motion is strongly nonlinear, the nonlinear PTO model would be a better
choice [7], the quadratic damping model and the Coulomb damping model are the typical nonlinear PTO
model for WEC devices. The quadratic damping model can act as a drag force. The Coulomb damping
model is a simple model of a hydraulic PTO system which is commonly used in many energy conversion
devices. These two kinds of nonlinear PTO models are developed and validated in this section. The quadratic
damping coefficient is λquadratic = λlinear, the Coulomb damping coefficient is λcoulomb = λlinear × Vmax, the
λlinear value is equal to the theoretical optimal damping coefficient valueλoptimal = 5720.91kg/s when the
dimensionless number kh = 3.01. And Vmax = 0.48m/s is the maximum buoy velocity in the linear case.
Figure7 shows the heave motion response of the buoy restrained by three kinds of PTO model under wave
condition T = 3.663s,H = 0.5m. Figure8 shows the comparison of the PTO forces with three kinds of PTO
model corresponding to the motion response in Figue7. From these figures, It shows that the quadratic PTO
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model and the Coulomb PTO model can both get stable motion responses as the linear PTO damping model.
Because the velocity of the buoy is small than 1.0m/s. So the restraint force by the quadratic PTO model is
relatively small than the linear PTO model. As a result, the motion response is larger than the linear one. On
the contrary, the restraint force by the Coulomb PTO model keeps a maximum constant value for the duration
of the motion response. Thus the motion response is smaller than the linear one. These differences are all
reasonable and according to our expectations. So these two kinds of nonlinear PTO models developed in the
paper can be used for further research work. Further work will analyze the CWR, the reflection coefficient, and
the transmission coefficient with the nonlinear PTO models.

Conclusion

The simulations in this paper are calculated by OpenFOAM. The results show the motion response of the
integrated system, the wave energy conversion efficiency and the wave dissipation performance. Considering the
effects of viscous and the flow separation, the integrated system can still obtain a high wave energy conversion
efficiency, the CWR value reaches 0.7. A good use of the reflected wave energy can be seen from the decrease of
the reflection coefficient on the wave conditions that resonate the buoy. Meanwhile, the transmission coefficient
can be kept below 0.5 at a wide range of wave conditions when kh > 1.8 which promises an ideal wave
dissipation performance. The development work of nonlinear PTO models in OpenFOAM extend the functions
of OpenFOAM to model the WEC devices. the optimal PTO damping coefficient in viscous flow and the
character of nonlinear PTO models need more research work as concluded in the above two sections.
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Introduction

Overset grid approach is practical and elegant method in the use of computational fluid dynamics (CFD) to 
simulate certain complex problems that considering the flow around multiple moving bodies, deforming bodies, 
or bodies with complex geometries. In ship hydrodynamics, overset grid has been widely used in the simulations 
including self-propulsion [1, 2, 3], see-keeping [4], turning and zig-zag test [2, 3, 5] and PMM model test [6, 7, 8, 
9], slamming [10] and ship maneuvering in waves [11]. In these literatures, the ships have large amplitude of 
motions, the geometries of propeller rudder and appendages are complex and the propeller and rudder have relative 
rotating motions to the ships. The results demonstrate the capability and the advatage of the overset grid 
methodology to deal with problems with large amplitude motions and violent flows.
In [1, 4, 5] Carrica use CFDShip-Iowa a FDM CFD solver with Suggar++ [12] and DiRTlib [13] to calculate 
domain connectivity information (DCI) that connect the solutions among multiple overset component grids. 
DiRTlib is a solver neutral library that simplifies the addition of an overset capability to a flow solver by 
encapsuating the required operations. In [14], Boger firstly brought overset grid mehodology in OpenFOAM. The 
foamedOver library stands separately from OpenFOAM and it inserts easily into solvers e.g. potentialFoam, icoFoam, 
interDyMFoam of OpenFOAM. foamedOver also benefits from the software packages Suggar++ and DiRTlib. 
Indeed, DiRTlib makes it easier for Suggar++ to be applied to different CFD solvers. As illustrated in [2], Shen 
implementes the overset technique into an OpenFOAM-based in-house solver naoe-FOAM-SJTU. Suggar++ is used 
to obtain the DCI and a lagged mode is used to allow OpenFOAM and Suggar++ to run in parallel so that 
shortens the waiting time of the CFD solver and Suggar++. Simillarly, Chris and Darrin in [15] developed the 
library Caelus also based on Suggar++. Andreas in [16] developed an Open source overset grid library Bellerophon, 
which extends OpenFOAM with capabilities for overset grid. This library is publicly released and can be 
dynamically linked to any standard OpenFOAM solver without changing the solver it self, but the low efficiency 
of DCI calculation limits its application to dynamic problems. In [17], Chandar described an overset grid 
implementation for moving grids in OpenFOAM. A dynamic library OPErA linked independently to OpenFOAM 
that provides DCI is developed. Flood-fill algorighm is utilized for hole cuttibg and inverse map strategy is utilized 
for donor search. Compared with Bellerophon, OPErA is more efficient and has been used to carry out simulations on 
ship hydrodynamics in [18, 19], where the overset computation results are compared with results given by StarCCM+, 
ANSYS Fluent and experimental measurements for validation and verification purpose. But similar with Suggar++, 
OPErA is not publicly released or open-source so far. The latest release version OpenFOAM-v1712 and 
foamextend-4.0 also include overset package but so far are not widely used and validated especially for ship 
maneuvering cases.
As we can see, overset grid methodology performs well for simulations with large amplitude motions and complex 
geometries. So far it has been widely and successfully used in ship hydrodynamics, especially for simulations of 
ship motion in waves, ship maneuvering, ships with full appendages. And many researchers have made their 
effort to extend OpenFOAM with capabilities for overset grid. Some are using commercial software like Suggar++ 
and DiRTlib, others are using in-house library as Bellerophon or OPErA. And the latest release version of 
OpenFOAM-v1712 and foamextend-4.0 also include their own overset grid package. All these codes have their own 
merits and limitations and most of them are not publicly released or validated. So in order to simulate ship 
maneuvering tests such as PMM model test, turning test, zigzag test el al, we developed a dynamically linked 
third party package to perform efficient Overset Grid Assembly (OGA). As with Suggar++, Bellerophon and OPErA 
our package will make no changes to existing standard libraries in OpenFOAM and a few changes to top-level 
applications. We used the existing linear solver and lduMatrix. Besides, only a few changes were made to the 
existing workflow.
As illustrated in [20], we extended the open-source overset grid assembly package tioga, proposed in [21], to
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arbitrary polyhedral grid as generated by snappyHexMesh. And connected it to top level solvers in OpenFOAM
like interDyMFoam and pimpleDyMFoam as a dynamic linked library. We have applied this package to simulate
sphere water entry case, pure yaw and pure sway motion of DTMB-5415 hull , that verify the DCI calculation,
flow field interpolation and multi-bodies motion control part of the program. But quantitative comparisions
are still required to valid the accuracy of the solver. Considering that, in this paper, we take a container ship,
which is designed by us, as an example. We have carried out resistance and PMM model test of this hull in our
towing tank and the experimental measurements of hydrodynamic forces experienced by the hull together with
the resulting ship motions are compared with the numerical results obtained in this paper.

Test overviews

The main dimensions of the container ship considered in current study are listed in Table 1 . The ship model
used in current study does not have appendages or bilge keels but with rudder and propeller in some test cases
and all the model test conditions are listed in Table 2 and 3 .

Table 1: Main dimensions of the container ship

Items Full scale Model scale
Waterline length (Lwl) 389.4m 4.327m
Length between perpendicular (Lpp) 383.0m 4.256m
Beam (B) 54m 0.6m
Fore draft (TF ) 16m 0.178m
Aft draft (TA) 16m 0.178m
Block coefficient (CB) 0.709 0.709

Table 2: Static PMM model test conditions

Test name Model speed(m/s) Drift angle(◦) Heel angle(◦) (w/o) rudder and propeller
Resistance test 1.084, 1.204, 1.356 0 0 o
Static drift test 1.204 ±2,±4, 6, 8, 10, 12 released w/o
Constant heel angle 1.204 0 0,±5, 8,−10 o

Table 3: Dynamic PMM model test conditions of the bare hull

Test name Model speed(m/s) Drift angle(◦) Heel angle(◦) Frequency Amplitude(m)
Pure sway 1.204 0 released 0.0833, 0.1, 0.125 0.4
Pure yaw 1.204 0 released 0.0833, 0.1, 0.125 0.4

Simulation design

In this study, we take grid independence study based on the resistance test case with advancing speed V = 1.204.
Three sets of grids named as ”Coarse”, ”Medium” and ”Fine” are considered. All these three sets of grids
guarantee 30 < y+ < 80 as required by the k − ω turbulence model when wall functions are used. Considering
the fact that the flow separations will increase and result in strong side forces and moments with the growing
of the drift angle β in static drift tests, a hybrid URANS/LES approach called kOmegaSSTIDDES is utilized
and the grids in the wake region of the hull where flow separations may happen are refined. Table 4 presents
the specific grid definition and the grid convergence verification. As is illustrated, the ”Medium” grid is fine
enough to capture the flow feature and yield an accurate results for the forces experienced by the ship during
the resistance test with advancing speed V = 1.204, so the ”Medium” grid is used to simulate other test cases.
To summarize, this paper implement simulations of static and dynamic PMM model tests for a container ship
to validate the OpenFOAM solver combined with our in-house overset grid assembly package. The numerical
results together with the experimental measurements will be published in the full text.
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1 Introduction
Wave power is one of the most promising renewable energy sources. Many types of wave energy converters (WECs)

have been proposed in the past to extract energy from wave field for electricity generation, and the oscillating water
columns (OWC) are one type of the promising WECs that have been widely tested and investigated. A typical OWC
consists of an air chamber above the water surface with one turbine mounted to the pneumatic chamber for electricity
generation; the bottom of the chamber is open and submerged so that the incident wave can cause the water column inside
the chamber to oscillate. The oscillation of the water surface in side the chamber generates a fluctuation of the air pressure
inside the chamber, causing the air flow to drive the turbine for electricity generation. One advantage of the OWC-type
wave energy converters is its robustness in simplicity of wave energy extraction mechanism.

Many studies on the hydrodynamics and energy extraction of various OWC devices can be found in the literature; the
methods used include wave-flume test, frequency-domain analysis based on potential flow theory, numerical simulations
based on potential flow theory, computational-fluid-dynamics (CFD) simulations. CFD simulations of OWC devices can
provide important information about the complex flow field around an OWC device and the spatial distribution of the
water surface inside the OWC chamber, which is otherwise very difficult to obtain in laboratory experiments. Most of
existing CFD simulations of OWC devices focused on two-dimensional configurations such as a rectangular shaped OWC
[1]. OpenFOAM is an open-source CFD library for solving CFD problems using a volume of fluid method to track the
free surface [2]. In this study, we introduce an OpenFOAM-based two-phase flow model developed for a circular OWC
wave-energy converter integrated into a large pile. The power-takeoff is modeled using an orifice on the top cover of
the OWC chamber. This study focused on the validation and verification of an OpenFOAM-based two-phase flow model
using an existing set of wave-flume test results[3].

2 Model description
The relaxation-zone-based wave-generation method [2] is used for wave generation. In this method, the computational

domain is divided into three sections: a wave generating relaxation section, a test section and the wave-absorbing
relaxation section (numerical beach), see Fig.1 for the numerical setup and the three sections. In this study, the length of
the wave generating relaxation section is 4 m long, the test section is 6 m long, and the wave absorbing section is 4 m
long. Numerical tests have shown that the reflection coefficient from the wave absorbing relaxation zone is less than 0.05
for the waves examined in this study. The turbulence model used is a k− ω model. The air-water surface is tracked using
a VOF method. The thin wall of the OWC chamber and the high velocity through the orifice requires very fine mesh in
the vicinity of the orifice. Fig. 2 shows the quality of the waves generated in the numerical wave tank.

The oscillating-water-column device studied here is an axisymmetric oscillating-water-column (OWC) device
supported by a coaxial tube-sector-shaped structure, which integrates an oscillating water column with a circular pile
[3], see the right panel of Fig. 4 for a 3D view of the OWC device. The model has an overall dimension of 40 cm in
total height. The distance from the lower tip of the OWC chamber to the flume bed is 24.4 cm. The inner diameter of the
cylinder is 12.5 cm and the thickness of all walls is 3 mm. On the top of the tube sector an orifice of diameter 1.4 cm is
used to simulate a nonlinear power takeoff (PTO) device.

3 Key Results
Representative results are presented in this section to show the agreement between the simulated and measured results.

These results include surface displacements at three locations ( G1, G2, and G3 as shown in Fig, 1), the relative pressure
of the air in the pneumatic chamber, the simulated velocity and vorticity.
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Incident Wave

Relaxation Zone Test Section Test Section Relaxation Zone

Wave absorption

OWC model

4 m 6 m 4 m
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Figure 1: Numerical setup of the numerical wave tank. Not drawn to scale. G1, G2 and G3 are the three locations where waves
are measured by wave gauges.
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Figure 2: Left: Times series of the waves measured at three locations in the numerical wave tank with x being the distance
from the left end of the numerical wave tank. Right: A snapshot of the waves in the numerical wave tank with red line being
the simulation result and the black line being the theoretical Airy wave solution.

Comparisons between the time series of the measured and simulated relative pressure and the time series of the
measured and simulated surface displacements at three locations for monochromatic waves are shown in the left panel in
Fig. 3 for wave period= 0.8 s, wave height= 0.04 m and water depth=0.31 m and in the right panel of Fig. 3 for wave
period = 1.3 s, wave height = 0.04 m , and water depth= 0.29 m. The simulated and measured surface displacements agree
very well at all three locations. The relative pressure of the air in the pneumatic chamber, which is basically the pressure
drop across the PTO, can be modeled by

p(t) =
1

2
cfρa|u)t)|u(t) + ρaLg

du(t)

dt
(1)

where u(t) is the air velocity, ρa the air density, cf a quadratic loss coefficient, and Lg an empirical length scale related
to inertia effect. For sinusoidal waves, the relative pressure in the air chamber is not sinusoidal because of the nonlinear
PTO (Eq. 1) used in the study. As shown in Fig. 3, the numerical model can simulate the relative pressure of the air inside
the pneumatic chamber very well, implying that the numerical stimulation can simulate the behavior of the nonlinear PTO
very well.

The left panel of Fig. 4 shows an example of the simulated velocity of the air and the air-water interface. Even though
the wave height is just 4 cm, the maximum velocity of the air through the PTO device can reach as high as 12 m/s. The
fine mesh and high velocity speed in the vicinity of the PTO requires very small time step. Therefore, the bottleneck in
the 3D simulation of an OWC device is the air flow through the PTO.

The right panel of Fig. 4 shows an example of the simulated vorticity in water. In this example, the
Keulegan–Carpenter number, which can be defined by KC = UT/D with D being the diameter of the OWC chamber,
T the wave period and U a velocity scale. If we take U = ωH/2, we have KC = πH/D. For H =0.04 m and T=1
s, KC=1.0, which means the vortex does not shed from the OWC and its support structure. This is confirmed by the
computed vorticity distribution shown in right panel of Fig. 4, which shows that the vortex shedding mainly occurs at the
lower tip of the OWC skirt and weak vortex shed from the sharp edge of the support structure.

4 Conclusions
An OpenFOAM-based numerical wave tank was used to study a three-dimensional OWC device supported by a C-

shaped structure. The numerical results were able to reproduce the measured surface displacements around the OWC
device and inside the pneumatic chamber very well. The model can also simulate the relative pressure of the air inside
the pneumatic chamber very well, suggesting that numerical model can provide satisfactory modeling of the behavior of
the nonlinear PTO used in the physical model tests. For the particular OWC device examined here, the vortex shedding
occurs mainly at the low tip of the OWC chamber skirt. Study of how the vortex shedding affect the wave energy extraction
efficiency is on the way and will be reported elsewhere.
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Figure 3: Comparisons between the simulated and measured surface displacements at three locations and the air pressure for
T =0.8 s (left) and T=1.3 s (right). From top to bottom, the plots show the measured surface displacements at the locations G1,
G2 and G3, and the relative air pressure. The circles are measurement and the solid lines are numerical simulations.

Figure 4: Left: an example of the simulated air velocity and the air-water interface. Right: An example of the simulated
vorticity. For both panels. T =1.0s, H =0.04 m, and h =0.31 m.
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In China, wind energy is regarded to be an important source of clear energy in recent years, which will generate 17 % of 

renewable sources by 2030 with the existing capacity of 10.2 GW by 2015 and predicted to be 150 GW by 2030 [1]. 

numbers of Offshore wind farms are under construction or to be built in coastal areas. steel pipe pile with large 

diameters (more than 1.5 m) are frequently observed in these projects. In this paper, field static loading tests results will 

be introduced in three offshore wind farms in China. These loading test methods include axial compression load test 

(test A) and uplift loading test (test B) [2]. The main information of test piles in these projects is introduced in table 1. 
Table 1 parameters information of test piles in three projects field tests 

In the above three projects, both axial compression load test (A) and uplift loading test (B) were conducted at the same 

piles. These 6 steel pipe piles are with diameters of 1.7m to 2.8m and length of 39.4m to 93.7m, the measurements were 

taken to record the behaviour of these piles throughout loading test. Fibre optic sensors were used along these pile body 

to measure the strain change with loading steps, then the compressing and uplift ultimate shaft resistance of piles at 

each soil layer can be given. Vertical capacities from two kinds of loading test of each pile were compared, and soil 

resistance at each layer were calculated. The positive shaft resistance from top loading tests and negative ones from 

uplifting loading tests were given to find out the conversion factor γ (the ratio of positive shaft resistance to the negative 

shaft resistance) of different soil layers of each piles.  

Project 1 

this wind farm project is located in the coast area of Jiangsu province, the soil profile consists of marine clay and sand. 

the relative parameters are shown in table 1, the vertical capacity results are shown in fig.1[3] and fig.2, the shaft 

resistance of each layer is shown and table 2 and table 3, respectively. 

(a)                                                                                           (b)  

Fig.1 ZK01 (a) the downward load-displacement of pile top from test A  and (b) the uplift load-displacement of pile top from 

test B 
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Project name Pile name Pile length(m) Pile diameters (m) L/D Test method 

Project 1 
ZK01 71.5 2.0 35.8 A and B 

ZK28 77.5 2.0 38.8 A and B 

Project 2 
1-9 46.6 1.8 25.9 A and B 

2-9 39.4 1.8 21.9 A and B 

Project 3 
S1 93.7 2.8 33.5 A and B 

S2 93.7 2.8 33.5 A and B 
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(a )                                                                     (b) 

Fig.2 ZK28 (a) the downward load-displacement of pile top from test A  and (b) the uplift load-displacement of pile top from 

test B 

From fig.1, the vertical compressing capacity of ZK01is 32800kN, the total shaft resistance is 31076kN, the uplifting 

capacity of ZK01 is 22800kN; the vertical compressing capacity of ZK28 is 34850kN, the total shaft resistance is 

33260kN, and the uplifting capacity of ZK28 is 22000kN.the ration of total positive shaft resistance and negative one is 

0.73 and 0.66. 
Table 2 the shaft resistance of ZK01 from compress load test and uplifting load test 

Elevation 

of layer top 

(m) 

Elevation 

of layer 

bottom (m) 

Thickness 

of layer (m) 

Soil type Compressing 

shaft resistance 

(kPa) A 

Uplift shaft 

resistance 

(kPa) B 

B/A 

-10.1 -12.72 2.62 mud 23 11 0.48 

-12.72 -20.62 7.90 Silt clay with mud 54 20 0.37 

-20.62 -23.62 3.00 Silt sand 67 36 0.54 

-23.62 -31.82 8.20 Silt sand 107 69 0.64 

-31.82 -41.62 9.80 Silt clay with mud 105 81 0.77 

-41.62 -57.92    16.30 Silt clay 94 77 0.82 

-57.92 -59.62 1.70 Silt clay 95 79 0.83 

-59.62 -63.70 4.08 Silt sand 128 101 0.79 

Table 3 the shaft resistance of ZK28 from compress load test and uplifting load test 

Elevation 

of layer top 

(m) 

Elevation 

of layer 

bottom (m) 

Thickness 

of layer (m) 

Soil type Compressing shaft 

resistance (kPa) A 

Uplift shaft 

resistance 

(kPa) B 

B/A 

-10.5 -11.87 1.37 Silt sand 32 9 0.28 

-11.87 -19.77 7.90 Silt clay with mud 40 12 0.30 

-19.77 -23.07 3.30 Silt sand 63 31 0.49 

-23.07 -30.07 7.00 Silt sand 77 44 0.57 

-30.07 -40.17 10.10 Silt clay with mud 80 53 0.66 

-40.17 -52.17 12.00 Silt sand 103 66 0.64 

-52.17 -56.77 4.60 Silt clay 111 81 0.73 

-56.77 -64.17 7.40 Silt sand 135 93 0.69 

-64.17 -66.07 1.90 Silt clay 97 64 0.66 

-66.07 -69.60 3.53 Silt 114 77 0.68 

From table 2 and table 3, it is obvious to see that the ultimate resistance from uplift loading tests are lower than that 

from compressing loading test. The ration of their shaft resistance is range from 0.28 to 0.83. 

Project 2 

The offshore wind farm is located in the sea are of Fujian province, two piles (1-9 and 2-9 in table 1) conducted with 

test A and test B at each pile. The vertical capacity is shown in Fig.3 and Fig.4, and the shaft resistance from two 

loading methods are shown in table 4 and table 5. 
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(a)                                                                                         (b)  

Fig.3  1-9 (a) the downward load-displacement of pile top from test A  and (b) the uplift load-displacement of pile top from 

test B 

(a)                                                           (b) 

Fig.4  2-9 (a) the downward load-displacement of pile top from test A  and (b) the uplift load-displacement of pile top from 

test B 

From Fig.3, the vertical compressing capacity of 1-9 is more than 22000kN, the total shaft resistance is 17902kN, the 

uplifting capacity of 1-9 is 11400 kN; the vertical compressing capacity of 2-9 is more than 22000 kN, the total shaft 

resistance is 6941 kN, and the uplifting capacity of ZK28 is 11400kN. 
Table 4 the shaft resistance of 1-9 from compress load test and uplifting load test 

Elevation 

of layer 

top (m) 

Elevation 

of layer 

bottom 

(m) 

Thickness 

of layer 

(m) 

Soil type Compressing 

shaft 

resistance 

(kPa) A 

Uplift 

shaft 

resistance 

(kPa) B 

B/A 

-4.8 -12.6 7.8 Fine sand 71.2 48.1 0.68 

-12.6 -16.2 3.6 Medium sand 77.5 53.4 0.69 

-16.2 -21.6 5.4 clay 63.1 44.8 0.71 

-21.6 -22.6 1.0 medium coarse sand 92.9 62.1 0.67 

-22.6 -27.0 4.2 Fully weathered granite 122.5 72.3 0.59 

-27.0 -43.3 16.3 strongly weathered granite 145 77.4 0.53 

Table 5 the shaft resistance of 2-9 from compress load test and uplifting load test 

Elevation 

of layer 

top (m) 

Elevation 

of layer 

bottom 

(m) 

Thickness 

of layer 

(m) 

Soil type Compressing 

shaft 

resistance 

(kPa) A 

Uplift 

shaft 

resistance 

(kPa) B 

B/A 

-6.1 -14.5 8.4 medium coarse sand 70.7 59 0.83 

-14.5 -18.5 4.1 Fully weathered granite 116.9 86.9 0.74 

-18.5 --31.00 12.5 strongly weathered granite 145 107.8 0.74 
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From table 4 and table 5, it is obvious to see that the ultimate resistance from uplift loading tests are lower than that 

from compressing loading test. The ration of their shaft resistance is range from 0.53to 0.83. 

Project 3 

The offshore wind project is also located in the coast area of Jiangsu province, the soil profile in this area is also sand 

and clay. Two test piles (S1 and S2, shown in table 1) were conducted with compression load test and uplift load test at 

each of same piles. The vertical capacity curves are shown in Fig.5 and Fig.6, and the shaft resistance from two loading 

methods are shown in table 6 and table 7. 

(a)                                                                                   (b) 

Fig.5 S1 (a) the downward load-displacement of pile top from test A  and (b) the uplift load-displacement of pile top from test 

B 

( c )                                                                              (d) 

Fig.6 S2 (a) the downward load-displacement of pile top from test A  and (b) the uplift load-displacement of pile top 

Table 6 the shaft resistance of S1 from compress load test and uplifting load test 

Elevation 

of layer 

top (m) 

Elevation of 

layer 

bottom (m) 

Thickness of 

layer (m) 

Soil type Compressing 

shaft resistance 

(kPa) A 

Uplift shaft 

resistance 

(kPa) B 

B/A 

-13.5 -27.7 14.2 Silt clay with mud 22 11 0.50 

-27.7 -31.2 3.5 Silt clay 56 28 0.50 

-31.2 -60.5 29.3 Silt sand 72 36 0.50 

-60.5 -73.5 13.0 Fine sand 101 50 0.49 

-73.5 -85.5 12.0 Fine sand 119 60 0.50 

Table 7 the shaft resistance of S2 from compress load test and uplifting load test 

Elevation of 

layer top (m) 

Elevation of 

layer bottom 

(m) 

Thickness 

of layer 

(m) 

Soil type Compressing 

shaft resistance 

(kPa) A 

Uplift shaft 

resistance 

(kPa) B 

B/A 

-13.50 -27.70 14.20 Silt clay with mud 22 11 0.50 

-27.70 -31.20 3.50 Silt clay 56 28 0.50 

-31.20 -60.50 29.30 Silt sand 72 36 0.50 

-60.50 -73.50 13.00 Fine sand 101 51 0.50 
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-73.50 -85.50 12.00 Fine sand 121 61 0.50 

From table 6 and table 7, it is obvious to see that the ration of their shaft resistance is range from 0.49 to 0.50. 

In conclusion, the ratio of positive shaft resistance to the negative shaft resistance of different soil layers of each piles 

ranged from 0.45 to 0.83, which are lower than these suggested by the Code or in onshore projects [4-7]. The values of

conversion factor and plugging effect coefficient in this paper can be used in offshore wind farm projects and provide 

reference to engineering practice. 

Keywords: Static Loading Tests; Steel Pipe Piles; Large Diameters; Offshore Wind Farms 
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1. Introduction

The IMO (International Maritime Organization) has been promoting the reduction of pollutant emissions such as carbon 
dioxides, sulphur oxides and nitric oxides. And the environmental regulations are continuously strengthening and that 
makes the paradigm shift in the shipbuilding industry. Especially, there has been significant interest in the 2020 sulphur 
cap which means that ships will be banned from using fuel with sulphur content above 0.5% from January 1, 2020. As 
some shipping industries have decided to use LNG as fuel to satisfy the regulation, the needs for the LNG fuelled ships 
are increasing. However, in the fuel tank for LNG, the filling level changes during the ship’s operation and the sloshing 
can be stronger at the specific filling level. As a result, the sloshing causes loads continuously on the wall of tank during 
the ship’s lifetime. 
There are several types for LNG tank and many shipowners choose the membrane type for cost effect. But the 
membrane tank is structurally weak because stiffeners are not installed enough to reduce costs. So, the sloshing tank is 
assessed strictly. For the assessment of sloshing tank, the CFD analysis is useful tool at the stage of initial tank design 
because experiment takes a lot of time and cost. However, there are still many difficulties in the numerical simulations 
since the sloshing has highly unsteady and chaotic behavior. And the effects of spatial and temporal discretization on 
pressure prediction are not clear. So, in the present study, we investigated numerical methods based on various versions 
of the OpenFOAM® to find practical procedure for sloshing CFD analysis. 

2. Validation of Numerical Method

We first tested the feasibility of the current methods for the sloshing problem by comparing the predicted results with 
the data measured by Hinatsu[1]. The validation case has the water level of 20% and oscillating rolling motion with 
period 1.85 sec and 10-degree amplitude. The mesh was generated by using the blockMesh utility to form cells as close 
to the cube as possible. The computational domain consisted of 144,000 cells. Figure 1 shows the experimental set up 
and mesh arrangement.  

(a) Experimental setup (b) Mesh arrangement 
Figure 1: Experimental setup (left) and mesh arrangement for numerical simulations (right) 

2.1. Numerical Method 

We used the 2nd order schemes for spatial discretization and the Euler scheme was used for temporal discretization with 
adjustTimeStep. It is important to predict the free surface precisely and efficiently in sloshing simulations. To do this, 
we first used interDyMFoam, an incompressible interface capturing solver using VOF with dynamic mesh, which is 
basically provided in the OpenFOAM® where the 2.1.1 version was tested. We also employed OpenFOAM-v1712, 
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supported by ESI-openCFD group, to test the latest VOF scheme, isoAdvector[2] for sloshing problems. Since the 
OpenFOAM-v1712 does not provide on interface capturing solver with dynamic mesh using the isoAdvector yet, we 
created one with dynamic mesh, so called interIsoDyMFoam. Figure 2 shows predicted and measured pressure over 
time at the sensor P2. We can see that the present methods well predicted the periodic pressure change at corresponding 
position. However the 2.1.1 version tended to under-estimated the peak pressure while v1712 overly predicted. It is 
worthy to note it is not possible to directly compare the predicted and measured pressures in numerical simulations and 
experiments respectively, but statistical properties of the pressure changes are much more important information in the 
assessment of tank sloshing. 

Figure 2: Comparison of predicted and measured pressure at sensor P2 

We found some interesting points in a long term simulation. Figure 3 compares the predicted pressures from two 
different versions of the OpenFOAM. As compared, the abnormal pressure was predicted from 100 seconds. We are 
currently working on this part and will be presenting the results of research at the OpenFOAM Workshop. 

Figure 3: Comparison of predicted pressures near 100 seconds at sensor P2 

2.2. Parameter Study 

We compared the results with various values of the adjustTimeStep. The adjustTimeStep option adjusts the time step 
size to ensure the CFL number to be less than the specified value at every time step. Here, we can control the values of 
‘Max CFL’ and ‘Max Alpha CFL’. So, we compared the results by changing these two parameters. And the sloshing 
analysis is ambiguous to determine whether the flow itself is laminar or turbulent. We assessed the effect of the 
turbulence model as well. Two turbulence models were used, k-epsilon model and k-omega SST model. We will cover 
this study in presentation. 

3. Numerical Assessment of LNG Tank

We selected a tank considered to be safe as the reference and performed an analysis on a new tank shape numerically 
and experimentally. Then we compare the results with the reference tank to see if the new tank will be safe. In the 
numerical investigation, the Aquarius has been used and the safety of the sloshing tanks has been assessed is evaluated 
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by means of a statistical method [3]. In the present study, we compared the statistical properties obtained from the 
OpenFOAM-2.1.1 and v1712 to those of Aquarius. We have selected a tank of 150K LNG Carrier as the reference tank 
that has been operated safely for 10 years and assessed the safety of a tank of 177K LNG Carrier. Please note that the 
tank shapes could not be presented due to security regulation.  
Simulations were carried out on a 2D tank in model scale over the physical time corresponding to 30 hours in the real 
scale. We tracked the peak pressures after the simulation and compared the average of the three top peak pressures and 
the maximum value of the peak pressures to the reference tank. The results are shown in Table 1. As we can see, the 
results from 2.1.1 showed similar values and tendency to the Aquarius while the v1712 predicted overly estimated 
results relative to the Aquarius. 

Table 1: Pressure ratio of computational results against 150K LNG Tank 

Tank 
Filling 

Level 

Aquarius 2.1.1 v1712 
Max. Top 3 Ave. Max. Top 3 Ave. Max. Top 3 Ave. 

177K 
LNG Tank 

All 1.06 1.13 1.01 1.03 1.43 1.23 
2.75 m 0.97 0.87 0.83 0.95 0.67 0.74 
70% H 1.06 1.13 1.33 1.16 1.43 1.23 
80% H 0.75 0.93 1.01 0.98 0.62 0.84 
95% H 1.00 0.74 1.15 0.98 1.01 1.03 

4. Automation System

It is a time consuming task to create a new simulation case using the OpenFOAM®. In the sloshing problems, users 
may have difficulties in inputting mandatory data such as filling level, motion, and locations of pressure sensors, etc. 
Since more than 200 cases are required to assess a LNG tank and the resultant pressure data is too huge to be directly 
interpreted, it will be helpful to get an automatic post-processing code. We are developing an automation program for 
sloshing CFD analysis. Although this is not accomplished yet, we can share some information about the automations 
system in the workshop. 

5. Conclusion

Various OpenFOAM versions have been tested to see their feasibility for assessing sloshing tanks. The VOF solvers 
provided by the OpenFOAM predicted reasonable solutions of sloshing problems when they were compared to the 
experimental data. Due to the extremely transient and chaotic nature of the sloshing problem, the pressure predicted in a 
numerical simulation cannot be compared directly with the measured experimental data. Instead, we compared 
statistical characteristics of a tank to the reference tank. The numerical simulations for the sloshing tank assessment 
were compared to those of the Aquarius of Lloyd’s Register, which has long been used for sloshing simulations in HHI. 
The 2.1.1 showed comparative solutions to the Aquarius while v1712 with isoAdvector showed quite overly estimated 
results. We will conduct more strict numerical tests to verify the present numerical assessment procedure of a sloshing 
tank and it will be discussed in the presentation. 

Acknowledgements 

This research was carried out with the support of the technical development project of Hyundai Maritime Research 
Institute (HMRI) of Hyundai Heavy Industries Co., Ltd. We thank Dr. Geonhong Kim in HMRI for assistance with 
particular technique, and Prof. Sang-Wook Lee and Prof. Kyoungsik Chang from Ulsan university for comments that 
greatly improved the research. 

References 

[1] J. Roenby, H. Bredmose, and H. Jasak: A Computational Method for Sharp Interface Advection, Royal Society 
Open Science, Vol. 3, No. 11, Nov. 2016. DOI: 10.1098/rsos.160405, 2016 

[2] M. Hinatsu: Experiments of two-phase flows for the joint research, in Proceedings of SRI-TUHH mini-
Workshop on Numerical Simulation of Two-Phase Flows, National Maritime Research Institute & Technische 
Universitaet Hamburg, NMRI, 2001. 

[3] Aquarius: a CFD-based software package, Lloyd’s Register 

376



The 13th OpenFOAM Workshop (OFW13), June 24-29, 2018, Shanghai, China 

NUMERICAL SIMULATION OF ADDED RESISTANCE IN HEADING AND OBLIQUE 

WAVES USING OPENFOAM 

ZHAN JUNHUA, KUANG XIAOFENG 
China Ship Scientific Research Center, zjh_702@163.com 

Keywords: YUPENG; Added resistance; Heading waves; Oblique waves; Overset grid. 

 Introduction 
When a ship navigates in a seaway, the ship’s forward speed decreases, compared to that in calm sea, because of added 
resistance due to winds, waves, rudder angle, and so forth. The magnitude of added  resistance is about 15~30% of 
calm-water resistance. An accurate prediction of added resistance is important in the propulsion power design of a ship. 
Moreover, in recent years, discussions at the International Maritime Organization(IMO) have resulted in the 
development of an Energy Efficiency Design Index (EEDI) to measure how much greenhouse gas a ship emits, and to 
restrict greenhouse gas emissions from ships. For these reasons, ship designers should find optimum hull forms to 
minimize resistance in ocean waves, and pay more attention to the wave added  resistance problem. 

In the past, many predictions of the resistance and ship motions were based on potential theories, however those 
methods had limitations when dealing with strong nonlinear factors, such as green water on deck and breaking waves. 
CFD method based on the solution of RANSE may overcome the limitation of the potential flow theory based method 
with respect to the effects of water viscosity, wave dispersion, nonlinearity and wave breaking. Consequently, the 
application of RANSE based CFD method in the ship industry is increasing. 

Based on the open source platform OpenFOAM, the paper used a toolbox[1] to generate and absorb free surface water 
waves, then coupling  the regular waves with current to instead of the ship’s speeds. a sixDofRigid motion solver has 
been  implemented to predict the ship motions. For oblique wave condition, the paper used towing method to simulate the 
speeds of the ship model, and used the overset grid to implement the ship motions. 

Ship geometry and case conditions 

The YUPENG containership is a new standard model which was used by China Numerical Tank as a benchmark hull 
form to study ship hydrodynamics and China Ship Scientific Research Center have tested on this hull form Fig 1. The 
YUPENG model with a scale of47.25 is adopted for the CFD computations. Main particulars of the ships are given in 
Tab.1. 

Table 1 YUPENG main particulars 
Particular/Unit Symbol Model 
Length between perpendiculars/m Lpp 4.00 
Breadth/m B 0.5884 
Draught/m T 0.218 
Displacement/kg Δ 370.21 
Pitch radius of gyration Kyy/ Lpp 0.2551 

Figure 1: The YUPENG ship model test in heading wave with the speed of 18kn  (left) and Mesh used for numerical 
computations (right). 
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Numerical methods 
The unstructured mesh used in this paper is generated by snappyHexMesh, provided by OpenFOAM. The mesh is 
illustrated in Fig 1. The calculation domain is -1.5Lpp<x<3.5 Lpp, 0<y<1.5 Lpp, -2.0Lpp<z<1.0Lpp.The total number of 
cells is around 1.5 million. It should be noted that only half of the ship hull is used in the calculations, thus a ‘symmetry’ 
boundary condition can be modified at the center plane boundary to optimize the calculations. 

In the wave generation module, the inlet boundary conditions are set to generate heading waves in the research as 
follows:  

( , ) cos( )
e

x t a kx t   （1）

0( , , , ) cos( ) 2kz

e
u x y z t U a e kx t    （ ） 

( , , , ) sin( ) 3kz

e
w x y z t a e kx t   （） 

In which, ζ is transient wave elevation; α, ω and k are wave amplitude, wave frequency and wave number, 
respectively;U0 is ship speed; ωe=ω+kU0 is encounter frequency in heading waves. 
Relaxation zones are implemented to avoid reflection of waves from outlet boundaries and further to avoid waves 
reflected internally in the computational domain to interfere with the wave maker boundaries. The former obviously 
contaminates the results, and the latter is found to create discontinuities in the surface elevation at the wave making 
boundary, which leads to divergent solutions. The present relaxation technique is an extension to that of Mayer et al. 
[2]. A relaxation function: 

3.5exp( ) 1
=1- [0 : 1] (4)

exp(1) 1
R

R R R
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（ ）

is applied inside the relaxation zone in the following way 

arg (5)(1 )R computed R t et     

 where φ is either u or γ. The variation of αR is the same as in [3]. The definition of χR is such that αR is always 1 at 
the interface between the non-relaxed part of the computational domain and non-relaxed part of the computational 
domain and the relaxation zone, as illustrated in Figure 2.  

Figure 2:  A sketch of the variation of αR(χR) for both inlet and outlet relaxation zones

Discussion of results 
The added resistance is measured as the difference between the mean resistance in waves and the resistance in calm water at 
the same speed. The results of the added resistance are presented in a nondimensional form by the following equation: 

2 2
(6)

/
aw

aw

pp

C
R

ga B L


in which, Caw is the nondimensional added resistance, also called added resistance coefficient. Raw is the added resistance. ρ is 

the density of water. g is the acceleration of gravity. a is the wave amplitude. 
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Figure 3: Free surface over an encounter period at λ/Lpp=1 
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The vortex–body interaction problem, which characterizes the wake meandering around a quiescent offshore wind 
turbine, is investigated by numerical simulations. When the blade length of a horizontal-axis wind turbine is limited, 
blade rotating leads to the vortices, which distributing as the spiral line downstream of the wind wheel. Vortex wake 
vortices exists in two main areas: the edge of the wind turbine wake and the linear path of the rotation axis (Lee, K.H., 
2005). All the computations are carried out using large-eddy simulation (LES) method, based on the open source 
software-OpenFOAM, and the features of the wake is investigated by the typical flow variables (pressure coefficient, 
thrust coefficient, torque coefficient, velocity, limiting streamlines of the suction side, vertical structure and FFT) of the 
instantaneous flow field, all geometrical details of the full-scale turbine structure taken into account. Furthermore, the 
flow field around a rotating wind turbine is compared with the quiescent one to make out the difference on the tip and 
hub vortices evolution. Analysis of the calculated instantaneous flow field around a quiescent wind turbine reveals a 
detailed flow fields with complex geometry, and the vortex in the wake of the turbine behaves quite diversely, where 
the vortex core is relatively coherent in the wake nearby the turbine blade. A transparent distinction of flow fields is 
predicted between a rotating wind turbine and a quiescent one, which can be reflected by a detailed streamlined 
diagram and the charts on some typical flow variables parameters. The results identify for a visual description of the 
flow field around the offshore wind turbine with micromesh, explore the influence of the blade rotating, and then, 
summarize the features of the flow fields under the various motion and load status, preparing for further research. 
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Introduction 

As the increase of the depth of offshore oil and gas exploitation, semi-submersible platforms have been widely used in 
the field of ocean engineering because of their strong loading capacity. Compared with conventional semi-submersible 
platform, the Vortex-Induced Motion (VIM) increases significantly due to the increase of the effective excitation length 
of columns will lead to higher fluctuating pressure caused by the vortex shedding. VIM will impact the fatigue life of 
mooring and riser systems, therefore, many research of VIM of semi-submersible have been developed[1,2]. Compared 
with the single-column floating platform such as Spars, the VIMs of semi-submersibles are more complex due to the 
interaction of vortex shedding between the multiple columns. The VIM phenomenon is caused by periodic fluctuating 
pressure that arises from alternating vortex shedding from both sides of the structure. Therefore, the motion of VIM is 
closely related to the fluid force. Studies have shown that unlike the same trend of the lift force coefficient and the 
transverse motion varies with the reduced velocity of single column floating platform, at 45° current heading, the peak 
lift force coefficient occurs earlier than the peak transverse motion in VIM of semi-submersible platform. This 
phenomenon was defined as hysteresis phenomenon[3].  
The aim of this paper is to explain the causes of the hysteresis phenomenon by CFD method. Therefore, numerical 
simulation of the VIM of a semi-submersible platform with two different column shape at 45° current heading have been 
carried out by an in-house CFD code naoe-FOAM-SJTU. 

Numerical Method 

In this paper, all numerical simulations were performed with the incompressible finite volume solver naoe-FOAM-SJTU, 
which is developed on the open source platform OpenFOAM[4]. It applies the Detached Eddy Simulation (DES) method 
to simulate the three-dimensional flow separation at high Reynolds numbers, and solves the vortex-induced motions 
coupled with the six-degree-of-freedom motion theory and the moving-boundary spring mesh technique.  
A DDES (Delayed Detached-Eddy Simulation) based on the SST (Shear-Stress Transport) model is used to simulate the 
three-dimensional flow separation at high Reynolds numbers. In the SST model, the turbulent length scale is defined as: 

𝑙𝑘−𝜔 = √𝑘/(𝛽∗𝜔)     (1) 
In the SST-DDES model, the turbulent length scale is modified as follows: 

𝑙𝐷𝐷𝐸𝑆 = 𝑙𝑘−𝜔 − 𝑓𝑑max(0, 𝑙𝑘−𝜔 − 𝐶𝐷𝐸𝑆∆)  (2) 
where 𝐶𝐷𝐸𝑆 = (1 − 𝐹1)𝐶𝐷𝐸𝑆

𝑘−𝜖 + 𝐹1𝐶𝐷𝐸𝑆
𝑘−𝜔, 𝑓𝑑 = 1 − 𝑡𝑎𝑛ℎ[(𝐶𝑑1𝑟𝑑)

𝐶𝑑2], 𝑟𝑑 =
𝜈𝑡+𝜈

√0.5∙(𝑆2+Ω2)𝜅2𝑑2

With this modification, the SST-DDES model controls the automatic switching of the RANS and LES methods by lDDES 
and fd delays the transformation of the DES model into LES model[5]. 
The dissipative term in the k-equation can be modified as follows: 

𝐷𝐷𝐸𝑆
𝑘 = 𝛽∗𝑘𝜔 = 𝑘3/2/𝑙𝐷𝐷𝐸𝑆                                                                 (3)

Details about the constants in the above equations can be referred to Zhao[6] 
In this paper, the governing equations are discretized using the finite volume method. The time discretization is done 
using second order implicit backward scheme. The convection term is discretized using (LUST) scheme. A second order 
Gauss integration is used for diffusion term. The hybrid PISO-SIMPLE (PIMPLE) algorithm is used for solving the 
coupled pressure-velocity equations. 

Numerical Simulation 

To verify the hysteresis phenomenon is not an accidental, but a common phenomenon in VIM of semi-submersible 
platforms. A semi-submersible platform with two different column shape were chosen as the computational model in this 
paper. The computation model is the model in the experiment delivered by Waals et al[7]. The scale ratio λ=1:70. The 
characteristic dimensions of the platform are shown in Table 1. 

The 13th OpenFOAM Workshop (OFW13), June 24-29, 2018, Shanghai, China 

381



Table 1: Parameters of the computational model 

Parameter Prototype Model 
Scale ratio (λ) 1:1 1:70 
Draft (T) 35 m 0.5 m 
Center-to-center column spacing (S) 56 m 0.8 m 
Column width (L) 14m 0.2m 
Column height (H) 24.5 m 0.35 m 

Another computation model is almost the same, the difference is the column shape is rounded corner and the corner radius 
is selected based on the research of Chen et al[8], i.e., R=0.031m. Figure 2 shows the computational models in this paper. 

(a) R=0m       (b) R=0.031m 

Figure 2: Computational model 

Studies have shown that the hysteresis phenomenon occurs when the current heading is 45degree. Thus, the current 
heading is 45degree current heading and a range of reduced velocities from 4 to 20 have been carried out in this paper. 
Reduced velocity (Ur) is one of the most important parameters that determines the VIM response, which is defined as:  

𝑈𝑟 = 𝑈/(𝑓𝑛𝐷)                                                                             (4)
Where U is the flow velocity, fn is the natural frequency of the motion in the transverse direction, D is the characteristic 
length of the column normal to the current. The computation durations of each test condition are the same for 600 seconds. 
The computational domain is shown in Figure 3. The centre of the top plane of the platform is the coordinate origin, the 
size of which is -15L≤x≤40L, -15L≤y≤15L, -9L≤z≤0, where L is the column width. 

Figure 3: Computational domain       Figure 4: Global mesh   Figure 5: surface mesh  

SnappyHexMesh was used to capture the model surface, refine local grid and add the boundary layer. The number of 
boundary layer is 8. The grid numbers of four column corner radius are about 3.3million. Figure 4 and 5 shows the global 
and surface mesh. 
A uniform flow is set as the flow inlet boundary. For the outlet boundary, the pressure gradient is set equal to 0. The 
boundary condition on the platform surface is set as no-slip wall. The rest of the boundaries are set as symmetry boundary. 
Due to the Froude number is small, the free surface effect can be ignored, the top boundary is set as symmetry as well. 

Results and Discussion 

In this paper, 3 DoF motion (Surge, Sway and Yaw) coupling method is used to solve the platform motion, the effective 
stiffness of the mooring system is provided by four springs with linear stiffness. Figure 6 presents the time histories and 
spectra of free decay motions of the transverse direction. Table 2 shows the natural periods from free decay test and the 
results fits well with Waal et al. and Chen et al. 

Figure 6: Time histories and spectra of free decay motions of the transverse direction 
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Table 2: Natural periods from free decay test 

Column Corner radius (m) Natural periods (s) Surge Sway Yaw 

R=0 
Experiment by Waals et al.(2007) 15.77 24.50 5.85 
naoe-FOAM-SJTU(2018) 15.78 24.99 6.25 
Difference(%) 0.05% 1.97% 6.20% 

R=0.031 
CFD by Chen et al.(2012) 14.82 23.30 5.50 
naoe-FOAM-SJTU(2018) 14.99 23.06 5.92 
Difference(%) 1.16% 1.04% 7.12% 

The motion amplitude of transverse direction is expressed as dimensionless nominal amplitude which is defined as: 
Nominal 𝐴𝑦 𝐿⁄ = √2𝜎(𝑌(𝑡))/𝐿                                                                (5)

where σ(Y(t)) is the standard deviation of Y(t), Y(t) is the time histories of the sway motions. 
The non-dimensional lift coefficient CD are defined as: 

𝐶𝐿(𝑡) = 2𝐹𝑦(𝑡)/(𝜌𝑈
2𝐴)                                                                      (6)

Where Fx(t) and Fy(t) are the time histories of the hydrodynamic forces of in-line and transverse directions, ρ is the fluid 
density and A is the submerged projected area of the platform normal to the current. 
Figure 7 presents the comparison of the nominal amplitudes for the transverse motion of VIM of the platform with two 
column shapes between the numerical results and those obtained from the model tests. As shown in the figure, the 
numerical results fit well with the experimental data, indicating that the numerical simulations presented in this study are 
considered reliable. Figure 8 presents the RMS of lift force coefficient of the VIM of the platform with two column shapes. 
It can be seen that for the platform with square columns, the peak transverse motion occurs when the Ur=7 and the peak 
lift force coefficient occurs when the Ur=6, meanwhile, the peak transverse motion occurs at Ur=6 and the peak lift force 
coefficient occurs at Ur=5 for the platform with rounded corner columns. The peak lift force coefficient does occur earlier 
than the peak transverse motion. The numerical simulation results verify that the hysteresis phenomenon will occur in 
VIM of semi-submersible platform under 45° current heading.  

 Figure 7: the nominal sway amplitudes           Figure 8: lift force coefficient 

Due to the hysteresis phenomenon doesn’t exist in the VIM of single-column floating platform, it may be caused by the 
interaction of vortex shedding between the multiple columns, therefore, the flow field is been studied by tracing vortices 
shedding from the upstream column. Take the platform with rounded corner column as an example. Figure 9 presents 
time histories of Z-vorticity contours on the z/L=-0.5 plane when Ur=5 and 6. The traced vortex is marked in the black 
circle. The comparison of time histories of transverse motion and lift force coefficient between Ur=5 and Ur=6 during 
this time period are shown in Figure 10. As shown in the Figures, when Ur=5, the amplitudes of transverse motion are 
lower and the traced vortex shedding from the upstream column won’t impinge on the other side column. In contrast, 
when Ur =6, the traced vortex impinge on the side column obviously.  

(a) Ur=5 
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(b) Ur=6 

Figure 9: Time histories of Z-vorticity contours on the z/L=-0.5 plane 

Figure 10: Comparison of time histories of transverse motion and lift force coefficient between Ur=5 and Ur=6 

The impingement will lead to the change of the pressure coefficient distribution on the surface of the side column, further 
affecting the lift force coefficient of column and platform. The position of the platform at the impingement moment is 
marked in Figure 10, it can be seen that the movement tendency is the same, thus the tendency of pressure coefficient 
should be similarly. Figure 11 presents comparison of side column surface pressure coefficient distribution on the z/L=-
0.5 plane at the impingement moment. As shown in the figure, the surface pressure coefficients of the impingement region 
decrease significantly because the opposite vortices can be cancelled out. 

Figure 11: surface pressure coefficient distribution of side column on the z/L=-0.5 plane 

Therefore, the hysteresis phenomenon is caused by the interaction of vortex shedding between the upstream and side 
columns. The impingement of vortices caused by the increase of the amplitudes of transverse motion will decrease the 
difference of the surface pressure of both column sides, thereby reducing the lift force of columns and the platform.   
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Current progress in numerical methods and available computational power combined with industrial needs promote the
development of more and more complex CFD simulations. However, such models are expensive from the point of view
of the data storage and the time necessary for their evaluation. Nevertheless, industrial practice often calls for parametric
studies and optimizations performed using these models.
The model order reduction (MOR) is a useful tool for accelerating calculations connected to parametric studies or
optimizations of complex systems. In this paper, we consider MOR based on the proper orthogonal decomposition (POD)
with Galerkin projection, which is well described for example by Pinnau [1] or Volkwein [2]. The problems arising from
the nonlinearities present in the original model are addressed within the framework of the discrete empirical interpolation
method (DEIM) of Chaturantabut and Sorensen [3].
The presented reduced order model (ROM) creation technique represents an a posteriori approach to MOR [4]. Hence,
the solution of the full order model (FOM) has to be available for the ROM creation. Moreover, not only the solution of
the system is necessary for the POD-DEIM based model order reduction, the method also needs access to several other
data structures, which are internal to the CFD solver and which are usually not readily available.
The open-source CFD library OpenFOAM [5] provides an easy access to the internal data structures needed for the ROM
construction. Furthermore, OpenFOAM has been successfully applied to the solution of industrial scale problems in
various fields of CFD. In this paper, we provide a link between POD-DEIM based MOR and the OpenFOAM library.
Then, we use POD-DEIM based MOR to reduce the computational time necessary for evaluation of parametric studies in
OpenFOAM.

Link between POD-DEIM based MOR and OpenFOAM

In order to outline the link between POD-DEIM based model order reduction and the OpenFOAM CFD library, we
concentrate solely on the steady-state incompressible Navier-Stokes equations for laminar flow,

∇ · (U⊗U)−∇ · (ν∇U) = −∇p+ f , ∇ ·U = 0 , (1)

defined on a simply connected bounded domain Ω ⊂ R3 and supplemented with appropriate boundary data. We study the
dependence of the solution [U, p] to the system (1) on some parameter µ ∈ D ⊂ R, i.e. U : D×Ω→ R3, p : D×Ω→ R.
To be able to apply the proper orthogonal decomposition and discrete empirical interpolation to construct a reduced order
model, the full order model has to have the form of

0 = Ay + b(µ,y), ∀µ ∈ D , (2)

where A is the system matrix, b(µ,y) is the vector of nonlinearities and y is the vector of unknowns.
After the projection of the full order model solution space V on the `-dimensional subspace V ` spanned by the POD basis
{ψ}`j=1 we obtain the following reduced order system,

0 = A`η` + f `(µ,η`) , (3)

where we defined the vector-valued mapping

η` := (η`i )
T : D → Rm, i = 1, . . . , ` , (4)

the reduced system matrix
A` := (a`ij) ∈ R`×`, a`ij = 〈Aψj ,ψi〉 , (5)
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and the ROM nonlinearities

f ` := (f `i )T : D → R`, f `i (µ,η) =

〈
b

µ,∑̀
j=1

ηjψj

 ,ψi

〉
. (6)

In the above, we denote by 〈·, ·〉 an inner product. The costs connected to the evaluation of the nonlinearities (6) are
mitigated via DEIM, see [3].
The continuity equation (1)2 is pressure free. Thus, the linearization and discretization of (1) on a finite volume mesh Ωh

with m cells leads to a saddle point problem,(
M NT

N 0

)(
Uh

ph

)
=

(
fh

0

)
, (7)

where we denoted the discrete representations of the considered functions by the superscript h. The matrix N ∈ Rm×3m

coincides with a discrete representation of the ∇ operator. The matrix M ∈ R3m×3m is slightly more difficult. The
Navier-Stokes equations for an incompressible isothermal flow are nonlinear. Hence, the nonlinear convective term
∇ · (U⊗U), needs to be linearized during the construction of the matrix M . If we apply the Newton linearization to
the nonlinear convective term,

∇·(Un ⊗Un) ≈ Uo·∇Un+Un·∇Uo =: P(Uo,Un), n . . . current time step/iteration, o . . . previous iteration , (8)

we can define a linear operator
M(Uo,Un) := ∇ · (ν∇Un) + P(Uo,Un) , (9)

and the matrix M is a discrete representation of the operatorM.
The matrices M and N are, as results of the FV discretization, large and sparse. The system (7) cannot be directly solved
by the available methods of numerical linear algebra [6, 7]. However, if one assumes the matrix M to be regular, it is
possible to explicitly express the velocity from the first row of the system (7) and to substitute for it in the second row.
Doing so, the following system for one unknown ph ∈ Rm is obtained

NM−1NTph = NM−1fh, Uh = M−1
(
fh −NTph

)
. (10)

Unfortunately, because M is a large sparse matrix, its inverse is usually not obtainable.
The issue of calculation of the inverse M−1 is mitigated by splitting the matrix M as M = D + L+ U , where D, L and
U are a diagonal, and lower and upper triangular matrix, respectively. The inverse M−1 is approximated as M−1 ≈ D−1

and the following iterations are constructed,

ND−1NTph,n = ND−1(fh − (U + L)Uh,o), Uh,n = D−1
(
fh − (U + L)Uh,o −NTph

)
(11)

The reduced order model generated from the solution to (1) computed by a SIMPLE-based OpenFOAM solver (e.g.
simpleFoam) must take into account the above outlined solution procedure. The natural variable for solution techniques
for the incompressible Navier-Stokes equations based on the solution of the system (11) is the pressure. Thus, it would
seem reasonable to base the reduced order model directly on the relations (11). We propose to rewrite the system (11)1 as

0 = A(µ)ph + b(µ, ph), A(µ) := ND−1NT, b(µ, ph) := ND−1(fh − (U + L)Uh) , (12)

where Uh is the solution for the velocity obtained from the SIMPLE iterations. The system (12) is in the form (3) and
can be processed by POD and DEIM.

Remark 1 The iterations (11) do not exactly correspond to the solution procedure applied in the OpenFOAM solvers.
For example, the influence of the mesh non-orthogonality on the solution procedure is not mentioned. Consequently,
the matrix A and vector b in (12) are not actually constructed via the given formulas. Instead, they are obtained from
fvm::laplacian(rAtU(), p) and fvc::div(phiHbyA), respectively. Still, the overal structure of A and b is
as described above.

To reduce the order of (12) via the proper orthogonal decomposition and the discrete empirical interpolation, we need to
have available the following data (full order system snapshots),

S =
{
phi := ph(µi),U

h
i := Uh(µi)

}n
i=1

. (13)

Note that the matrix A in (12) depends on the value of the parameter µ. Hence, only matrices A(µ) for µ ∈ {µi}ni=1

are available during the reduced order model construction. The matrix A(µ) for µ /∈ {µi}ni=1 has to be approximated
via interpolation. Let us denote [A]i the interpolated matrix. If the linear interpolation is applied to compute [A]i(µ),
then 〈[A]iψj ,ψi〉 = [〈Aψj ,ψi〉]i and it is possible to pre-compute the reduced system matrices during the reduced order
model construction.

Remark 2 The linear interpolation is used to evaluate [A`]i(µ) for µ /∈ {µi}ni=1. Let us order the values of µ at which
we saved the snapshots S as µ1 < µ2 < · · · < µn. Because of the applied linear interpolation, the generated reduced
order model can be used only for µ ∈ [µ1, µn].
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Optimal FOM snapshot selection

We study the dependence of the solution [U, p] to the system (1) on the parameter µ ∈ D ⊂ R. Let us assume that we
have a prepared reduced order model. Now, let us introduce µu, the vector of parameter values for which the full order
model was already evaluated. Mind that the current ROM is based on snapshots of the full order model solution computed
for µ ∈ µu. Let µ denote the vector of parameter values of interest for which the FOM was not yet evaluated. We want
to find the best possible µ̃ ∈ µ to include in µu. In other words, we seek such µ̃ ∈ µ that expansion of the current matrix
of snapshot by the FOM snapshot computed for µ̃ will improve the most possible the quality of the resulting ROM.
We propose to use the discretized continuity error and define a cost function

Scont =
∑
P∈Ωh

∣∣∣∣∣∣
∑
f

Φrom
f

∣∣∣∣∣∣ , Φrom
f = Sf ·Urom , (14)

where Sf is the face-area vector of the face f . Note that (14) corresponds to a sum of all the local continuity errors in the
finite volume mesh Ωh. Based on numerical experiments, we found that it is suitable to incorporate into the cost function
the distance of the current tested parameter to the nearest parameter already included in the snapshots. The modified cost
function is

Snn
cont = dqnnScont , (15)

where dnn marks the distance of the tested parameter µ̃ to its nearest neighbor in µu. The power q may be used to adjust
the importance of dnn for the final value of Snn

cont.
The next value of the parameter to evaluate the full order model for, µ̃ ∈ µ, can be found as,

µ̃ := argmax
µ∈µ

Scont(µ) or µ̃ := argmax
µ∈µ

Snn
cont(µ) (16)

The reduced order model may be used to predict the initial guess for p and U for SIMPLE iterations. The proposed
approach to the evaluation of a parametric study with ROM predictor is summarized in Algorithm 1.

Algorithm 1 Parametric study evaluation with POD-DEIM based predictor
Require: Vector of parameters of interest µ = [µ1, . . . , µd]

T, µ1 < µ2 < · · · < µd, target value of the cost function, εS
1: Evaluate FOM at µ1 and µd;
2: Set µu := [µ1, µd];
3: Set µ := µ\µu;
4: while µ 6= ∅ do
5: Construct ROM from snapshots available for µu;
6: for each µ ∈ µ do
7: Evaluate ROM at µ prom(µ) and Urom(µ);
8: Evaluate Scont(µ) from (14);
9: end for

10: if maxµ̃∈µ{Scont(µ̃)} < εS then BREAK; end if
11: Set µ̃ := argmaxµ̃∈µ{Scont(µ̃)};
12: Evaluate FOM at µ̃;
13: Set µu := [µu, µ̃];
14: Set µ := µ\{µ̃};
15: end while
16: for each µ ∈ µ do
17: Evaluate ROM at µ prom(µ) and Urom(µ);
18: Evaluate FOM at µ with prom(µ) and Urom(µ) as initial guess;
19: end for
20: return Parametric study of FOM

Numerical example

The proposed approach was tested on the cavity tutorial distributed with the core OpenFOAM installation [5].
The changed parameter was the flow Reynolds number Re, which was alternated via the changes in the viscosity of the
considered fluid. The tested Reynolds numbers ranged from 1 to 10000.
In Figure 1, we depict a comparison of the number of SIMPLE iterations needed to obtain a FOM solution with the
same level of accuracy. The compared cases are (i) a CFD simulation without any a-priori pressure and velocity fields
initialization, (ii) a simulation with the initial guess predicted by a ROM of dimension ` = 6 and the snapshots selected
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Figure 1: Comparison of the number of SIMPLE iterations needed for the simulation to converge from ROM predicted initial
guess of pressure and velocity fields and from a uniform fields initialization. The total number of SIMPLE iterations performed
is either 68677 or 99637 in the case of ROM predicted initial guess (it depends on the used cost function) and 126571 otherwise.

via Algorithm 1 and the cost function (14), and (iii) a simulation with the initial guess predicted by a ROM of dimension
` = 6 and the snapshots selected similarly as in (ii), but with the cost function (15).
As it may be seen from Figure 1, when the cost function Snn

cont was applied, we were able to achieve speed-up of almost
two. However, we would like to mention two things. First, the selected range of Reynolds numbers to be simulated is
rather large – the studied parameter changes by four orders of magnitude. For most of the practical applications, the range
of parameters of interest will be significantly more narrow and the results of the POD-DEIM predictor might be better.
Second, using the cost function Snn

cont defined by (15) instead of Scont introduced in (14) might seem beneficial from the
point of view of the final computation speed up. Nevertheless, it seems that the optimal value of the power q in (15)
is problem-dependent and we do not have any universally valid estimate for it. In practice, we are not interested in the
maximal possible speed up of the calculation but in the actual results of the parametric study. Hence, it does not make
much sense to find the optimal value of q for each studied case.
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This paper describes a methodology to formulate and solve an inlet velocity profile optimization problem to minimize
hydraulic turbine draft-tube losses. The proposed approach is based on the Mesh Adaptive Direct Search (MADS)
optimization algorithm coupled to an incompressible RANS CFD simulation, using OpenFOAM and the standardk − ǫ
turbulence model. Sample results for the Porjus U9 draft-tube are presented. The results show that the energy loss factor
was reduced by more than 60% in optimization cases compared with the best efficiency point found using a solid body
rotation test. These optimization results can be used as a design reference for turbine designers working on rehabilitation
projects of hydraulic power plants.

Introduction

Although global demand for renewable energy is growing steadily and hydropower plays a vital role in this growth, the
number of dams built annually tends to decrease. This contradiction has prompted engineers to find ways to extract more
energy from existing hydroelectric plants instead of building new ones. The rehabilitation of existing hydropower plants
- thus increasing energy production while extending their life - is becoming increasingly important. This work finds its
motivation in the needs of engineers for design tools adapted to the rehabilitation of the hydroelectric plants.
The hydraulic turbine is the central technological element involved in the conversion of hydraulic energy. Among the
different types of hydraulic turbines, the Kaplan turbine is the most widely used axial turbine in the world. This type of
turbine allows efficient hydropower generation in the case of high flow conditions and low head. The draft-tube is one
of the most important components of axial turbines. It converts the dynamic pressure of the flow into static pressure by
decelerating the flow before it returns into the downstream river. It accounts for 20% to 50% of the total energy that can be
recovered from a low-head power plant [1]. The performance of the draft-tube depends on speed distribution at the inlet
of the turbine and other factors such as cavitation, downstream water depth, turbine operating point, drag, detachments
and secondary flows. All of these factors depend not only on the geometrical shape of the draft-tube, but also strongly on
the design of the turbine runner.
In a project to rehabilitate a hydroelectric plant, the spiral casing and draft-tube are usually retained because they are part
of the dam and are usually constructed of concrete. Some components such as the generator, the guide vanes and the
runner are replaced. Therefore, installing a newly designed runner that better matches the existing draft-tube is the most
practical and effective way to improve the overall efficiency of power generation for the entire turbine.
Traditionally, to get the best fit between runner and draft-tube, tests on several models were conducted to check runner
designs. However, these model tests are very expensive, so that turbine designers can not explore the optimization space
in a thorough and systematic way. The final design of the turbine runner is therefore generally a practical design rather
than an optimal one.
Nowadays, with the rapid development of high-performance computing and high-fidelity CFD models, designers are
able to obtain accurate low-cost predictions about draft-tube flow and predict the performance of the draft-tube without
performing expensive tests. An improved design of the turbine runner, corresponding best to the existing draft-tube, can
thus be obtained on the basis of these new techniques. Previous results have shown that the replacement of the turbine
runner, achieved by modern technologies, while keeping other existing turbine structures, made it possible to increase the
power output of a hydroelectric plant by a factor that could reach from 10 to 30% [2, 3]. However, current studies on
the optimization of hydraulic turbines are still mainly focused on optimizing the shape of the turbine blade and geometric
optimization of the draft-tube, of which only future hydroelectric plants will benefit. More efforts should be devoted to
improving the design of hydraulic turbines for existing installations.
In a rehabilitation project, the first step is to determine what type of flow downstream of the turbine runner can reduce the
energy loss in the existing draft-tube and maximize its recovery efficiency. This analysis is also known as optimizing the
inlet speed profile for the draft-tube. The results of solving this optimization problem will be used as a design goal for the
new turbine runner.
In a recent study, Galván presented an optimization methodology for draft-tube inlet speed profiles based on an analytical
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specification of speed limit conditions at the inlet of a draft-tube cone [4],using a series of commercial softwares. The
present paper aims to improve the optimization methodology proposed by Galván, by integrating a more flexible method
of representation of the velocity profiles in order to widen the optimization space and by using a more efficient numerical
optimization algorithm to speed up the process. Instead of commercial software, this new optimization methodology is
implemented with open source counterparts to avoid costly licensing fees. Therefore, the optimization problem can be
solved on a larger scale and should be solved faster than before since the maximum number of simulation cases is no
longer limited by commercial software licenses.

Method

The flow inside a draft-tube is complex and involves large vortices, recirculation and detachment zones. The solution
presented in Fig. 1(left) is for the Porjus U9 draft-tube, which was experimentally and numerically investigated by Mulu
et al. [5], and to which the present flow simulations were compared. In order to minimize losses inside such a complex
system, the proposed methodology comprises three main components, namely 1) the inlet velocity profiles representation
model, 2) the evaluation of the draft-tube performance through CFD simulations, which was validated through comparison
with experimental results and 3) the optimization algorithm that modifies inlet velocity to minimize flow losses in the
draft-tube. This global process is illustrated in Fig. 1(right), and each component is described below.

Figure 1: Draft-tube geometry and flow (left) and global optimization process (right)

Velocity Profile Representation

The three-dimensional velocity is represented in a cylindrical coordinate frame, as shown in Fig. 2(left). A typical inlet
velocity profile consists of 3 different segments, namely the main profile segment, the inner boundary layer, near the
runner hub, and the outer boundary layer, near the draft-tube cone. The main segment is defined as an cubic hermite
curve controlled by a sequence of interpolated points. The axial velocity is controlled by five points and the tangential
velocity controlled by four points, distributed uniformly along the radius. To reduce the number of free parameters, only
y coordinates of the control points are considered as free, thex coordinates being fixed, as illustrated in Fig. 2(right). The
radial velocity is given by the following equation:

Vr = Va · sin(Θ(r)), (1)

whereΘ(r) is the linear combination of the inner hub angle and draft-tube cone opening angle. When the inner hub
presence is not considered, the center angle is zero. Both the inner boundary layer segment, near the hub (when present),
and the outer boundary layer segment, near the draft-tube wall, are controlled through an analytical power law with a1/7
exponent. Boundary layer thickness is fixed explicitly in accordance with flow Reynolds number.

Flow simulations

The Navier-Stokes equations for a Reynolds-averaged incompressible flow is solved with the standard k-ǫ turbulence
model, using the simpleFoam flow solver. While the inlet velocity boundary conditions are directly determined through
the optimization process, all other boundary conditions are fixed and defined as follows: on walls, no-slip conditions are
imposed for velocity, zero-gradient is imposed for pressure and evolutionary wall functions are used for both turbulent
kinetic energy and turbulent energy dissipation. At the inlet, a zero-gradient is imposed for pressure, a 5% turbulence
intensity is used to compute turbulent kinetic energy and a mixing length of8, 22× 10−4m is used to compute turbulent
energy dissipation. At the outlet, a fixed pressure average is imposed, and zero-gradients for all other variables.
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Figure 2: Velocity components in cylindrical coordinates (left) and profilerepresentation (right)

This numerical problem definition allows computing energy losses through the draft-tube, according to the following
equation:

ζ =
1

Ain

∫
in
PtdA−

1

Aout

∫
out

PtdA

1

2
ρ( Q

Ain

)2
(2)

wherePt represents the total pressure across the inletAin and outletAout sections,ρ is the fluid density andQ is the
mass flow rate. The energy lossζ is the objective function that is minimized by the optimization algorithm.
To speed up computations, two criteria are used to determine convergence of the simulations. First, a criterion on pressure
and velocity residuals is verified, and second, the energy loss factor must be stabilized.

Optimization algorithm

The optimization algorithm selected in this work is the Mesh Adaptive Direct Search (MADS) algorithm, implemented
in the NOMAD open-source software [6]. This algorithm is a generalization of the Generalized Pattern Search (GPS)
approach [7], which is a popular gradient-free optimization method that combines a global search step with local polling
to refine good candidates and efficiently reach an optimum.
Several parallelization approaches may be used with NOMAD. In the present work, block evaluation mode has been used,
where NOMAD executes sequentially, and generates several sets of design variables that can be simultaneously evaluated
(see Fig. 3), thereby providing several simultaneous evaluations of the objective function. This execution mode allows
taking full advantage of parallelization capacities of the function evaluations, which, in the present case, are performed
through OpenFOAM simulations.

Figure 3: Optimization problem parallelization approach using NOMAD

Optimi zation results

Several verification and validation cases have been performed to assess the quality of flow solutions and convergenceof the
optimization algorithm. We only present here a sample of the optimization results obtained for the Porjus U9 test case. A
preliminary optimization step consisted in determining an optimal inlet boundary condition based on a solid body rotation
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profile. This initial profile, illustrated in Fig. 2(right) yielded an energyrecovery factor of 0,1585, which constitutes an
initial loss reference to compare the optimization results with. Figure 4 illustrates the computational mesh used (top left)
and the pressure distribution across the domain (bottom left) for the optimal inlet boundary condition reached, which is
illustrated in Fig. 4(right). The energy recovery factor for this optimal profile is 0,0565, which is a 64.3% reduction of
draft-tube losses.

Figure 4: Draft-tube mesh (top-left), optimal pressure field (bottom-left)and optimal velocity profile (right)

Conclusion

This paper has presented a methodology to formulate and solve an inlet velocity profile optimization problem to
minimize hydraulic turbine draft-tube losses. The proposed approach, based on the Mesh Adaptive Direct Search (MADS)
optimization algorithm coupled to an incompressible RANS CFD simulation, uses OpenFOAM and the standardk − ǫ
turbulence model. The methodology was tested on several test cases, and results are presented for one condition of the
Porjus U9 draft-tube. The results show that the energy loss factor was reduced by more than 60% in optimization cases
compared with the best efficiency point found using a solid body rotation test. These optimization results can be used as
a design reference for turbine designers working on rehabilitation projects of hydraulic power plants.
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With the growth in computing power of computers and the advances in computational techniques, computational fluid 

dynamics (CFD) has become an invaluable tool for ship hull form optimization design. However, in the process of ship 

optimization design, the number of objective function (certain hydrodynamic performances to be improved) evaluations 

using high-fidelity numerical analysis solvers, is enormous but severely limited by computational time and cost, even 

with the aid of supercomputers. One alternative is to construct surrogate models based on finite sample points instead of 

direct numerical evaluations one by one [1]. In this paper, The Efficient Global Optimization method (EGO) is used in 

ship optimization design based on our in-house solver OPTShip-SJTU. It is a sequential design of experiments aiming 

at gaining as much information as possible from as few sample points as possible by a skillful choice of adding new 

sample points in a sequential way  

Approach 

In classical ship optimization design [2-4], the surrogate model may need a bigger design of experiments like a space 

filling design or the like, directly evaluated by experiments of numerical simulations. The results would be evaluated by 

means of a regression model (such as Kriging model), estimating the unknown points in the design space. Finally, the 

optimal solution would be determined regarding the surrogate model. Unfortunately, this procedure has at least two 

significant drawbacks: the time for carrying-out of many experiments and the need to repeat the whole procedure in 

case of a poor fit to sample data. 

The EGO method mentioned herein is a Kriging-based global optimization method considering the uncertainty of the 

surrogate prediction [5, 6] The key to the EGO method lies in balancing the need to fully exploit the surrogate model 

(by sampling where it is minimized) with the need to improve the accuracy of surrogate model (by sampling where 

prediction error may be high). The concept is expressed in the infill criterion of Expected Improvement (EI). The EI of 

optimization problem can be calculated as: 

     min min min
ˆ ˆ ˆ( ) ( ) ( ) / ( ) /E I x f y f y s s f y s            (1) 

Where minf
is the minimum value among n sampled values,  and  being the standard distribution and normal

density, respectively, ŷ  the prediction of surrogate model, and s  the root mean squared error of the surrogate

prediction 

A simple flow chart of the EGO method applied for a simple mathematical function is shown in Fig. 1. The EGO 

method is added to our in-house solver OPTShip-SJTU for ship optimization design based on CFD. 

Figure 1: The flow chart of efficient global optimization: on the left, the steps are briefly described; on the right, an example 

is given (predetermined design points as red dots, the added new points as green squares and the next new point as a blue 

triangle). 
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In this paper, two optimization cases of Wigley and KCS ship model sailing in calm water are studied. One is ship hull 

form optimization of Wigley with the minimum wave-making resistance, while the other one is ship hull form 

optimization of KCS with the minimum total resistance. The EGO method also starts with an initial ship design which 

is evaluated directly by the CFD simulation[7]. The classical Kriging surrogate model is then established. The 

resistance of any new ship on the optimization process is analyzed by means of Kriging model, instead of a CFD-based 

simulation. A new design sample point is found through optimizing an infill criterion based on the surrogate model. 

This new design point is the next new ship directly evaluated by CFD method. The surrogate model will be rebuilt by 

the total sample points. This step of model reconstruction and generation of additional new design point is not iterated 

until a stop criterion is fulfilled. 

Results 

Figure 2: The control points distributed on Wigley hull by RBF method 

At the early stage of optimization design, 35 sample points are spread over the design space and selected by Optimal 

Latin Hypercube Sampling (OLHS) to obtain a Kriging model. The wave-making resistance coefficients of 35 sample 

hull form and additional sample points are all evaluated using a potential flow theory, Neumann-Michell method [8]. 

After EGO search, the total number of sample points reached 45 after adding 10 more sample points. The objective 

function converges to the minimum value, 1.046E-03, a larger reduction of 18.46% than the initial value. Details are 

shown in Fig. 3-6. 

Figure 3: The initial sample hulls and the additional new hulls used in the EGO method 

Figure 4: Comparisons of the body lines between the 

initial and optimal ships 

Figure 5: Comparison of free surface elevation between 

the initial and optimal ships 
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Figure 6: Comparison of pressure distribution between the initial and optimal hulls 

The second design problem is to minimize the total resistance of KCS at the design speed. The Free-form Deformation 

(FFD) method (Thomas W. S. et al.,1986) is applied to modify ship hull form locally. In this study, a total of 5 design 

variables are used to define the modification of ship hull form. Originally, the total resistance of 30 sample ships are 

evaluated using a RANS-based CFD method. The objective function 
Rt  is transformed to the corresponding EI to find 

the global optimum point robustly. By the EGO iterative approach with 10 added new sample ships, not only is the 

accuracy of the Kriging model improved but also the optimal solution is obtained. In this case, the total resistance 

reduces by about 4%. The differences of the initial and optimal ships are shown in Fig.7-9 from different point of view. 

Figure 7: Comparison of the body lines of the initial and 

optimal hull forms 

Figure 8: Contour plot of the pressure distribution of the 

initial and the optimal hull forms (Fr=0.26) 

Figure 9: Contour plot of the wave patterns of the initial and the optimal hull forms (Fr=0.26) 
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Introduction

Design optimisation often requires optimising multiple (and often conflicting) objectives simultaneously. As an
example, a heat exchanger design will attempt to maximise the heat transfer while minimising the pressure drop across
the system. In such cases there will be a range of solutions, the Pareto set, which represents a trade-off between the
design objectives. Genetic Algorithms perform well in exploring the design space and determining the Pareto set,
but typically require thousands of function evaluations, which is impractical with CFD even with modern computing
power. An alternative is to use Bayesian Optimisation methods which iteratively seek to improve an approximation of
the cost function for the system. Bayesian optimisation operates on two functions, an Objective function which is the
approximation to the true cost function, and an Acquisition function which identifies the best location for the next sample.
Note that this is not necessarily at the optimum solution but may indicate a location in parameter space to investigate to
improve the overall quality of the objective function. Bayesian optimisation has been proved to be an effective approach to
find optimal solutions with the minimum number of direct evaluations of the (expensive) cost function [1], which makes
it an ideal choice to use with CFD.

Integration with OpenFOAM

In this work, we demonstrate the application of Bayesian methods to the optimisation of real engineering problems.
We have developed a general Machine Learning Optimisation framework in Python with a link to use OpenFOAM through
the PyFoam library as the CFD engine (other CFD packages could also be used). On the Optimisation side, we have
implemented Genetic Algorithm and Bayesian Optimisation methods in Python into this framework.
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Figure 1: Left; Pareto front for heat exchanger problem. Right; Optimised (non-dominated) solution

Industrial applications

The Bayesian Optimisation algorithms have been applied to a range of including heat exchangers, draft tubes and
vortex separators. The heat exchanger case is a 2d heat transfer problem at Re = 100, with position and size of the
tube surfaces varied through the use of Chebyshev polynomial functions. The problem involves two separate, competing
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objectives; enhancing heat transfer from the tubes involves increasing the contact area and slowing the flow; whilst
reducing the pressure drop would require the exact opposite. The problem has been optimised using both GA and Bayesian
approaches, generating a clear Pareto front; a non-dominated solution example is shown in figure 1.

The draft tube is a standard CFD optimisation problem with significant industrial interest. Hydroelectric power
generation involves supplying water at high pressure head to a turbine; the water leaving the turbine is then directed
through the draft tube back to the natural environment (a river or lake). Optimising the system involves minimising the
pressure at the exit from the turbine/entry to the draft tube. The basic geometry (figure 2) known as the Hölleforsen
draft tube was originally used for an ERCOFTAC workshop [2] on modelling and optimisation, and has been extensively
studied since [3, 4, 5]; there is therefore an extensive literature of experimental and computational results to validate the
basic CFD simulations against, as well as a great deal of literature on optimising the design. The problem is complicated
by being fully 3d and by the swirling motion at the inlet (from the upstream Kaplan turbine) which has to be included
for full acuracy. We have validated our modelling on the base case (figure 2) and then used Bayesian optimisation to find
optimal solutions for this important test case.

The third example is an actual industrial problem provided by Hydro International; a Vortex Separator for wastewater
treatment. Vortex separators use conical plates to encourage the formation of a vortex in the tank; particles in the flow
interact with the plate boundary layers and drop out of suspension, collecting at the base of the tank for removal; whilst
the cleaned water is removed at the top of the tank. This is the most challenging of the three examples as it involves
a 2-stage simulation process, with an initial single phase flow simulation using simpleFoam to determine the system
hydrodynamics followed by particle tracking to determine the separation. The simulations for this have been validated for
the existing geometry and Bayesian optimisation used to determine an optimal design for the plates.
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Figure 2: Hölleforsen draft tube; original geometry. Left; streamlines for flow. Right; validation of pressure coefficient along
underside of the draft tube.

Mesh optimisation

Development of a high quality mesh is obviously of critical importance for any CFD simulation. However this is a
very challenging problem which typically absorbs most of the human effort in developing a CFD model of a problem.
This is even true for automated meshers such as snappyHexMesh or cfMesh which have input parameters controlling
the meshing process whose values have to be set, typically through trial and error. This has all the hallmarks of an
optimisation problem with several input parameters (the mesher settings) and a limited number of mesh quality parameters
such as skewness to be optimised. This problem has been investigated using Genetic Algorithms [6]; here we apply our
Bayesian Optimisation techniques to mesh a swirl flow separator using cfMesh.

Conclusions

Evolutionary algorithms have benefits for optimisation including their relative simplicity (there is no need to evaluate
function derivatives as there is for Adjoint Optimisation) and the fact that they explore the whole of parameter space and

398



The 13th OpenFOAM Workshop (OFW13), June 24-29, 2018, Shanghai, China

reliably identify global optima. However they require the evaluation of 10’s of thousands of variants of the design, and
this can be prohibitively expensive if each of these evaluations requires a full CFD simulation. Bayesian optimisation
iterates improvements in an Objective function which is an approximation to the true cost function, and for which the
optimal solution(s) can be found relatively cheaply and easily. This represents a cost-effective optimisation process based
on CFD which can realistically be applied to real, complex engineering problems. We have developed a machine learning
library in Python for optimisation of flow problems using CFD which integrates well with OpenFOAM; and demonstrate
its utility by applying this to optimise three different industrial flow problems. We have also applied the same strategy to
optimise the construction of a mesh for a vortex flow separator.
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Introduction 
In the ship design process, hull form design is of vital importance. In recent years, with the huge development of 
computer technology and calculation theories, the Simulation-Based-Design (SBD) technology is becoming possible 
rather than empirical or semi-empirical formulas. It is a new design way which integrates hull form transformation 
method, optimization technology and numerical simulation module.  
If we consider viscosity, Navier-Stokes equations are the fundamental equations to solve using numerical methods. 
OpenFOAM is the leading free, open source software for computational fluid dynamics (CFD) including a lot of 
standard solvers, for example, pimpleDyMFoam solver is a transient solver for incompressible, turbulent flow of 
Newtonian fluids on a moving mesh while interDyMFoam solver is a solver for 2 incompressible, isothermal 
immiscible fluids using a VOF (volume of fluid) phase-fraction based interface capturing approach [1]. 
In this study, we focus on the resistance and propulsion performances of the hull. Although we can simulate the new 
hulls sailing in calm water including free surface using interDyMFoam solver, we finally decide to use 
pimpleDyMFoam solver and double model instead of the whole ship model. The reasons are as follows: One is that the 
wave-making resistance represents too small a percentage of the total resistance when the Froude number is small, the 
other is that the propeller disk has a relatively big distance to the still water level, so the wake field cannot be much 
affected by the free surface. As a result, it can save most of computational time with relatively high fidelity. 
Furthermore, in order to do the efficient optimization, one method is to construct a relatively simple surrogate model 
instead of the simulations of a large number of sample points to find the relationship, which is often with strong 
nonlinearity, between the design variables (input) and the objective functions (output). The model requires very little 
time to evaluate the objective function. The most widely used surrogate models are the polynomial-based models: the 
response surface model and the Kriging model. 
In this paper, the Japan Bulk Carrier (JBC) is considered as the initial hull. The hull form can be globally or locally 
deformed while the wetted surface area and displacement are constrained within a certain range. A practical 
hydrodynamic optimization tool OPTShip-SJTU [2] are applied for the hull form optimization. Here, the free-form 
deformation (FFD) method and shifting method are used as parametric hull surface modification techniques in order to 
generate a series of hull forms subjected to geometric constraints. The parameters of the sample deformed hull forms 
are generated by the OLHS approach and their hydrodynamic performances are calculated by pimpleDyMFoam solver.  
Hull form optimization is comprehensive technology. The OPTShip-SJTU solver is a self-developed tool based on C++ 
language for the ship hull form optimization, which has obtained national software copyright. The framework of 
OPTShip-SJTU is shown in Figure 1. 
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Figure 1: Framework diagram of OPTShip-SJTU 
Optimization methods 
Ship hull form transformation module is a bridge connecting ship performance evaluation module and optimization 
module. Once a series of design variables values are selected, ship transformation module needs to make rapid response 
to the certain set of design variables, that is, to modify the initial model to the new ones, and send them to the ship 
hydrodynamic performance evaluation module. The free form deformation method is proposed by Sederberg and Parry 
[3] that has been widely used in various fields including hull geometry reconstruction and other transportation tools. By 
changing the location of the control points, different new meshes of the hulls can be obtained easily. Furthermore, the 
shifting method can be applied to the global transformation of the hull form. 
Hydrodynamic Performance Evaluation 
Taking the initial hull as an example, the transformed hulls are evaluated similarly. 
For pre-processing involving mesh generation, we use the utility blockMesh, supplied in OpenFOAM, to generate a 
rectangular background mesh for a cubic domain. In this study, it was set to 4 0 0- , ,wl wl wl wlL x L y L L z       , 

and the origin of the region is at the intersect of the still water level, central longitudinal section, and the bow part of the 
hull. Furthermore, and numbers of cells in each direction is (nx, ny, nz) = (42,9,30). Then, we can use snappyHexMesh 
utility to do the ‘castellatedMesh’, ‘snap’, and ‘addLayers’ steps. 
The boundary condition settings, calculation region and mesh are shown below. 

Table 1: Boundary conditions of the case 

Boundary Velocity Pressure 
inlet fixedValue zeroGradient 

outlet zeroGradient fixedValue 

left symmetryPlane symmetryPlane

right fixedValue slip 

top symmetryPlane symmetryPlane

bottom fixedValue slip 

hull fixedValue zeroGradient 

inlet

top

bottom

outlet

left

right hull

Figure 2: Calculation region of the case                                       Figure 3: Mesh around the hull of the case 
Surrogate Model Construction 
As a kind of regression model, Kriging model is able to exploit the spatial correlation of data in order to predict the 
shape of the objective function based only on limited information. [4] Kriging exploits the spatial correlation of data in 
order to build interpolation; therefore, the correlation function is a critical element. The accuracy of the prediction value 
largely depends on the distance from sample points. 
Optimization Method 
At the stage of computing optimization, we first select 50 sample points in the design space by Optimal Latin 
Hypercube Sampling method (OLHS) design [5], and use the Kriging model instead of huge numerical calculation to 
make quick evaluations. Finally, the genetic algorithm NSGA-II [6] is selected as the optimization method, and after 
300×200 individual evolutions, the ideal optimal hull forms can be obtained.  
Objective Function 
The optimization problem in this paper takes the JBC as the initial ship, which has the ship main dimensions of 
Lwl=7.125m, B=1.125m, D=0.625m, T=0.4125m in model scale, and the model can be seen in Figure 4. 

Figure 4: Ship hull form of JBC 
In this study, the objective functions are shown below, 

min tF  (1) 
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where Ft is the total resistance of the hull without considering free surface, and w is the normalized standard deviation 
of the velocity distribution in direction x at the propeller disk. 
Design Variables 
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Optimization variables are used to control the free variation of the ship form in the design space. Ship transformation 
method in this paper is FFD and shifting method, involving one lattice (shown in Figure 5) at the bulbous bow. Red 
points are movable while green points are fixed. 
Five optimization design variables, including alpha1, alpha2, X1, Y1, Z1, are summed up. The first 2 variables are for 
the shifting method, and the latter three control the change of the bulbous bow surface in three directions: x, y and z. In 
order to ensure that the hull form is within a reasonable range, the range of the design variables is specified in Table 2. 
For instance, if X1=+0.005, then all the red points in Figure 5(a) move along the x-axis with a distance of +0.005m at 
the same time. 

Table 2: The range of the 5 variables 

Method Variables Min Max 
Shifting 
method 

alpha1 0 0.06 
alpha2 0 0.06 

FFD 
method 

X1 -0.01 0.01 
Y1 -0.01 0.001 
Z1 -0.005 0.005 

(a)bow-x direction        (b) bow-y direction       (c) bow-z direction 
Figure 5: Schematic diagram of FFD method (Lattice and layout of control points) 

Optimization result and analysis 
We can finally use NSGA-II to get the Pareto front shown in Figure 6 and the corresponding values of the design 
variables are shown in Table 3. 

Figure 6: Pareto front of the optimization problem 
Table 3: The comparisons of the design variables and the objective functions of initial and optimal hulls 

Ship alpha1 alpha2 X1 Y1 Z1 Ft/N w △Ft/% △w/% 
initial 0 0 0 0 0 16.4819 0.1660 0 0 

opt1 0.0348 0.0600 -0.0023 -0.0003 -0.0007 14.2856 0.1999 -13.33% 20.39% 

opt2 0.0547 0.0246 -0.0067 -0.0045 -0.0017 15.1159 0.1746 -8.29% 5.16% 

opt3 0.0066 0.0008 -0.0100 0.0079 0.0032 16.0953 0.1519 -2.35% -8.52% 
The hull lines comparisons are shown in Figure 7. We can see from Figure 7 that the bulbous of the optimal hulls are 
fatter in the y direction than the initial one, and the fore part after the bulbous and also stern parts of the optimal hulls 
are a bit thinner than the initial one. 

402



The 13th OpenFOAM Workshop (OFW13), June 24-29, 2018, Shanghai, China 

Figure 7: Hull line comparisons 
We might as well compare the initial and some certain hull forms through their pressure and wake field information. 

(a)                                                                            (b) 
         Figure 8: Pressure distribution comparisons                                Figure 9: Wake field comparisons 

Seen from Figure 8, the fore part of the optimal hull Opt1 has smaller high pressure and low pressure regions, which 
results in the lower resistance.  
We can also know from Figure 9 that the velocity distribution in direction x at the propeller disk of the optimal hull 
Opt3 is more uniform than that of the initial one, which is good for the propulsion performance.  
Conclusions 
In this paper, the JBC is considered as the parent ship. The hull form can be globally and locally deformed while the 
wetted surface area and displacement are constrained within a certain range. Kriging approximate model is constructed 
which can reduce the computational cost. Finally, the multi-objective genetic algorithm is taken as the optimization 
technique leading to the optimal hull forms which have better resistance and propulsion performances.  
The whole optimization process is implemented based on OpenFOAM and in-house optimization solver OPTShip-
SJTU. It turns out that it’s convenient to use OpenFOAM to consider the hydrodynamic performances of the ship in the 
design period and OPTShip-SJTU has practical applications in the aspect of the optimization of ship hydrodynamic 
performances.  
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Sunway TaihuLight is the world’s first supercomputer with peak performance over 100PFlop/s. It was composed with 

over 40K “SW26010” chips. “SW26010” is a novel architected many-core processor, with 4 managing cores (MPE) and 

256 computing cores (CPE) all integrated on a single chip. OpenFOAM is one of the most popular open CFD softwares, 

but written with millions C++ lines and based on an unstructured mesh and data layout. Transplanting and Optimizing 

OpenFOAM on Sunway TaihuLight was necessarily valuable and challengeable. 

The present work reports the porting and comprehensive optimization of OpenFOAM on the Sunway TaihuLight 

supercomputer. The most important problem while transplanting is that the “wmake” build tool was found to some extent 

only suitable for shared-library type compiling. Since it is more reliable on Sunway system using static-library type 

building, a script-based archiving method was used to enable static library support. The optimizations were carried out 

from two levels – the process level using MPI and the sub-process level many-core parallelization, in which architecture 

aware acceleration technics, problem oriented strategies, as well as algorithm upgrades were involved.  

Figure 1: The test case 

A wind field, with an about 30 km × 30 km square terrain and an about 7.5 km vertical height to the 

atmosphere, was under consideration. The domain was discretized with about 50 million unstructured 

mesh (left). A steady velocity and pressure distribution is to be calculated (right). 

Table 1: Test case solving setup 

Governing equation Incompressible Navier-Stokes 

Algorithm SIMPLE family 

Variables ux, uy, uz, p 

Orthogonality correction number 1 

Velocity equation solver ILU preconditioned PBiCG 

Pressure equation solver GAMG with Gauss smoother 

Turbulence model k-epsilon 

The case used for performance test was a wind field shown as Figure 1, and the key solving configurations were listed in 

Table 1. Boundary conditions are obtained from meteorological observations and weather simulations in real applications. 

Figure 2 shows the main measures taken in optimization, and corresponding accumulated effects. First, a problem 

oriented mesh partition was implemented in place of the default “scotch” partition method for unstructured meshes. Then, 

in order to achieving more efficient memory access, the whole-chip memory was disabled after getting rid of data 

gathering to main process by post-processing function objects. Manual caching with pre-calculated array stamps was used 

in the flux and source term computations in the finite volume discretization and the algebra equation formations. For the 
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sparse matrix-vector multiplication (SpMV) kernel “Amul” and “ATmul”, matrix reordering strategies was taken to 

reduce the random data fetching. Despite the flux and matrix related calculations, there are still a large number of vector 

operations along the execution process. Manual coding respectively would be time consuming and prone to bugs. A series 

of vector acceleration interfaces were developed, with which a single vector kernel can be accelerated by no more than 

several dozens of lines, about 10 to 100 times less than respective coding. Apart from accelerations and optimizations on 

codes itself, algorithms for linear system solver were also upgraded. In the “GAMG” solver of OpenFOAM, the Gauss 

iteration is mostly used for smoothing, and the ILU preconditioner is frequently adopted together with the “PBiCG” solver. 

However, Gauss iteration and ILU are algorithmically of a limited degree of parallelism. By extending a new Chebyshev 

smoother and matching a diagonal preconditioner to a new stabilized conjugate gradient (CG) solver, the degree of 

parallelism was released with little overhead and similar convergence.  

Figure 2: The overall speedup 

The speedup is observed in steady wind field case, configured with 50 million unstructured mesh, 

using 256 core groups on Sunway TaihuLight. Detailed case setups can be found in Table 1. The 

pillars illustrate the “Execution Time” reported by OpenFOAM after 40 SIMPLE iterations. 

Effects are accumulated. The solid line shows the speedup converted from the “Execution Time” 

result. 

Finally upto 3.55 times’ overall speed up was achieved compared to the original version. The performance per one core 

group on Sunway - there are 4 core groups on a single SW26010 processor - is about 1.18 times of that on a prevailing 

Intel x86 core at present state. CFD simulations with OpenFOAM are now routines on Sunway system, helping best-in-

class companies select wind fun location and predict wind power generation. 
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For a general CFD simulation with moving boundaries, the mesh deformation procedure could be logically divided into 
two steps. In the first step, the deformation of the mesh on the surface is performed based on a predefined equation or 
coupled iterative calculations. In the second step, the volume mesh is deformed to coordinate with the surface mesh using 
a specific method. The radial basis function(RBF) based mesh deformation is a point-by-point mesh movement scheme, 
which interpolates the displacement of the surface mesh to all the nodes of the flow mesh. The whole mesh points could be 
grouped into three categories: moving boundary points(xm), static boundary points(xs) and internal points(xin). Based  on 
a given basis function, the motion of any of these points could be calculated by: 

   
1

bN

j j
j

s x x x 


  (1)

where xbj is the coordinate of the jthboundary point, φ is the radial basis function as function of the Euclidean distance 
x , Nb is the number of the boundary points and λj is the weight coefficients. The conventional RBF mesh deformation 

would use all the boundary points to calculate the weight coefficients, which results in an interpolation scale of 3
bN . 

During the interpolation for the motion of the internal points, a time scale of in bN N  (Nin is the number of internal 
points) is introduced. Considering the whole mesh deformation procedure, it may be observed that the number of the 
boundary points Nb is the dominant factor in the cost of the method. Therefore, for large-scale 3D simulations with 
complex moving boundaries, Nb may reach to a very high value, which will result in a huge RBF system to be solved. 
In addition, if the mesh deformation is performed at each time step, the computational cost will be unacceptable. 

An effective solution is to select a reduced subset from the boundary points to represent the surface meshes. These 
selected points, labeled as control points(xc), then could be used instead to interpolating the motion of the internal points. 
Then new problems arises: how many control points should be selected and how to determine them. An ideal criterion  is 
that the selected control points should be the minimum subset which could represent the geometry and motion of the 
boundary to a given degree of accuracy. This means Nc (number of the control points) should not be too large, which 
would influence the efficiency of the computation, nor too small, which might reduce the accuracy of the interpolation. 
Considering this appealing criterion, a real surface error based greedy algorithm is proposed by Rendall and Allen and the 
detailed procedure could refer to [1]. 

Figure 1: Illustration for the curve fitting. Figure 2: Distributions of the normalized boundary error when 
(a) Nc = 10 and (b) Nc = 11. 

From the results discussed by Rendall and Allen, the greedy algorithm could effectively reduce the number of 
boundary points used to interpolating the motion of the volume mesh. But the time cost is reasonable only when the 
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final value of Nc is smaller than 400. The grey curve in Fig. 5 shows the time cost of the original greedy algorithm as a
function of Nc. We could see the cost is in an exponential growth when Nc increases. Especially when Nc is larger than
1, 000, it will take several hours for the point selection procedure, which is unacceptable even for cases that only perform
the greedy procedure once at the beginning. Consequently for large-scale 3D simulations with complex deformations,
when the required Nc is large, the greedy procedure will become a bottleneck for the mesh deformation. To accelerate
this procedure, a multi-selection method and a hybrid decomposition parallel algorithm are proposed and implemented
respectively in OpenFOAM.

In the original greedy algorithm, only one point is added to the subset at each loop step, which will then lead to an
inefficiency problem. It is easy to imagine that if multiple points are selected at each step, the loop times should be reduced
accordingly. The abstract of the greedy algorithm is to select a small subset to represent a large data set, which is similar
to the idea of curve fitting. As illustrated in Fig. 1, f(x) is a curve with 9 peaks or valleys(red points), f∗(x) is the fitting
curve, g(x) represents |f(x)− f∗(x)|. It is obvious that for f∗(x), the fastest way to approaching to f(x) is to select the
9 feature points as its sample data and currently 4 of them have already been included. For the remaining 5 unselected
points, we could see they are generally located in the similar positions(x axis) as the points of g(x) that contain the largest
local maximum values(except for the far left one). That is to say, the largest local maximums of g(x) are probably(not
absolutely) corresponding to the feature points. As an analogy, we could take the actual boundary displacements as f(x),
the interpolated displacements as f∗(x) and the displacement errors as g(x). Thus, in a similar way, the points that contain
the local maximum errors may correspond to the feature points to be selected. To validate this idea, the distributions of
the surface error withNc = 10 andNc = 11 is plotted in Fig. 2. It could be clearly noted there are several local maximum
errors scattered on the surface. This demonstrates that we could select multiple points that contain the local maximum
errors at each step in the greedy algorithm.

Algorithm 1 The multi-selection greedy algorithm

Require: xb,∆xb, ξtol
Ensure: xc,∆xc

1: neighbors[][] = ConstructBdyNeib(xb)
2: xc = xb[0] ∆xc = ∆xb[0]
3: repeat
4: εpre =‖ ε ‖2 / ‖ ∆xb ‖2
5: λc = Φ−1

c,c∆xc

6: ∆x∗
b = Φb,cλc

7: ε = ∆x∗
b −∆xb

8: εcur =‖ ε ‖2 / ‖ ∆xb ‖2
9: εmxm[] = 0 indicesmxm[] = 0

10: for i = 0 to Nb − 1 do
11: if ‖ ε[i] ‖>‖ ε[neighbors[i][0]] ‖ && ... && ‖ ε[i] ‖>‖ ε[neighbors[i][end]] ‖ then
12: εmxm = (εmxm, ε[i]) indicesmxm = (indicesmxm, i)
13: end if
14: end for
15: Select multiple control points based on εmxm and indicesmxm

16: until εcur < ξtol

Based on the above idea, we have proposed a multi-selection greedy algorithm as presented in Algorithm 1. Step 1
is to construct a 2D array which contains the neighbors of each boundary point. After the initialization, the greedy loop
is performed from Step 3 to 16. In Steps 5-7, the boundary displacement errors are firstly calculated. Then a loop is
executed to calculate the local maximum errors in Steps 10-14. The arrays εmxm and indicesmxm respectively contain the
specific values and indices of current local maximum errors. In step 15, multiple points with local maximum errors will be
selected. A remaining question to consider is how many exactly control points should be selected. Here we implemented
tow different strategies. Strategy 1 is to select a constant number(Ncst) of control points at each loop step and Strategy 2
is an adaptive strategy based on the gradient of the error reduction. For either Strategy 1 or Strategy 2, multiple points
will be selected at each loop step, thus compared to the original greedy algorithm, Algorithm 1 is thought to have a faster
convergence speed.

The RBF mesh deformation with data reduction could be divided into two major steps: (1) Reduce the number of
control points by the greedy algorithm; (2) Interpolate the motion of the internal points based on the selected control
points. Our parallelization work is mainly focused on Φb,c(a matrix to calculate the interpolated displacements of
the boundary points) in the greedy procedure and Φin,c(a matrix to calculate the motion of the internal points) in the
interpolation procedure. At present, most CFD tools employ parallel algorithms based on the mesh decomposition. The
mesh points are decomposed into multiple parts at beginning of the simulation, and each processor reads a portion of the
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Figure 3: The hybrid decomposition parallel method.
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Figure 4: Computational mesh for the 3D undulating fish.

points and then begins the computation. In most cases the graph partition algorithm is used based on the relations between
mesh cells. Generally when the degree of parallelism is small, both the boundary points and the internal points could be
evenly allocated to each processor. However, when the degree of parallelism increases, it’s hard to ensure all processors
be allocated with the boundary points. This will then lead to a load imbalance problem.

To address the problem above, we proposed a hybrid decomposition parallel method as illustrated in Fig. 3. The
arrays of the coordinates of internal points and boundary points are separately colored by grey and blue. Firstly in the
mesh decomposition procedure, all the mesh points are allocated to n processors. We could see the boundary points are
unevenly distributed. Then in the following step, a boundary composition procedure is performed. All the processors
send their local arrays of the boundary points to a specific processor Pm. By assembling these scattered data, a global
array containing the coordinates of all the boundary points is constructed on Pm. At last in the boundary re-decomposition
procedure, Pm partitions the global array into n uniform portions and then evenly sends them to other processors according
to their ranks. Thus each processor will obtain a same-size portion of the boundary points and then could perform the
computations for Φb,c in parallel without any load imbalance.
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Figure 5: Greedy time cost vs. number of selected points.
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Figure 6: Speedup of 360× 103 and 106 cell meshes.

To assess the effectiveness and efficiency of our method, a 3D moving fish test case is considered. As illustrated in
Fig. 4, a fish with length L is undulating in the middle of a 20L× 5L× 5L cubic tank. In terms of the convergence speed,
Fig. 5 plots the greedy time as a function of the number of selected control points. We could see as Nc increases, the cost
of the original greedy method is in a very fast exponential growth. For our multi-selection method, using Strategy 1 with
Ncst = 3, the cost could obtain a reduction of more than 50%. Further more, using either Strategy 1 with Ncst = 10 or
Strategy 2, the cost could be reduced almost to a linear growth. This verifies the high efficiency of our multi-selection
method. Comparison of Strategy 2 applied on different meshes is illustrated in Fig. 6. It can be seen that the speedup
of Strategy 2 is mesh independent. For both two meshes, as the number of selected points increases, the speedup will
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c,c 

c,c 

accordingly grow up and gradually approach to a limit value. Fig. 8 illustrates with contours the manner in which the 
surface errors decay as more points are added using Strategy 2. Typically, it is possible to achieve maximum errors less 
than 0.025% of the undulating amplitude(0.125L) with 683 control points on the 106 cell meshes. 

Figure 7: Time Cost versus degree of parallelism for each part of the RBF mesh deformation using the original greedy 
method(left columns) and the multi-selection greedy method(right columns) on the 106 cell mesh with error tolerance of 1e−4. 

The time cost of each part of the RBF based mesh deformation procedure on the 106 cell mesh is illustrated against 
the degree of parallelism in Fig. 7. For the greedy procedure, the cost is reduced completely due to the reduction of Φb,c, 
while Φ−1(a matrix calculation that could not be parallelized) remains unchanged at all parallelism. In addition, as the 
parallelism increases, the communication cost will increase and thus lead to a decrease of the parallel efficiency. Similarly 
for the interpolation procedure, the cost is reduced completely due to the reduction of Φin,c and Φ−1 also remains the 
same at all parallelism. As shown in Fig. 9, the total speedup of Strategy 2 for both meshes is illustrated against the degree 
of parallelism. The parallel speedup using the original greedy algorithm is also plotted as a comparison. We could see 
using our multi-selection method at parallelism of 72, a total speedup near to 12 and 20 will be obtained respectively for 
the 360 × 103 cell mesh and the 106 cell mesh at last. 
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Figure 8: Evolution of the surface errors on the 106 cell mesh. 

 
1 0 

O   r i g  i n  a  l ,  3 6 
8 O   r i g  i n  a  l ,  1 0 

S  t r a  t e  g  y   2 , 
6 

S  t r a  t e  g  y   2 , 

4 

2 

0 
0 1  2   2  4   3  6   4  8   6  0   7  2   8  4   9  6  1  0  81    2  01    3  21  4 

C   o  r e s 

Figure 9: Total speedup vs. degree of parallelism. 
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The most important parameter for sloshing impact load assessment is impact pressure on the tank wall. Since analytically 

predicted tank wall pressures were not acceptable to large amplitude sloshing, scale model experiments are carried out 

[1]. In model experiment, to measure impact pressure on the tank wall, pressure sensors were mounted along the tank 

boundary [2][3]. Moreover, CFD simulations were carried out and validated against experimental result [4], [5]. 

Nevertheless, evaluation of impact pressures by numerical CFD analysis not reliable because of high impact pressure is 

strictly localized in the space and the time, being very sensitive to the local effect and depends on many physical 

parameters of liquid, gas and structure involved in the impact e.g. density, viscosity, ullage pressure, surface tension, 

compressibility, hydroelasticity, viscoelasticity, etc. [4][5][6]. Bureau Veritas guidance note suggested the impact normal 

velocity with respect to the wall based CFD analysis [7]. The impact normal velocity could evaluate kinetic energy of the 

liquid and thus quantify the sloshing impact. Therefore, the objectives of this paper are describing new function object 

called sloshingDynamicProbe plugged in interDyMFoam and its application. For the development of new function object, 

OpenFOAM-5.0 was used. 

In case of model experiment, it is possible to gather only limited position’s data where pressure sensors are mounted on 

model tank’s boundary. On the other hand, the new function object considers all fluid field and wall boundaries. If it 

stores time series data entire simulation, too much data has stored so huge storage space are required and post-process 

would be difficult. Therefore, defining a state where normal velocity exceeds threshold velocity (user-defined value) as 

sloshing event, sloshingDynamicProbe store data for a specific time (also user-defined value) before (pre-trigger) and 

after (post-trigger) the event. Through this, it is possible to reduce the storage and store only impact relevant data. 

The sloshingDynamicProbes working in interDyMFoam is schematically showed in Figure 1. The function object consists 

of three parts those are input, process and output. The input part is operated only once when a solver initializing. After 

the solver has executed, the solver create sloshingDynamicProbe object, sloshingDynamicProbe’s constructor call read 

member function of sloshingDynamicProbe class. It reads the dictionary where the user defined variables are defined. 

The variables are wall patch names of the sloshing tank, threshold velocity, offset, pre-trigger and post-trigger. Then it 

initializes member data defined in the header file. The process part is operated at the end of every time loop. It calculates 

a liquid normal velocity at every probe location, which is offset in the vertical direction from the tank wall. The liquid 

normal velocity is expressed 

(𝛼�⃗�)𝑝.𝑜. ∙ �⃗⃗� (1) 

where 𝛼 is the liquid volume fraction (1 for the liquid, 0 for the gas), �⃗� is the velocity vector, the subscript 𝑝. 𝑜. means 

probe offset location from the tank wall, and �⃗⃗� is the normal vector from the tank wall. It updates buffer to write the 

relevant sloshing data before the event after calculation. The buffer size is determined by pre-trigger and time step size. 

When the normal velocity exceeds threshold velocity, the probe is activated. The data for the pre-trigger time are written 

to the file and then the probe writes the data before the normal velocity is less than the threshold velocity. After the 

threshold velocity exceeds the normal velocity, the probe is deactivated after the post-trigger time. Figure 2 describes 

algorithm for activate or deactivate probe as shown is Figure 3. In output part the data of the activated probe are written 

to the file. 
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Figure 1: Three parts of sloshingDynamicProbe working with interDyMFoam. 

Figure 2: Algorithm for activating/deactivating dynamic probe. 

The sloshingDynamicProbe has been tested with sloshingTank3D tutorial of OpenFOAM-5.0. Figure 3 are example of 

the output data. It shows the new function object can store relevant data before and after sloshing event without data loss 

or overlap. When the velocity exceeds the threshold velocity the impact count is increased by one. 

Figure 3: Example of extracted normal velocity at an offset location using the sloshingDynamicProbe. 
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Figure 4: Example of extracted sloshing impact count and normal velocity using the sloshingDynamicProbe. 
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One of OpenFOAM®’s main shortcomings has always been its lack of a Graphical User Interface (GUI). This has created 

a barrier to entry, especially for those new to CFD, and made many simple tasks error prone. HELYX-OS [1] is a product 

from ENGYS that attempts to remedy this shortcoming by providing an intuitive interface for creating and managing 

OpenFOAM® cases. Although there are already working examples of GUIs for OpenFOAM® the main objective of 

HELYX-OS is to make available an easy-to-use software for both new users approaching the software for the first time 

and advanced users which might want to use the GUI for daily work to quickly mesh, setup and run a case or testing 

different solution settings, different geometries, etc.   

The GUI has been developed and maintained by ENGYS using both Java and VTK libraries since from 2012 when the 

first version of the software was released for Linux 64-bit distributions. All the installation files instructions are available 

from the GitHub website which also hosts a ticketing system for bug report and a dedicated forum for technical 

discussions. 

Figure 1 – HELYX-OS graphical user interface for OpenFOAM® 

HELYX-OS layout (see  Error! Reference source not found.) consists of three main components called Mesh, Case 

Setup and Solver which allows easy mesh creation, case setup, run and solution monitoring of an existing case. A 3D 

window for direct user interaction is available from within the Mesh and Case Setup components whose settings are 

defined in specific panels accessible by the users via specific buttons. In addition, the presence of a tree allows the 

grouping of both the geometrical entities (including surfaces and volumes) in the Mesh tab and the patches and cell zones 

in the Case Setup tab.  

The key-features of HELYX -OS are as follows: 

• Create a new case or load an existing case

• Support of serial and parallel cases

• Create a mesh using blockMesh and snappyHexMesh utilities

• Setup a case including turbulence model, boundary conditions, etc.

• Run and monitoring of a case in the Solver tab
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HELYX -OS is designed to reproduce the typical user workflow starting from the case creation till the run execution 

through an intuitive user interface. In fact the presence of a series of buttons accessible by the user to specify the case 

settings has been designed to meet the requirements of both a wizard-based  to follow each intermediate step from the 

case creation to the run execution in a serial mode and an advanced usage to quickly jump from one panel to another with 

necessarily going through all the steps required to setup and a case from scratch. 

In the work detailed here we present the new version 3 of HELYX-OS, which brings considerable improvements with 

respect to the previous v2 framework, including the following features: 

• New multi-region cases handling, e.g. for Conjugate Heat Transfer (CHT) cases

• A more consistent and intuitive ribbon-based design layout of both tasks and objects workflow

• Enhanced performance for handling of larger parallel cases

• New Run Mode pre-set for custom running scripts

• HPC and cloud-ready interface for execution of OpenFOAM® jobs

Figure 2 – New interface available in HELYX-OS v3 

In addition to the features added to the new v3 version the authors will also share plans regarding the release roadmap to 

make sure that the continuous development process that ENGYS has been providing for HELYX-OS in the last years will 

help the community to use OpenFOAM® in a more efficient and productive way.  
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Abstract — As a widely used open source computational fluid dynamics software, OpenFoam has many advantages, such 

as the diversity of the pre-and post-processing interfaces, the stable fundamental class library, and the outstanding 

capability of large-scale parallel computing. Due to the deficiency of visualization window interface of this open source 

software, user learning is costly. Therefore, an interfacial interaction system based on the FastCAE platform contains 

OpenFOAM pre-processing, parameter configuration, solution calculation and post-processing is developed. The 

platform also capable of design specific interactive interface based on the integration of the two preprocessing meshes, 

the BlockMesh and SnappyHexMesh, from OpenFOAM. It also can automatically map different dictionary files, and 

provide users with parameter configuration entries when calculation parameters of solver are importing to the platform. 

The post-processing uses independently developed visual software to analyze the result files generated by the OpenFOAM 

calculation and support the functions of two-dimensional curves, contour graphs, vector graphs and animation. The 

OpenFOAM GUI based on the FastCAE platform, can greatly reduce user's use-cost and improve its application 

efficiency. 

Figure 1: Designer pre-processing 
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Figure 2: Designer parameter configuration 

Figure 3: Designer post-processing 
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There is a trend of tight integration of Computer-aided Design (CAD) and Computer-aided Engineering (CAE) for both 

commercial and open source software packages. CAD platforms not only create geometry, but also provide functions of 

computational engineering and product life management. Meanwhile, CAE software for physical system simulation, has 

strengthened the geometry creation and meshing capability for a smoother engineering process. However, there are gaps 

for an automated engineering design/optimisation process from geometry prototyping to Computer-aided 

Manufacturing (CAM). In particular, the changed geometry topology, i.e. the way surfaces forming a solid geometry, 

will invalidate meshing and boundary condition setup in CAE, because the boundary setting is linked with volatile 

surface identifier integer, not the spatial coordinates.  This suggests understanding geometry topology is the key to 

optimisation and simulation automation. 

In this paper, the process of automated engineering design using Python is demonstrated, based on open source CAE 

modules. Built on top of the meshing functions in FEM module of FreeCAD [1], the authors developed a CFD module 

[2] as a graphical pre-processor for meshing, solver input setup.  Open source CAE solvers such as OpenFOAM [3] 

(FVM) and FenicsSolver (FEM) [4], are integrated into FreeCAD, to solve multi-physics partial differential equations. 

The graphic user interface eases the setup of open source solver, and enables modelling complicate geometry in real-

world engineering problem. User operation in FreeCAD GUI can be recorded into Python code, which assists 

experienced engineers in building up automatic design pipeline in a later stage. Thereby, a one-stop design process from 

geometry building to analysis is provided for both GUI and scripting users.  

Furthermore, coupling OpenFOAM with external solver can be achieved by mesh and data exchange via files or code 

insertion. preCICE [5] is an emerging open source library for rapid source code integration, while MpCCI [6] is a 

commercial framework of file-based data exchange without modifying OpenFOAM or other external solvers. In order 

to be compatible with current Fem and Cfd modules of FreeCAD, the mpCCI style coupling strategy is adopted and 

flow-structure coupling with FenicsSolver is demonstrated. This Fluid-Structure Interaction, with large deformation 

nonlinear solid solver and non-Newtonian fluid solver, can be used to numerically study turbomachinery sealing, and 

journal bearing lubrication.  

The automated process from CAD to CAM can dramatically reduce engineer’s time on design prototyping and 

optimisation. Multiphysics solvers can be further coupled with system modelling tools, such as open standard of 

Modelica and Simscape of Mathworks, for multi-component system validation.  In the future, artificial intelligence will 

be introduced into engineering design, once design automation is achieved. The target function will be a comprehensive 

evaluation of production cost, performance, reliability weight, etc, maintenance cost, depending on engineering sectors. 

For example, product design in aerospace engineering emphasizes maintenance cost, safety margin, performance for 

unit weight, in addition to manufacturing cost. 

Figure 1: Pipeline of automated Multiphysics design using open source packages 
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The prediction of wind resource is the initial step for the construction of wind farm, which plays a crucial role in 

making good use of wind energy. Numerical simulation is a useful tool for the prediction of wind resource. However, 

mesh in large resolution is required for complex terrain, which leads to large computational resource consumption. Thus, 

more efficient numerical model is necessary. Furthermore, precise boundary condition is also important, which depends 

on observation or weather report. As a matter of fact, some coupled numerical models [1] have been developed. In those 

coupled models, Weather Research and Forecasting (WRF) [2] is often used in a mesoscale computational domain for 

providing boundary conditions of Computational Fluid Dynamics (CFD) software. CFD software is used in a micoscale 

domain for prediction wind resource. In this paper, OpenFOAM is applied for simulating wind field with the boundary 

conditions supplied by WRF. Due to different mesh resolutions and computational domains, the WRF results should be 

transferred into boundaries and internal field of OpenFOAM domain. Hence, a utility is developed for data transfer. The 

process of data transfer contains three steps. Firstly, coordinates of face centres of boundaries and cell centres of 

internal field in OpenFOAM are transformed from Cartesian coordinate into Geographic coordinate. Then, both 

velocity and kinetic turbulence energy should be interpolated from WRF results. In the third place, the necessary files 

including U and k are output with prescribed values on the boundaries. Finally, the steady incompressible solver 

simpleFoam is used to simulate wind field coupled with WRF. Proper boundaries conditions prescribed by WRF are 

used. A probe location shown in Figure 1 is used for recording velocity, which shows the iterative process of the 

simulation in Figure 2. 

Figure 1: The probe location in OpenFOAM domain (red star)         Figure 2: The x component of velocity in probe location 
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Massively separated flow is of great interest in academic researches of turbulence for its highly frequent appearance in 
industry applications such as deep sea platforms. For the balance of accuracy and economy, hybrid RANS/LES 
combines the advantages of RANS and LES by simulating the near wall flow region with RANS and the separated flow 
region with LES. It stands to reason that hybrid RANS/LES methods become an ideal choice to predict massively 
separated flows in current engineering applications. Detached-eddy simulation (DES) is one of the mostly used hybrid 
RANS/LES method due to its simplicity in formulation and adaptation in complex geometry. However, one of the most 
serious problem faced by DES is the modeled stress depletion (MSD) problem. MSD occurs when the grid is fine 
enough for activating LES branch of DES but not fine enough to resolve the turbulence fluctuations internal to 
boundary layers. Delayed detached-eddy simulation (DDES) is the remedied version of detached-eddy simulation (DES) 
by optimizing the character turbulence length scale to protect the RANS region from being prematurely switched into 
LES region. But DDES should be hardly declared as perfect, and there still remains a rather large space for the 
improvement of DDES. Since the investigation of improving LES is going on by many scholars at the same time, it is a 
natural idea to introduce the research achievement of LES into DDES for better performance. One of the most 
remarkable concept in LES modeling is the dynamic model. Recently, a few researches of deriving the dynamic version 
of DDES, in which the model constant is dynamically determined, have been carried out by Z.Yin, et al[1] and He, et al[2] 
independently.  
The main purpose of this paper is to study the impact that how dynamic procedure can influence the performance of 
DDES in simulating massively separated flow around bluff-bodies which is a research hotspot in ocean engineering. 
Since the concept of dynamic DDES is quite brandnew and very few relevant researches have been carried out, it is 
very meaningful to examine the capability of dynamic DDES model to be industrial. In the current work, flow around a 
square cylinder at Reynold number Re =22000 is simulated. Here the two-equation SST model are operated in RANS 
mode both in DDES and dynamic DDES models. 
The main idea of DES is redefining the turbulence length scale which is contained in the dissipative term of the 
turbulence kinetic energy transport equation. The turbulence length scale defined in the SST-DES model[3] is as follows: 

𝐿𝐷𝐸𝑆 = min(𝐿𝑅𝐴𝑁𝑆 , 𝐿𝐿𝐸𝑆)                                           (1) 
where 𝐿𝑅𝐴𝑁𝑆 = √𝑘/(𝐶𝜇𝜔) is the RANS turbulence length scale, and 𝐿𝐿𝐸𝑆 = 𝐶𝐷𝐸𝑆Δ is the LES length scale, i.e. local 
grid scale. 
To protect RANS region from being invaded by LES region, DDES modified the character turbulence length scale by 
introducing the delay function. The delay function proposed by Spalart[4] takes the form: 

𝑓𝑑 = 1− tanh((8𝑟𝑑)
3)                                             (2) 

where 𝑟𝑑 =
𝜈𝑡+𝜈

√𝑢𝑖𝑗𝑢𝑖𝑗𝜅
2𝑑2

is the delay factor. In the near wall boundary layer, 𝑓𝑑  is equal to 0. While in the separated 

region far from wall, 𝑓𝑑  approaches 1. The RANS turbulence length scale of DDES version is defined as 
𝐿𝐷𝐷𝐸𝑆 = 𝐿𝑅𝐴𝑁𝑆 − 𝑓𝑑max(0, 𝐿𝑅𝐴𝑁𝑆 − 𝐿𝐿𝐸𝑆)                                    (3) 

One can see that 𝐿𝐷𝐷𝐸𝑆 is promised to be 𝐿𝑅𝐴𝑁𝑆 in the boundary layer where is supposed to be covered by RANS 
region. 
The dynamic k-equation subgrid LES model proposed by Kim, et al[5] can be chosen as the chief source, which is as 
follows: 

∂ρk

∂t
+ ∇ ∙ (𝜌𝑈𝑘) = ∇ ∙ [(𝜇 +

𝜇𝑡

𝜎𝐾3
) ∇𝑘] + 𝑃𝑘 −

𝜌𝑘3

∆/𝐶𝑒
(4) 

Where we can define the LES length scale 
𝐿𝐿𝐸𝑆 = 𝐶𝑘∆ (5) 

and the subgird eddy viscosity is read as 
𝜇𝑠𝑔𝑠 = 𝐿𝐿𝐸𝑆√𝑘 (6) 

In the dynamic subgird k-equation LES model, the model coefficients 𝐶𝑘 and 𝐶𝑒 are dynamically determined during 
computation as 

𝐶𝑘 =
1

2

𝐿𝑖𝑗∙𝑀𝑖𝑗

𝑀𝑖𝑗∙𝑀𝑖𝑗
(7) 

where 
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𝐿𝑖𝑗 = 𝑈𝑖𝑈�̂� −𝑈�̂�𝑈�̂� (8) 
𝑀𝑖𝑗 = −2∆√𝐾𝑆𝑖�̂� (9) 

Back to DDES model, the LES subgrid length scale 𝐿𝐿𝐸𝑆 is defined in eq (5). Apparently, one can substitute it with the 
𝐿𝐿𝐸𝑆 of the dynamic subgird k-equation LES model which is described above and dynamic DDES is obtained. What 
should be noticed is that the coefficient 𝐶𝑒 is unused in the derivation of dynamic DDES in this paper. It is for the 
reason that 𝐶𝑒 is responsible for the construction of the dissipation term in the dynamic k-equation LES model, while 
the dissipation term of DDES is explicitly constructed by the form of ω-transport equation. Hence, it is unnecessary to 
reconstruct the dissipation term of DDES using the form which is defined in the dynamic subgrid LES model. For more 
details of dynamic DDES model, one can read the paper[2] for reference. 
All the computations presented in this paper is carried out on the open source platform OpenFOAM. The Naiver-Stokes 
equations are discretized by using a cell-centered finite-volume method based on block-structured grids. The implicit 
Euler scheme is adopted to discretize the unsteady time integration. The convective term is discretized by linear TVD 
scheme with a limiter, while the diffusive term is discretized by Gauss linear conservation scheme. The coupled velocity 
and pressure is dealt by applying the PIMPLE algorithm. 
The diameter of the square cylinder is set to be D = 0.01m, and the height is set to be 4D. The origin of coordinates is 
set at the center of the square cylinder. The length of the computational domain in the flow direction is arranged as 36D, 
while 20D is set for the vertical direction. This form of domain arrangement is to ensure the full characteristics of flow 
past a square cylinder can be completely captured. 
According to the physics feature of the computation domain, the boundary is marked as the inlet, the outlet, the sides, 
the bottom and the top. The surface of the cylinder is considered as a no-slip wall. At the inlet boundary, a uniform 
incoming flow with velocity equal to the free stream velocity 𝑈∞ = 2.2𝑚 ∙ 𝑠−1 is defined. At the outlet boundary, the 
pressure gradient is set equal to 0. The rest of the boundaries is defined as symmetry boundary, assuming that the height 
of the cylinder is infinite. 
As can be seen in Figure 1, Structured mesh generation is chosen in this case because of the simple geometry of the 
cylinder. the mesh domain of 5D around the cylinder is generated with the O block grids. While the rest of mesh domain 
is generated with orthogonal hexahedral grids. The thickness of the first grid near the wall of the cylinder is set as ∆ =
0.005𝐷 with time step being 0.003D/𝑈∞ to ensure that 𝑦+ ≤ 1. The grid nodes distributed in the span-wise direction 
is set to be 𝑛𝑍 = 80. 

Figure 1: Computation Mesh 

Some typical values of the overall flow parameters such as the drag coefficient 𝐶𝑑 and the period of shedding 𝑆𝑡  are 
presented together with experimental values[5] and LES predictions[6] in Table 1. The total averaged time is about 100 
periods of vortex shedding, which is considered to be long enough for the average operations. Compared with the 
experiments data, one can see that the overall flow parameters predicted by both DDES and dynamic DDES are 
admirably accuracy. It means that the dynamic procedure can barely improve the performance of DDES in predicting 
time averaged overall parameters. This observation is also obtained by Carine, et al[7] when studying the impact of the 
dynamic procedure in the performance of VMS subgrid LES model. 

Table 1: Overall flow parameters of the flow past a square cylinder 

Data Source 𝑪𝒅 St 𝒍𝒓/𝑫
DDES 2.40 0.126 1.14 
dynamic DDES 2.38 0.128 1.10 
Experiment[5] 2.35 0.135 - 
LES[6] 2.18 0.130 1.07 

The distribution of normalized mean horizontal velocity in the centerline of the wake compared with the experiment 
value is shown in Figure 2. It can be seen that the prediction of both these two model is quite close in the near wall 
regime where RANS model is supposed to be activated. While dynamic DDES shows better congruency with 
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experiment data than DDES in regime 2 ≤ x/D ≤ 6. It could be speculated that dynamic DDES resolves more 
abundant turbulence motions than DDES, i,e the dynamic procedure helps DDES to reach wider range of turbulence 
scales. This deduction is supported by the distribution of horizontal velocity fluctuations in the centerline which is 
shown in Figure 5. It can be seen that the horizontal velocity fluctuations predicted by dynamic DDES is apparently 
smaller than DDES, as a result of more turbulence motion resolved by dynamic DDES. Moreover, as can be seen in 
Figure 6, dynamic DDES is also thought to be better than DDES in predicting the distribution of vertical velocity 
fluctuations in regime 2 ≤ x/D ≤ 6 which is mentioned above. 
The distribution of mean horizontal velocity and mean vertical velocity is also shown in Figure 3-4. It could be seen that 
the predictions of dynamic DDES and DDES are both quite close to the experiment data. While in the regime y/D >=1.5 
away from the wall, dynamic DDES shows slightly superior than DDES in predicting the mean vertical velocity. It has 
been reported by Matthieu, et al[8] that the predictions of mean velocity at section x/D=1 by RANS and DDES is nearly 
the same. Hence, it is not surprising that dynamic DDES shows barely improvement of DDES. 

Figure 2: Mean horizontal velocity in the centerline Figure 3: Mean horizontal velocity at x/D=1 

Figure 4: Mean vertical velocity at x/D=1 Figure 5: Horizontal velocity fluctuations in the centerline

Figure 6: Vertical velocity fluctuations in the centerline (a) Dynamic DDES         (b) DDES 

  Figure 7: Iso-surface of the Q-criterion 
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Figure 7 depicts the instantaneous flow structures predicted by SST-SAS and SST-DDES. The visualization of the 
vortices is realized by displaying the iso-surface of the Q-criterion recommended by Hunt[9]. Surprisingly, dynamic 
DDES apparently catches much finer vorticity structures than DDES, especially in the transition region. It can be seen 
that the transition predicted by DDES is a bit later and rougher than dynamic DDES, whose performance is rather close 
to LES. From this figure one can clearly observe that dynamic DDES indeed resolves more abundant turbulence 
motions than DDES by visualization. 
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In CFD simulations from the field of external aerodynamics the usage of boundaries of the farfield type is very common.
In such configurations the boundary is located far away from the region of interest in order to decouple the boundary
conditions from the phenomena in the vicinity of the geometry under investigation. Grid cells outside of the focus region
are usually significantly increasing in size since small flow structures are either not present or not desired. This method is
suitable for both steady and unsteady investigations.
However, when investigating the interaction of the flow field with perturbations in the approaching flow the problem arises
to transport the perturbation towards the focus region. Such perturbations can for example represent a gust of larger scale
or resolved turbulent fluctuations of several, usually smaller, scales. The convective transport from the inflow boundary
requires a significantly higher grid resolution in order to resolve the perturbations and also a long span of computed time
at a time step size sufficiently low to preserve details of the fluctuations.
Several approaches have been introduced to circumvent this issue by introducing the perturbations closer to the focus
region. Recently Schmidt and Breuer [1] have proposed a method based on applying a volume force to superimpose
synthetic turbulence at arbitrary locations of the computational domain.
The present work features the implementation of a method, which adapts the approach by Schmidt and Breuer, in the
pimpleFoam solver. As in the original publication a source term F syn representing a volume force is added to the
momentum equation. It is present only in those regions, where the fluctuations are to be superimposed to the mean
velocity field. Schmidt and Breuer propose to generate the fluctuation field according to Klein et al. [2] from digital
filtering of a random field. However, other methods might also be used. Here a similar approach has been selected and
implemented in OpenFOAM, in which the filtering is achieved by solving a diffusion equation [3].
With the force term the momentum equation becomes

∂~u

∂t
+∇ · (~u~u)−∇ · (ν∇~u) = −∇p+ ~F syn. (1)

The force needs to be set appropriately in order to achieve the desired velocity fluctuations. The location of a forcing zone
upstream of an airfoil is shown in Figure 1. As in the original publication the force field is not moving continuously with
the convection velocity. Instead one slice from the fluctuation field is used for the entire forcing region being updated
every time step.
The volume force depends primarily on the transition time T a fluid element spends travelling across the influence region.
To facilitate the numerical solution the force should not introduce sudden jumps into the equation. Therefore a Gaussian
bell-shaped function G is introduced to smoothen the force field towards its boundaries. To preserve the total force effect
G ist normalized by its mean value G. Assuming that the undisturbed flow primarily is pointing in the x-direction, the
force term superimposing a fluctuation velocity (u′)syn is calculated by

Fsyn =
(u′)

syn

T
·G(x, y, z)/G =

(u′)
syn

Lx/u0
·G(x, y, z) ·

1/Lx

Lx/2∫
−Lx/2

G(x) dx


−1

. (2)

At weak levels of turbulence intensity the bell function primarily acts in the flow direction. For stronger turbulence it can
become necessary to smoothen the force field towards all edges of the forcing region. Thus a three-dimensional function
is applied.

G = exp

(
−π

2

(
(x− x0)

2

(Lx/2)2
+

(y − y0)
2

(Ly/2)2
+

(z − z0)
2

(Lz/2)2

))
(3)

This modification of the momentum equation needs to be taken into account in the pressure equation. In the semi
discretized form according to Jasak [4] an additional term arises.

∇ ·
(

1

ap
∇p
)

= ∇ ·
(
H (~u)

ap

)
+∇ · ~F syn (4)
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Figure 1: Setup of forcing and controller. The synthetic
fluctuations are introduced in the red forcing region, the
resulting fluctuation velocity is then determined in the yellow
control region and looped back via the PID controller.
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Figure 2: Original fluctuation field (top) and transport as a
passive scalar with variations of Lx. Decreasing intensity of
small scale fluctuations with increasing width.

ap denotes the matrix coefficient for the central cell and H (~u) represents the neighbour cells and the temporal derivative.
It needs to be mentioned that, if the forcing term in the momentum equation is implemented correctly in OpenFOAM,
H (~u) will also incorporate it as a source term. However, this has been prevented here for the sake of demonstration.
As mentioned before one slice of the fluctuation field is spread along the forcing region. This means, that the local force
changes, while a fluid element is passing. This changes the amount of force applied depending on the ratio of the length
scale of each fluctuation to the forcing region length. The wider the forcing zone is selected the lower the fluctuation
amplitude will become. This is illustrated in Figure 2 with fluctuations of a passive scalar field, for which a convection
equation with constant convection velocity has been solved. It shows the field of synthetic fluctuations in the upper image
and below the field for different widths of the forcing region. While the length scale of the fluctuations is produced very
well, the magnitude especially of the smaller eddies decays with increasing width of the forcing region.
To overcome this a control loop is used inspired by the mechanism proposed in [5]. An amplification factor is introduced
in Equation 2, which scales the force field globally. Downstream of the forcing region a control region needs to be placed,
in which the resulting fluctuation velocity or turbulent kinetic energy is calculated. In order to reduce local variations of
turbulence intensity the control region should be set sufficiently wide, then the mean value of u′rms is calculated inside.
The difference between the actual and desired fluctuation velocity, the error variable e = u′target − u′rms, is determined.
The calculated error is then processed in a common PID control function in a discrete formulation.

uc,n = Kp · en +Ki

n∑
0

en∆tn +Kd
en − en−1

∆tn
. (5)

The controller output u is then added to the amplification factor. For the calculations in the present study a set ofKp = 1.0,
Ki = 0.0001 andKd = 0.1 has been selected for the controller coefficients ensuring stability and sufficiently fast reaction
time. However, these values depend strongly on the dead time in the control loop.
With this controller mechanism the magnitude of the input fluctuation field becomes irrelevant. Only the length scale
and, if required, the cross correlation of the Reynolds stresses need to be prescribed correctly. The magnitude of the
fluctuations can then be amplified to an arbitrary value.
To demonstrate this capability the two-dimensional flow around a cylinder with synthetic fluctuations in the approaching
flow has been calculated with different settings for the turbulence intensity. The setup is shown in Figure 3, the forcing
zone is located one diameter upstream of the cylinder and 1.5 times the diameter downstream of the inlet boundary.
It extends up to five cells in stream-wise direction. The measuring region of the controller is located immediately
downstream of the forcing.
From one field of synthetic fluctuations calculations at four different turbulence levels have been performed. They range
from from almost undisturbed flow (u′rms/u∞ = 0.01) to high turbulence (u′rms/u∞ = 1). At a Reynolds-number of
2 · 105 based on the undisturbed flow velocity and diameter the cylinder wake flow forms a characteristic Karman vortex
street, which is perturbed by the approaching fluctuations. An instantaneous view to the flow field is given by Figure 4
for two settings of turbulence intensity after sufficient computed time to achieve a quasi-steady state. The smaller scale
eddies become dissipated quickly downstream of the cylinder because of dissipation and coarser mesh resolution.
The controller reaches the prescribed turbulence level approximately within five characteristic time units (CTU). As
illustrated in Figure 5 an overshoot occurs and around fifteen CTU the final level of amplification is reached. In the case
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Figure 3: Instantaneous volume force field F syn
x

and isolines of Q.
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Figure 4: Cylinder flow with synthetic turbulence. u′/u∞ = 0.1 (top)
and u′/u∞ = 0.5 (bottom). White isolines from Q-criterion.

with lowest turbulence intensity the setup fails, the amplification factor drops to zero (where it is bounded) after fifteen
CTU. The reason is, that the vortex street induces very small variations of the velocity upstream of the cylinder. These are
recorded by the controller and in this case they are sufficient to pretend the presence of enough synthetic fluctuations. To
overcome this, the mechanism would have to be placed further upstream of the cylinder, where no influence of the vortex
street is measurable. This means, that this case is almost identical with a case without perturbation.
The effect of turbulence in the approaching flow is, that the vortex street forms sooner. Figure 6 shows the temporal
evolution of the lift coefficient. In the case with the lowest turbulence the longest time is needed to achieve the final
amplitude of the alternating vortex separation. In the second case the development of the vortex street happens sightly
sooner and it then reaches its final amplitude after a short time. The appearance of the lift curve still is regular with only
slight perturbations.
In the third case the separation starts almost immediately compared to the previous two cases. The influence of the
perturbation is clearly visible but also the characteristic of the alternating separation remains visible in the lift plot.
In the case of highest turbulence intensity the alternating pattern almost vanishes while the force is dominated by the
perturbations. The coefficient reaches values far higher than those seen purely from the vortex street. The velocity field
shows, that the vortex street is still present but it is strongly deformed by the perturbations.
In order to determine the significance of the changes to the pressure equation the same set of cases has been calculated
again with the original pressure equation and the forcing term only being present in the momentum equation. As long as
the iterative procedure of the PIMPLE algorithm converges, this is supposed to reach the same converged state for each
time step as in the previous setup but might need more corrective iteration steps for the pressure equation. The result of
the comparison is presented in Table 1.
For all four cases the computing time and the number of pressure equations are compared. The data is taken from a
calculation at quasi-steady state simulating a range of five CTU starting after the first twenty CTU. In the first case it
needs to be reminded, that the controller mechanism has faded out the turbulent forcing for most of the time. This
still produces overhead to handle the zero-forcing in the pressure equation and leads to an increase of computing time.
However, the number of pressure iterations decreases during the short phases, when the amplification becomes greater
than zero. This resuts in a slight decrease in total pressure iterations.
For the three cases with significant perturbation level the result changes considerably. The number of pressure iterations
decreases by more than ten percent and up to thirteen percent. The reduction of computing time is not as big as the
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Table 1: Relative change in computational effort with
corrected pressure equation.

u′
rms/u∞

Computing
Time

Pressure
Iterations

0.01 +3.5% –0.63%
0.1 –6.0% –13.3%
0.5 –7.8% –11.5%
1.0 –7.0% –10.4%

Figure 7: Flow around a NACA0012 airfoil. Q isosurfaces
(green) and volume force (red/blue).

decrease of pressure iterations but still significant. It ranges from six to almost eight percent. It appears to be independent
of the fluctuation magnitude. However, the difference for each case certainly has a strong dependence on the solver
settings and can vary for different applications.
The two-dimensional cases presented here have been selected to reduce computational effort for validation and
demonstration. Actual turbulence needs to be studied in three-dimensional applications to resolve the three-dimensional
aspect of turbulent motion correctly. Such turbulence-resolving computations require parallelisation to achieve results
within reasonable computing wall time. It should be noted, that in a parallel computation the controller needs
intercommunication to produce one uniform amplification factor.
As a three-dimensional test case the flow around a NACA0012 airfoil is shown here. It is a hybrid RANS LES simulation
featuring the kωSST-DDES model. The Reynolds-number is 50000 and the flow is approaching the airfoil at an angle of
attack of six degrees. The mesh of 2.5 million hexahedral cells extends half the chord length in span-wise direction with
a periodic boundary condition and has a structured C topology. The computational domain extends 20 times the chord
length from the leading edge, on the outer side it features a farfield boundary condition. Here it would not be possible
to prescribe turbulence at the inflow boundary. Instead perturbations are introduced half a chord length upstream of the
leading edge.
The prescribed turbulence features an intensity of u′/u∞ = 0.1 and its integral length scale is one tenth of the chord
length. The initial amplification is set too high and after one CTU the correct level of amplification is reached. In case of
laminar inflow this simulation will not show any resolved turbulent motion. The turbulence model acts in RANS mode
along the wall not resolving boundary layer turbulence. This leads to a steady and smooth flow. With turbulence in the
approaching flow the vortices reaching the airfoil produce fluctuations of the aerodynamic forces and moments. The
isosurfaces of Q in Figure 7 illustrate the vortices passing around the airfoil and perturbing the boundary layer.
Under circumstances, where the flow tends to separate, the approaching turbulence can significantly affect the separation
behaviour of the flow. This will be subject of forthcoming investigations within the field of laminar separation.
Concluding the presented work, the implementation of the method to introduce synthetic turbulence at arbitrary locations
within the computational domain can be considered validated. By considering the volume force in the pressure equation
a significant reduction of computational effort has been achieved. Finally a controller mechanism has been introduced to
compensate the distortion of the perturbation amplitude. This further allows to easily scale a field of synthetic fluctuations
to other levels of turbulence intensity. The method has been shown to be working in two- and three-dimensional cases as
well as in parallel computations.
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1. Introduction
Most of the fluid flows in engineering applications are in the turbulent regime. Turbulence modelling is thus the hot 

research topics for many years. However, for the complex nature of turbulence, the high-fidelity modelling is still 
challenging even now. In the past decades, turbulence modelling has developed rapidly with the development of several 
disciplines.  

Turbulence modelling can be generally divided into three main groups, RANS (Reynolds-Averaged Navier-Stokes), 
LES (Large Eddy Simulation) and DNS (Direct Numerical Simulation). In recent years, LES is becoming more and 
more popular as it can resolve the large turbulent structures directly. The computation grid is directly related to the 
resolved turbulence scale in LES. In high Reynolds turbulent flow, the small turbulence scale becomes smaller, and thus 
it needs very fine mesh to resolve the small turbulence scales, especially in the near-wall region. The high computation 
cost has become one of the barriers to limit the application of LES for high Re number flow simulation.  

In the past two decades, hybrid turbulence modelling, i.e. combing different turbulence approaches, are becoming 
more and more popular as it uses the advantages of different methods. Hybrid RANS-LES method is supposed to be the 
main method which can make LES applicable for high Re flow in engineering problems [1]. Among them, various 
hybrid methods are proposed. The DES (Detached Eddy Simulation) method [2] is one of the most widely used and it 
has been applied for various turbulent flows. In recent years, several unified turbulence modelling are proposed and 
they attract intensive interests, such as VLES (Very-Large Eddy Simulation) [3, 4], PANS (Partially-Averaged Navier-
Stokes) [5], PITM (Partially-Integrated Transport Method) [6]. The present study focuses on the VLES modeling. The 
main idea of unified turbulence modelling is that, based on the resolution mesh scale and the local turbulence scales, the 
turbulence modelling can gradually evolve from RANS to LES, finally to DNS. It means that there is no boundary 
between different turbulence methods, and the one modelling method can cover the three traditional modelling methods 
of RANS, LES and DNS in a unified framework. The main advantage is that it can be applied for various turbulent flow 
simulations, especially for high Re turbulent flow in engineering applications. 

The research of separated turbulent flow has attracted extensive interests in both academia and industry for decades. 
It is encountered in various applications, such as flow around various bluff bodies, internal flows with large pressure 
gradients, etc. However, the accurate prediction of separated flow is still challenging for turbulence modelling. Thus, 
the present study aims to investigate the performance of VLES modelling for separated flow based on the open source 
toolbox, OpenFOAM. The main objectives are two aspects: firstly, to validate the relatively new VLES modelling for 
separated flow simulation; and secondly, to assess the OpenFOAM toolbox for complex flow simulations.     

2. Numerical methods
In the present study, two versions of VLES modelling [3, 4] are applied, i.e. based on the standard k-ε turbulence

model and the Wilcox k-ω model (referred to as VLES_ke and VLES_kw), respectively. In the VLES modelling, the 
form of the underlying RANS modelling is not changed, and only the turbulent viscosity is modified by scaling with a 
resolution control function Fr. The parameter, Fr, is the core of VLES modelling.  It has the form as shown in Eq. (1), 
where Lc, Li and Lk are the cut-off length scale, integral length scale and Kolmogorov length scale, respectively.  

    
2

min 1.0, 1.0 exp( / ) / 1.0 exp( / )c k i kFr L L L L      
 

    (1)    

With the mesh resolution changing, the control function Fr has a value between 0 and 1.0, which determines how 
much of the turbulence is modelled. Thus, with different mesh resolution, it can work in different turbulence modelling 
modes, ranging from the RANS, LES to DNS. More details can be found elsewhere [3, 4].   

On the basis, the VLES_ke modelling can be shown as in Eqs. (2) - (4), where the governing equations of turbulent 
kinetic energy k and its dissipation rate ε is the same as in the standard k-ε turbulence model. The turbulent viscosity is 
scaled by the resolution control function Fr.

 / / / /k t k j jD k Dt P k x x            
(2) 
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    1 2/ / / / /k t j jD Dt k C P C x x                
                          (3) 

2 /t Fr C k                                                                                   (4) 

Similarly, the VLES_kw modelling can be written as in Eqs. (5) - (7), where the control function Fr has the same 
form as in the VLES_ke model (refer to Eq. (1)).   

 * *
1/ / /k k t j jD k Dt P k k x x             

 
                                          (5) 

   * 2 *
2/ / / /k t j jD Dt P k x x              

 
                          (6) 

/t Fr k                                                                                   (7) 

The present VLES methods have been implemented in the OpenFOAM toolbox [7]. The unsteady simulations are 
performed using the modified pimpleFOAM solver. For high-fidelity simulations, the convective terms are discretized 
using a second-order central differencing scheme coupled with a small fraction of first order upwind scheme in order to 
minimize the numerical dissipation. A second-order implicit Crank-Nicolson scheme (with a small fraction of first order 
implicit scheme) is used for the temporal discretization.  

Two separated flow test cases are selected, i.e. the flow past a backward facing step flow and the periodic hill flow. 
Based on the previous studies, there are generally two kinds of flow separation. The first one is triggered by the sharp 
geometry changes and the separation point is fixed, such as sharp edges. The second one corresponds to smooth flow 
separation, where the separation point changes in the flow. Thus, the selected backward facing step flow corresponds to 
the first kind of separation and the periodic hill flow to the second kind. 

 
3. Backward facing step flow case with Re=40000 

 

 
 

Figure 1: Iso-surface of the second invariant of the velocity gradient (Qh2/U0=0.2) for backward facing step flow with 

different VLES modelling.  

 
The test case deals with a channel flow which separates from a downstream backward-facing step. It is a typical 

flow separation case and has been widely studied. The Reynolds number is 40000 based on the height of the step (h), i.e. 
Re = U0h/ν =40000. There is a thick boundary layer at the inlet, which is around 0.37 times of the step height. In the 
present VLES simulations, two quite coarse meshes are applied, which contains about 0.6 million and 2.0 million cells 
(denote as m1 and m2), respectively. The simulation results are compared with available experimental data [8]. 
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Figure 2: Comparisons of the mean (left) and RMS velocities by the present VLES modelling with experiments [8] in the 

backward facing step flow, at different downstream locations. 

 

Figure 1 shows the Q criteria of turbulent structures by VLES method for backward step flow. It shows that the two 
VLES method gives quite close predictions. With increasing the mesh resolution, more turbulent structures can be 
observed. The mean and RMS velocities at three downstream locations are presented in Fig. 2, accompanying with the 
experimental data [8]. The comparisons show that the two VLES methods both give satisfactory results and they agree 
well with experiments. Also, with decreasing the mesh resolution, the predictions just slightly become less good. The 
test case demonstrates that the present VLES modelling can accurately predict the backward facing step flow on the 
basis of OpenFOAM toolbox.   

 
4. Periodic hill flow case with Re=10595 

 

 
Figure 3: Instantaneous velocity distributions for periodic hill flow with different VLES modelling.  

(a) (b) 
Figure 4: Comparisons of the mean velocities (left) and Reynolds stresses by the present VLES modelling with reference LES 

results [9] in the periodic hill flow, at different downstream locations. 
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The periodic hill flow test case represents a flow separation in a channel with periodic smoothly curved hills on the 
bottom wall. The test case involves complex flow phenomena, such as smooth flow separation, recirculation, vortex 
movement, reattachment, etc. The Reynolds number is Reh = 10595, based on the hill height h, and the bulk velocity U0 

above the hill crest. It has been numerically studied using a well-resolved LES [9] and the LES results are used here as 
the reference data. In the present VLES simulations, two quite coarse meshes are applied, which contains about 0.6 
million and 1.8 million cells (denote as m1 and m2), respectively.  

Figure 3 shows the instantaneous streamwise velocity predicted by the present VLES. It shows that complex flow 
revolution can be observed. With increasing the mesh resolution, smaller turbulent structures can be observed. Figure 4 
presents the results of the mean velocities and the normal Reynolds stresses by the VLES method. The first observation 
is that the present VLES modelling gives quite good results compared with reference LES results, for both the mean 
velocity and Reynolds stress. With increasing the mesh resolution, the results can be improved. However, on the coarser 
mesh m1, the predictions by VLES method are still satisfactory, considering the computation mesh used (about 0.6 
million cells).  The results also show that on the coarser m1, the VLES modelling based on the k-ε model gives the 
worst predictions, compared with other three sets of results. It implies that the VLES modelling based on the k-ω model 
performs better than the VLES modelling based on the k-ε model for the periodic hill case. 

The present results demonstrate that the present VLES modelling based on k-ε model and k-ω model both can give 
satisfactory results for the complex separated flow simulations, and quite coarse meshes can be used in the simulations. 
The study also shows that the OpenFOAM software can provide a very good platform for high-fidelity simulation of 
complex separated flow. The accuracy and reliability are both quite satisfactory.  

More simulation results, comparisons and detailed analysis will be given in the full length paper.  
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The use of empirical turbulence models has been well documented in computational fluid dynamic simulations. The γ -
R̃eθt model, also known as the SST-transition model, proposed by Langtry and Menter, in particular has received much
attention for being able to more closely replicate the pressure values on an airfoil surface as seen in experiments. The
original empirical relations were based on observations by the authors, but the published relationships were developed to
capture multiple geometries and experimental set-ups. This paper discusses an optimisation approach used to alter the
empirical formula to match an existing data set, captured prior to the models’ development. Simulations were carried
out using open source CFD package openFOAM [1]. The new model coefficients are then compared to the standard
formulation as well as the shear stress transport k − ω model (k − ω SST ). This work aims to show how the SST-
transition model can be adapted for specific geometries using historical data sets.

Introduction
The modelling of transition from laminar to turbulent flow is a complicated task and is closely linked to aerodynamic
stall. Reynolds Averaged Navier Stokes equations are not capable of fully capturing this phenomenon, while the more
computationally expensive methods like Large Eddy Simulations come closer to accurate predictions. Intermittentcy
models attempt to describe the transition process and are usually coupled to existing turbulence models.
Intermittentcy transport models are not new in the field of CFD, having being reported as early as the 1990s. In 2004
Vicedo et al proposed one such transport model that was applied in the modelling of separation bubbles [2]. At the time
of publication the trend was to have mathematical models that were specific to certain geometries and flow parameters,
thus limiting their applicability. Vicedo et al instead developed a model that required no normal-to-wall distance and
related transition onset to the local momentum thickness Reynolds number. In 2005 Langrty and Menter authored a paper
outlining a correlation based transition model which is based entirely on local variables[3], namely a transition momentum
thickness Reynolds number (R̃eθt ) and intermittentcy (γ). The model uses two transport equations for intermittentcy
and transition onset criteria. Since the model is based entirely on local variables, it is compatible with unstructured
meshes and well suited for parallelization. The model does not try to describe the physical process but instead is based
on experimental observations and relations. Upon publication the Langtry and Menter did not release their original
correlations but subsequent authors using their framework have presented their findings while using the SST-transition
model.
Misaka and Obayashi applied their own correlations, based on flat plate boundary layer tests, in modelling flow around
wings [4].
In 2007 Toyoda et al made use of the correlation model to predict boundary layer transition on the JAXA high-lift
configuration model [5]. The authors applied their own empirical correlations to compare the lift and drag results as
well as the skin friction for identifying the start of intermittentcy. Their results indicated that the model was not able to
handle a large cross flow velocity. Sorensen attempted to determine the empirical relationships for the correlation model
and verified the results with tests on two different aerofoils and a wind turbine rotor [6]. However the correlations supplied
were also not in agreement with those previously disclosed by other authors.
In 2009 Langrty and Menter released their empirical relationships for the length of transition region (Flength), critical
Reynolds number (Reθc ) indicating where intermittentcy first increases within the boundary layer and transition onset
Reynolds (Reθt ), which is a function of pressure gradient and turbulence intensity [7]. Using previously published
empirical relations, a reasonable assumption could be made on the expected relationship between all empirical
relationships. Optimization was then undertaken to match the experimental values for lift and drag over a range of
angles of attack, at a fixed Reynolds number. The NACA0012 airfoil was selected as it has an extensive collection of
public data sets previously corroborated experimentally [8].
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γ − R̃eθ model

The γ − R̃eθ model is coupled to the shear stress transport k − ω model. It brings in two more transport equations for
intermittentcy (γ)and transition momentum thickness Reynolds number (R̃eθt ). The equation for intermittentcy is

∂(ργ)

∂t
+
∂ρUjγ

∂xj
= Pγ − Eγ +

∂

∂xj

[
(µ+

µt
σf

)
∂γ

∂xj

]
(1)

where transition source is Pγ and the destruction source is Eγ . The transport equation for transition momentum thickness
Reynolds number is

∂(ρR̃eθt)

∂t
+
∂ρUjR̃eθt

∂xj
= Pθt +

∂

∂xj

[
σθt(µ+ µt)

∂R̃eθt
∂xj

]
(2)

The source term Pθt is used to ensure the transport variable R̃eθt matches the locally determined Reθt . γ is used as a
trigger for transition while R̃eθ takes into account the non local effects of turbulence intensity. These non local effects
include the decay of turbulence kinetic energy in the freestream and changes in velocity outside of the boundary layer.
This equation is important as it brings together the empirical relationships which are used in the γ equation. Full details
of the model are provided in [7], where the empirical relationships are given a piecewise definition. Reθt is a function of
turbulence intensity (Tu) and pressure gradient (λθ), while Flength and Reθc are functions R̃eθt

Optimisation process
The aim of this work is to utilise the SST-transition model in CFD code such that the results for Lift and Drag match
previously documented experimental results. These results were for various angles of attack and Reynolds numbers. It
was decided to focus on a single Reynolds number and to tune the model to fit a single angle of attack. This work used
the angle of attack with the minimum lift coefficient (CL) found post stall for optimisation. The parameters available
for optimisation are the empirical relationships. However their definition as per [7] would require the simultaneous
optimisation of 37 coefficients. While the open source nature of openFOAM allows for direct coupling with outside code,
coupling the CFD runs to an optimiser was not feasible due to the run time. As such a meta model was chosen to replace
the CFD during optimisation. A breeder genetic algorithm (BGA) was used for optimisation. The objective function
being minimized during optimisation was the difference between the experimental data sets’ CL and that reported by the
simulation.

Approximating empirical relationships

An effective meta model requires a good training set. When fitting a quadratic polynomial to data, at least 1.5 times the
number of coefficients are required in terms of training samples. As we increase the dimensions of the problem we expect
an increased complexity. For 37 coefficients a conservative approach would be to require a minimum of 55 samples to
fit a simple polynomial. The relationship being modelled, our empirical parameters versus CL, are assumed to be more
complex thus an effort was made to reduce the number of coefficients. The parametric curves described by Langrty and
Menter were replaced with more complex mathematical functions with reduced coefficients. Looking at [6] and [7] it was
determined that the transition length was approximated by a Gaussian curve:

Flength =
A√
2πB2

· e
−R̃e2θt
2σ2 + C (3)

while the critical Reynolds number, should more closely follow the blended function as laid out by [6]:

β = tanh(R̃eθt/D)E

Reθc = β · F + (1− β) · (0.68 · R̃eθt)
(4)

In equation 4 the gradient of the straight line portion is equal to the gradient of a straight line fit to [7] definition. This
allowed the capture of both types of relationships. Transition onset Reynolds number was represented as a hyperbolic
tangent overlaid on an exponential function for λθ and an exponential function for Tu.

Reθt = G exp(−H · Tu) tanh(I · λθ · 900− J) +K (5)

The new mathematical functions are plotted in figure 1 along with the original formulations. These equations were tested
on the flat plate example, used by Langtry and Menter in the model development, and showed a good correlation with
expected results thus the number of variables was reduced from 37 to 16.
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(a) Curve fit for Flength (b) Curve fit for Reθc (c) Curve fit for Reθt

Figure 1: The simplified curves used in the meta mode compared with the original formulation

Meta Model

Having reduced the number of variables, latin hyper cube sampling was used to generate testing and training data
points. The relationships being modelled were not linear so various regression techniques were tested. Support vector
regression (SVR), multi-layered perceptons (MLP) and random forest (RF) methods were all tested with an increasing
number of sample points.The random forest approach showed the most promise, as the number of samples increased
the in and out of sample error decreased and levelled off at the lowest error out of the 3 models. Hyper tuning the RF
model achieved a coefficient of determination (R2) value for in sample training of 0.92 and out of testing sets value of 0.45.

Results
Figure 2 shows CL as reported by Sheldahl and Klimas [8] at a Reynolds number of 1e6 over a range of angles of

attack. The figure also shows the results of various turbulence models for the same conditions. The standard k − ω SST
model captures the trend with a noticeable delay. The original γ − R̃eθ model is the worst performing with large over
predictions in lift after separation has occurred. Finally the optimised γ−R̃eθ is plotted showing an improvement. Table 1

Figure 2: NACA 0012 lift coefficients at Reynolds number of 1e6 for various turbulence models

compares each model using the Pearson correlation coefficient (r). each turbulence model was evaluated for correlation to
the data set. The optimisation started with a seed vector that had the coefficients approximating the original formulation,
producing an objective function value of 0.58. The meta model reported the value as 0.57. Optimisation was complete
after 75 generations with a final value of 0.37. The new coefficients were then run through CFD for all angles of attack
and a final check of the difference between CL showed a value of 0.34. This tells substantiated that the meta model was
built correctly and provided accurate predictions.
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Table 1: Pearson correlation coefficient, r, for reported lift coefficient versus experimental data set

Model r

γ − R̃eθ 0.78
k − ω SST 0.92

Opt. γ − R̃eθ 0.88

Conclusion
This paper presented an approach to adjusting empirical relationships in a turbulence model. The adjustments were made
in an attempt to correlate CFD reported lift coefficients with historical experimental data sets. The phenomena being
modelled is unsteady but due to time constraints steady state simulations were used. The building of a surrogate model
was important to reduce computational cost and the time needed for data collection. The reduction in number of variables
for these relationships has proven effective and valid. The optimised model did not outperform the standard k − ω SST
model in lift predictions, however further testing will be conducted to see if the location of transition point has been
improved through this work. It is recommended to adjust the boundaries for the 16 variables and run the optimisation
again.
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OpenFOAM.   

In recent years, Flamelet-Generated Manifolds (FGM) proposed by Van Oijen et al. has been widely used in the 
numerical simulation of various turbulent combustion flames and obtained encouraging results[1-3]. The FGM model 
builds a look-up table by computing a series of 1D laminar flamelet that takes into account the detailed chemical 
reaction mechanism. By considering the interaction between turbulence and chemical reaction by the Presumed-PDF 
(P-PDF) method, laminar flamelet look-up table expanded into a turbulent flamelet look-up table. Due to the limitations 
of P-PDF assumption itself, for example, the model assumes that the control variables are independent of each other, 
which is a strong assumption in many cases. And also, with increase of control variables or the reaction mechanism, the 
size of the look-up table increases exponentially and the memory requirements are huge. With the development and 
application of FGM model, more and more simulation results prove the limitation of P-PDF method. Bray et al. [4] 
studied the sensitivity of average chemical reaction rates to three P-PDF methods in Sandia Flame D and compared the 
P-PDF method to DNS data. The results show that there is a remarkable gap between the three most widely used β-
PDFs and the actual DNS data, and the assumed shape factors in the P-PDF method greatly affect the chemical reaction 
rate prediction. In a study of turbulent spray combustion models, Ge et al.[5] found that the actual PDFs of the mixture 
fraction, gas temperature and enthalpy in the model was significantly different from the standard β-PDF. Based on the 
FGM model, this paper abandon the P-PDF method and combine the ESF model with the FGM model to directly 
consider the probability density function of the control variables. The new ESF-FGM model has been developed in this 
study and implemented in OpenFOAM. 
In FGM models, there is no need to solve the transported equation for all components and energies, and the chemical 
reactions in turbulent combustion are thought to occur in low-dimensional manifolds, which means that only a few 
independent variables are required in the entire component space to characterize Chemical reaction in turbulent 
combustion. In the model, the "mixture fraction", Z, that characterizes the mixed state of fuel and oxidant and the 
"progress variable", C, that characterizes the progress of chemical reaction are usually selected as independent variables. 
Of course, depending on the physical model being simulated, variables such as pressure and enthalpy loss can be added 
as supplementary independent variables[6]. The FGM turbulent combustion model under the LES method can be 
expressed as follows: 
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Where ij  is the sub-grid scale (SGS) stress. It is closed with HybridSGS model in the LES. Z  is mixture fraction, and 
defined by Bilger's method of element definition with the same diffusion coefficient of all components; 

CY  is an un-
normalized progress variable, and it’s definition in this study is as follows: 
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Where Y  is molar mass and W  is mass fraction, respectively. Export
CY  normalization as progress variable C: 
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Superscripts b  and u  respectively represent the burned and unburned state. The sum of the equations for Z  and C  is 
the independent variable of the look-up table. 
Considering the influence of turbulent fluctuation on the chemical reaction, the original FGM model uses the P-PDF 
method to describe its distribution through the first moment and the second moment of two independent variables. At 
the same time, the original 2D laminar flamelet look-up table expanded into 4D turbulent flamelet look-up table. In this 
paper, we abandon this method and choose real-time solutions to components jointing probability density function of 
two independent variables transported equation and integrate them in the sample space to obtain all the single-point 
statistics of all the space and time of two independent variables in real time. In this paper, Eulerian Stochastic Field 
(ESF) model in the transported probability density function class model is used to accomplish this task, and then the 
ESF model is introduced. 
In solving the transported equation of probability density function, when there are many components, the dimension of 
transported equation is quite high. In this situation, it is difficult to solve the equation with finite volume, finite 
difference or finite element method. This paper adopts Eulerian Stochastic Field (ESF) model, using a series of 
stochastic fields 

FN  to represent joint-composition PDF required by this model. In this 
FN  stochastic fields, each field 

contains each component value at each position in the entire flow field. It can be expressed as[7]: 
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,n  is the value of scalar  under x  position under t  time in n  field. In this model, [Z,C]  , each stochastic field 
evolvesaccording to the stochastic partial differential equations (SPDE) derived from transport equation of the joint-
composition PDF. These SPDE can be expressed as[8]: 
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(10) 

The first three items on the right side of the equation correspond to convection term, turbulence diffusion term, and 
source term of the mean flow, respectively. The fourth term indicates micro-mixing due to the attenuation of scalar 
fluctuations. The last term is the Wiener term, which denotes a random term caused by turbulence, which varies over 
time but not with spatial location. In a given stochastic field, all scalars use the same ,j ndW  value, it denotes increments 
of a vector Wiener process, independent of the spatial location and different for each stochastic field. The turbulent 
mixing time sgs  is determined according to the mixing time model proposed by [9]and reads 
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Where the suitable value for the micro-mixing constant is proposed in the same work as 2C   and   denotes the 
kinematic viscosity. 
By solving the stochastic differential equations of each stochastic field, the evolution law of the mixture fraction and the 
progress variables over time in each stochastic field considering the influence of turbulence is obtained. A statistical 
average is then used to find the control variables for the flamelet look-up table. 
According to the established theoretical model, using OpenFOAM solver that developed in this study, the simulation of 
flame Sandia Flame (D-F) was carried out under a variety of stochastic fields. This paper first verifies the correctness of 
the model in the RANS. 

Figure 1: Comparison of predicted and measured mean axial temperature and main components mass fraction in Sandia 

Flame (D-F) (RANS) 

Fig. 1 shows the comparison of predicted and measured mean axial temperature and main components mass fraction 
between the ESF / FGM model and the original FGM model. Overall, the ESF / FGM model predicts better the 
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distribution of temperature and main components than the original FGM model using the P-PDF method. For axial 
components, the ESF / FGM model achieves a more accurate prediction, and as the number of stochastic fields 
increases, the simulation accuracy is better. With the increase of the number of stochastic fields, the simulation 
accuracy of the new turbulent combustion model has been continuously improved. However, when the number of 
stochastic fields is higher than a certain value, the simulation results have little change and tend to be stable. This 
phenomenon is consistent with the conventional statistical thinking. However, ESF / FGM models were found to 
simulate the location of the flame ignition later in the experiment, while the position where the axial CH4 and O2 mass 
fractions began to decline, as well as the positions where other products started to appear, were behind the actual flame 
positions. It shows that the model simulates the effect of turbulent mixing before flame ignition is weaker than the 
actual one and the ignition position is further away from the fuel inlet. The rate of temperature rise is also faster than the 
experiment, and both the rate of fuel consumption and the product formation rate are faster than the experiment. The 
reason may be that laminar flamelet building does not consider the effect of flow on the flamelet stretching and bending. 
For the simulation of both CO and CO2 components, the peak position coincides with the experiment, but the simulated 
value is slightly higher than the experimental value.  
So, we use the large eddy simulation to improve the simulation accuracy of the fuel and oxidant mixing process, so as to 
further improve the accuracy of the simulation results of the new turbulent combustion model.
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Introduction

Wall-modelled Large-Eddy Simulation (WMLES) is a turbulence modelling technique that allows to drastically reduce
the computational requirements for LES of wall-bounded turbulent flows. This is achieved by introducing special near-
wall treatment that accounts for the dynamics of the inner region of turbulent boundary layers (TBLs), thus alleviating the
necessity to resolve it with the LES grid. Various approaches to WMLES exist, a review of which can be found in [1].
Here, wall-stress modelling is considered, which aims at incorporating the effect of the processes in the inner layer by
predicting and enforcing the correct local value of the wall shear stress, τw. A detailed discussion of how a wall-stress
model can be formulated in the framework of a collocated finite volume solver can be found in [2].
In this work, WMLES is applied to the flow over a backward-facing step (BFS). In particular, the simulations aim at
reproducing the experiment of Jovic [3], the data of which are used as a reference. The study focuses on the influence of
several simulation parameters on the accuracy of the flow prediction. This includes the grid resolution, the interpolation
scheme used for computing convective cell-face fluxes, and the distance to the sampling (matching) point of the wall
model, h.

Computational fluid dynamics methods

The conducted simulations are performed using a library for WMLES based on OpenFOAM technology developed by the
authors, see [4]. The collocated finite volume method is used for discretisation of the LES equations. Linear interpolation
is employed for computing the diffusive cell-face fluxes. For the convective fluxes, two options are considered. One
is, again, linear interpolation, which is referred to as using the “linear scheme” below. The other is employing the
LUST scheme, which computes the fluxes using a weighted average of the corresponding values obtained using the
linear scheme (75%) and a second-order accurate upwind scheme (25%), see [5]. For discretisation in time, a second-
order backward-differencing scheme is used (see e.g. [6]). The PISO algorithm [7] with three corrector steps is used for
pressure-velocity coupling. The WALE model [8] is used for modelling the subgrid stresses in the interior of the domain.
For wall-modelling, an algebraic wall-stress model based on Spalding’s law of the wall [9] is employed.

Numerical experiments

Case set-up

The set-up of the simulation aims at matching the settings in the experiment of Jovic [3]. The computational domain is
shown in Figure 1. A Cartesian coordinate system x, y, z is introduced, with the origin placed in the top-left corner of
the step. The three axes correspond to the streamwise, wall-normal and spanwise directions, respectively. The length of
the plate upstream of the step, Lx,1 is 8H , where H = 1.0625 m is the height of the step. This is deemed large enough
to remove the inaccuracies associated with the inflow generation procedure, see below. The length of the post-expansion
region is≈ 32H , which is enough to analyse the recovery of the TBL and how it is affected by the simulation parameters.
The height of the domain upstream of the step is Ly ≈ 5.3H , which leads to an expansion ratio of 1.19, which matches
that used in the experiment [3]. In the spanwise direction, the domain size is Lz ≈ 7.5H , which ensures the absence of
spurious periodicity effects.
The boundary conditions are as follows. At the walls, the no-slip condition is prescribed. Wall-modelling is applied at the
two horizontal walls. The top boundary is treated as a symmetry plane, which reflects the set-up of the experiment in [3].
A pressure outlet is used at the outflow. In the spanwise direction, periodic boundaries are used. The velocity values at
the inflow are generated using precursor fully-developed turbulent channel flow simulations, using the method described
in [10].

441



The 13th OpenFOAM Workshop (OFW13), June 24-29, 2018, Shanghai, China

The Reynolds number ReH , based on the step-height and the free-stream velocity at the inlet, U0 = 1.12 m/s, is 37 000.
The upstream TBL is characterised by the δ99-based Reynolds number, Reδ99 ≈ 30 500. Here, following [3], the value of
δ99 ≈ 0.87 m is computed at x = −1.05H . This entails δ99/H ≈ 0.82. It should be noted that the value of δ99 at this
station varies within the range 0.82-0.88 m depending on the choice of modelling parameters. In [3], the separating TBL
is also characterised by the value of the momentum-thickness based Reynolds number, Reθ ≈ 3 600. In the simulations
presented here this value is under-predicted and lies in the range 2650-3100. Due to the level of accuracy of mean velocity
profiles produced by WMLES, it is not possible to match both Reδ99 and Reθ with the experiment, and here the choice
was made to match the former.

Figure 1: The computational domain. Resolved turbulent structures are visualised by iso-surfaces of the second invariant of
the velocity gradient, coloured by mean streamwise velocity

The simple geometry of the computational domain allows constructing the mesh using hexahedral cells. Let δ be the height
of the TBL at the inlet of the domain. Below y = δ the domain is meshed using cubic cells of equal size. The resolution
of this part of the mesh can be characterised by the number of cells used to discretise the thickness of the upstream TBL,
n/δ. Here, two resolutions are considered, n/δ = 15 and 20. This corresponds to 3 375 and 8 000 cells per δ3-cube,
respectively. Both values are in line with the recommendations found in the literature, see e.g. [1]. Above y = δ, the size
of the cells in the wall-normal direction is increased towards the upper boundary, leading to coarse cells in the region
occupied by the free stream. The total number of cells in the two meshes are ≈ 4.1 and ≈ 8.6 million, respectively.
All simulations were first run for ≈ 8Tft, where Tft = 37.8 s is the flow-through time. Afterwards, time-averaging was
started and continued for another ≈ 45Tft. The time-step used was ∆t = 0.01 s, which resulted in the maximum CFL
number of ≈ 0.4 on the densest employed grid and corresponds to ≈ 0.01H/U0.
The simulation campaign consists of eight WMLES and aims to assess the influence of the following modelling choices.
Firstly, that of the density of the mesh, n/δ, which is taken to be either 15 or 20. Secondly, that of the scheme employed for
computing the convective cell-face fluxes, taken to be either linear or LUST. Finally, the effect of the prescribed distance
to the sampling point of the wall model, h, is also investigated. For the plate downstream of the step two alternatives are
considered: using the distance to the centre of the wall-adjacent cell or to that of the second consecutive off-the-wall cell.
For brevity, this will be from here on referred to as using h = 1st and h = 2nd, respectively. At the plate upstream of
the step, h = 2nd is always employed, as this has been shown to lead to more accurate results in simulations of attached
TBLs, see e.g [1, 4].

Results

This section examines the obtained results. The focus of the analysis is on the influence of the different modelling choices
on the flow prediction, whereas definitive conclusions regarding accuracy are avoided. The latter is motivated by the
uncertainties associated with the experimental data. Also, the accuracy of a direct comparison between the WMLES and
the experimental data in the post-separation region is somewhat undermined by the discrepancies in the characteristics of
the separating TBL discussed above.
The plots in Figure 2 show the obtained values of the skin friction coefficient downstream of the step. It is observed that
all the simulations predict a shorter recirculation region as compared to the experiment for which the mean reattachment
point is, xr ≈ 6.8H . The under-prediction is systematically larger in simulations that employ the LUST scheme (dashed
lines). Examining the recirculation region (see right plot in Figure 2), it is observed that h = 1st (red-yellow lines) leads
to a negative peak value that is closer to the experimental data. The small positive peak of cf immediately downstream
of the step corresponds to the secondary recirculation bubble. All simulations using the LUST scheme capture the bubble
and give similar cf predictions in that region. In the case of the linear scheme, the results are strongly dependent on the
mesh and choice of h. It is speculated that this is due to the typical numerical instabilities associated with this scheme,
which dominate over small flow features when a coarser grid is used. Downstream of reattachment, the simulations using
h = 2nd (blue-green lines) exhibit behaviour that is in better agreement with the reference data. This is particularly clear
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Figure 2: Values of the skin friction coefficient, cf , on the wall downstream of the step. A zoom into the recirculation region is
shown on the right.

in the case of simulations using the LUST scheme. The optimal choice of h thus appears to be using h = 1st upstream of
reattachment and h = 2nd further downstream.
Figure 3 shows the profiles of the mean streamwise velocity in the detached shear layer at three selected locations. The
mesh resolution does not seem to have a significant effect, and the most influential modelling choice is the employed
numerical scheme. At x/H = 0.26, the profiles still resemble that of a flat-plate TBL. The profiles from the simulations
using the LUST scheme are flatter, reflecting the larger amount of numerical diffusion. In general, all WMLES show
acceptable agreement with the experiment. A similar conclusion can be drawn regarding the results at x/H = 2.10.
The last station, x/H = 6.58, is located past the predicted reattachment point for all the simulations. In the reference
experiment, on the other hand, the station lies in close proximity of the reattachment point. This is the main reason for the
disagreement between the obtained profiles and the reference, which is particularly stark in the case of simulations using
the LUST scheme. It is interesting to note that the choice of h seems to have a negligible effect on the form of the 〈u〉/U0

profiles, even close to the wall.
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Figure 3: The outer-scaled mean streamwise velocity profiles in the detached shear layer. Line colour and style as in Figure 2.

Figure 4 shows the inner-scaled profiles of the streamwise velocity at three locations downstream of the reattachment
point. The development of the logarithmic layer is clearly observed, but the overall profile shape still differs from
that of an equilibrium zero-pressure-gradient TBL. The effect of h is significant here, in particular in the case of the
simulations using LUST. Sampling from the wall-adjacent cell leads to an under-prediction of uτ , whereas sampling from
the second consecutive cell improves the results. This is consistent with the results obtained for cf , and previous studies
on equilibrium TBLs, e.g. [11]. Regarding the shape of the profiles, the agreement with the reference data is good in the
log layer, but significant deviation is observed at y+ > 1000 in some of the cases.

Conclusions

This work presents and analyses the results from a series of WMLES of the flow over a BFS. Different combinations of
mesh density, numerical schemes and wall-treatments are considered. All simulations resulted in predictions that agree
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Figure 4: The inner-scaled mean streamwise velocity profiles in the recovering TBL. Line colour and style as in Figure 2.

reasonably well with the reference experimental dataset [3]. However, an ≈ 35% error in the obtained location of the
mean reattachment point was observed when using the LUST scheme. Using a denser mesh consistently leads to improved
results, but the increase in computational costs is very significant. The choice of h is shown to significantly affect the
prediction of the wall shear stress. In the post-reattachment region, using a larger value of h is beneficial. By contrast,
in the recirculation region using the wall-adjacent cell for sampling gives better results. Thus, optimally, h should be
selected depending on the flow region. The choice of numerical scheme is observed to have the largest effect on the
obtained solution. Further studies are needed to judge definitely which scheme leads to better accuracy. What can be
concluded is that LUST makes the wall model more sensitive to the choice of h, whereas the linear scheme is more
sensitive to the resolution of the grid.
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To avoid the separation in the flow field, the requirement of designing is always to reduce the size of subsonic diffuser. 
Therefore, it is very difficult to choose from meeting the requirements of length and size of diffuser and avoiding of 
separation. Sajben diffuser is a typical transonic nozzle, which is very fit for verifying the turbulence model for 
separated flow. In this paper, a turbulence model k-ξ model is adopted, with which better results are expected. For 
comparison, experimental data and several results of other turbulence models are given. 

1. Governing equations and computational methods

There are two transport equations solved for two turbulent quantities in two-equation models, which are the turbulent 
kinetic energy k and the other variable to derive a turbulent length scale. Thus the eddy viscosity can be expressed as: 

nmkC 


t
  (1)

In which, Cμ, m, n are constants, ψ is considered as a generic length-scale variable. Based on numerical analysis, the 
second length-scale variable in turbulence modeling is very important, especially in prediction of separated flows. The 
larger the value of the sum of m and n, the larger the eddy viscosity since most turbulence variables are proportional to 
rate of strain in strong shear boundary layer regions. This will affect the ability of models to predict separated flows. 
Table 1 presents the comparison of the sum of m and n of commonly used two-equation models. 

Table 1  m and n value of different models 

Turbulence model  m n nm

k  (Launder and 
Sharma) 
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k  (Wilcox)  1 -
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k   (Jiang)  1 -
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-1 

In this paper, a new eddy viscosity turbulence model, k-ξ model, has been adopted. It is directly derived from standard 
k-ε and k-ω models based on a new standpoint.  
The k-ξ  model base on the standard model and a new variable ξ  is introduced, which is the square root of specific 

dissipation
k


   .  Space lacks for a detailed description of the detailed deducing process. 

The transport equations of k and ξ  are as below: 
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The eddy-viscosity is defined as 
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The constants for  turbulence model used in this paper are given in Table2. 
 
 
 

Table2  Constants for  k-ξ turbulence model 



 


 
k

 


 
C

 
c (to ensure to be non-

negative ) 

0.
26 

0
.4 

1
.0 

1
.0 

0.
09 

0,if 0
j j

k

x x

 


 

; 

1.5,if 0
j j

k

x x

 


 

 

In this paper numerical results obtained with k-ξ  model had compared with experimental data to test and verify the new 
eddy viscosity turbulent model. 
For both cases, the inlet condition of k and ξ  can be set as followed: 

 2
2
3

iUk                                                                            (5)  

tC k                                                                            (6) 

The eddy viscosity is nearly ten times of fluid viscosityν t=10ν , and outlet variables can be set as zero gradients.  No-
slip wall conditions are used on the airfoils surface. If the mesh is coarse (y

 + ≥30), standard wall-functions for the 
turbulent variables are adopted. When the mesh is fine enough (y + ≈ 1), turbulent kinetic energy is set to zero and 

2

6
0.075y


  are directly derived from the wall boundary condition for ω with a fine mesh .An under-relaxation 

method is used for stability and faster convergence. The pressure under-relaxation factor is 0.3 and a value of 0.7 is 
used for the other equations.  
In this paper, all calculation and simulation are implemented on OpenFOAM 1.7.1. OpenFOAM is an Open Source 
library written in C++. It is a well-structured code, mostly used to implement CFD solvers, although it is also used in 
other applications. OpenFOAM is based on the finite volume method, but there are also implementations of the finite 
area and finite element methods. With regards to basic features, such as turbulence models and discretization schemes, 
OpenFOAM is a serious and high quality CFD tool that is constantly evolving. The solution is affected by an iterative 
pressure-correction (semi-implicit method for pressure-linked equations）SIMPLE algorithm for incompressible flow. 
The advective volume-face fluxes are approximated using second-order（total variation deminishing）TVD-limited 
linear differencing. Preconditioned (bi-) conjugate gradient matrix solver methods are used to solve the discretised 
matrix equations. 
 
2.Numerical results and discussions 

 

During 1979 to 1986, experiments and theoretical studies have been carried by several researchers. The flow-field in 
sajben diffuser with weak shock have been analyzed. Figure 1 is the geometric diagram of sajben diffuser, which is a 
kind of a converging-diverging diffuser.  

 
Figure 1:  sajben diffuser 
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As seen, the ratio of the inlet width of the diffuser passage to the throat width (that is, the narrowest part of the pipe) is 
1.4, and the ratio of inlet to throat is 1.5. The distance between throat and inlet is four times  as long as the width of 
throat. In the experiment, in order to ensure the two-dimensional characteristics of the flow, suction joints are installed 
at the corners of the wall and the upper surface perpendicular to the flow direction. 
In this case, mach number is 0.46 with uniform inflow and 1% turbulence. The conditions of fluid flows are subsonic 
inlet and 16.937pisa outlet pressure. The case is meshed as 307*51 hexahedron unstructured mesh, with proper 
enciphering of wall boundary layer. The simulated results are shown as below. The fluid flows into the diffuser from 
inlet with uniform condition, and the fluid pressure is varied as the pipeline shape changing. First, the flow pressure 
reduces and the velocity increases as the pipe constriction. And then the flow velocity decreases and the pressure rise 
after the throat. At last the flow is tending to balance gradually. It is experimental data that the mach number  is 0.46 at 
inlet, 0.78 after weak shock, and 0.51 at outlet. Its highest value can be 1.3 around throat. The pressure distributions on 
upper and lower walls are shown in Figure 2 and 3. As seen it is got the nearly results with different turbulence models. 
But the k-ξ model gives the better  pressure distribution and location of the weak shock near throat. The k-ε turbulence 
model has the late shock separation, compared with the experimental data. At  the beginning of balance  stage, k-ε 
turbulence model gives the higher pressure. The trend of fluid flow is better predicted with the  k-ξ model. The results 
of it is closer to experimental data, especially on upper wall. 
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Figure 2: ma=0.46， pressure distributions on lower wall 
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Figure 3:.ma=0.46， pressure distributions on upper wall 

Diffuser wall pressure depends more on shape of wall and initial condition, so all pressure results with different model 
are close. The velocity profile on the cross section of the diffuser is more persuasive, it is shown the details inside flow 
field. The figures below show us the velocity profile on the different cross section, x/H=1.729，2.882，4.611，6.340. 
H is the height of throat of diffuser. It is seen that results with k-ε model have got the higher value on cross section 1 
and lower value on cross section 3 and 4. Compared to other models, the results with k-ξ model are closer to 
experimental data and more in line with physical reality. 
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(a) velocity profile on the different cross section, x/H=1.729             (c) velocity profile on the different cross section, x/H=4.661 
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Figure 4:ma=0.46，velocity profile on the different cross section, x/H=1.729，2.882，4.611，6.340. 
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Introduction

Corrugated channels or multiple cavities, are widely appeared in numerous applications from gas turbine, ship to ship
fuel transfer, to heat exchangers in solar energy systems, due to their flexibility, ease of manufacturing and increased heat
transfer coefficients. Although devices with such geometry are frequently used for last few decades, its associated flow
dynamics, including the flow separation and reattachment on the corrugated surface, momentum exchange between bulk
flow and the flow in the corrugation, and the transition from boundary layer to separated shear layer, are still not properly
understood. The combination of these effects lead to a minor modification in corrugation geometry triggering a significant
change in flow structures and heat transfer characteristics.

Such an interesting and challenging subject has been attracting researchers’ interests for almost a century. Its earliest
experimental study can be traced back to 1928 when Fritsch ([1] of [2]) investigated the velocity distribution along the
mid-plane of various rough surfaces including a corrugated (wavy) channel. It was reported that the velocity distribution
depends only on the shearing stress, no matter the stress is changed by different roughness or Re, indicating turbulence
plays an important role in corrugated channels. Some pioneer works by Perry et al. [3] and other researchers [4, 5]
on square cavities reported when the length-to-height ratio of the cavity is greater than 4, the vertices inside the cavity
become unstable and reattachment appear at the bottom of the cavity, and increasing the cavity length andRewill intensify
the interaction between bulk flow and cavity flow, but changing of the cavity height did not affect the flow behaviours.
Subsequent numerical analysis on this geometry [6] indicated even Reynolds Averaged Navier Stokes (RANS) solution
can have a good agreement with experimental data. Nevertheless, numerical prediction of the flow on curved cavities
has been proved to be more challenging [7]. Current research of curved wavy corrugated geometry are divided into
two categories, i.e. the corrugation with a shape of sinusoidal wave and of periodic hill. Extensive experimental and
numerical studies have been conducted for both categories. Results suggest flow separation and reattachment on curved
surfaces are very unstable. The flow field can be turbulent around the curved surfaces at a Reynolds number, Re, of as low
as 100 as suggested by Direct Numerical Simulation (DNS) of Krettenauer and Schumann [8]. Various studies [9, 10, 11]
also demonstrated that the flow separation and reattachment, thereby the entire flow, are profoundly influenced by the
modelling approximation, i.e. the wall treatment, SGS modelling and grid density. Therefore, RANS, under resolved
Large Eddy Simulation (LES), and improper selection of wall modelling will fail to capture the main characteristics of
the flow.

Despite of the fact that extensive studies have been carried out on simple wavy geometry and some best practices have
been identified, studies on realistic geometry used in industry which resembles the configuration of the curved wavy
corrugated flow have not been systematically performed. Those geometries, such as the flexible pipes and secondary flow
system in gas turbine engine, tend to have less (or even no) post-reattachment-recovery region than the case in the periodic
hill and much smaller length-height ratio of cavity than those corrugations with a shape of sinusoidal wave. Jaiman et
al. [12] performed a numerical simulation on cryogenic flexible pipe for LNG transformation by a RANS and Delayed
Detached Eddy Simulation (DDES), and observed a steady solution for RANS and unsteady one for DDES. Unal et al. [7]
conducted Unsteady RANS and LES on a corrugation geometry of flexible pipes, and found LES can capture the unstable
motion of the separation and reattachment points, and the strong mixing effect between flow in the corrugation and the
bulk flow, while URANS fails to do so. But the study also pointed out the time-averaged values predicted by LES are
not in good agreement with the experimental data. So the objective of current research is to study the sensitivities of the
solution to SGS models on the realistic geometry.
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Case Configuration

The corrugated channel investigated in present work is a 2D representation of a widely used commercial stainless steel
flex pipe (heat exchanger) with a circular cross section. The geometry has a rectangular cross section, as shown in Fig.
1a, the bottom wall has a wavy shape with periodic grooves, whereas top wall and two sidewalls are both flat plates. A
experiment with identical geometry and dimension is carried out by using Particle Image Velocimetry (PIV) technique
[13], the dimensions of the geometry is shown in Fig. 1b.

(a) (b) (c)

Figure 1: (a). Schematic Representation of Corrugated Channel; (b). Dimentions of the corrugated channel; (c). Mesh used in
current LES.

The structured hexahedral mesh used in current study is shown in Fig. 1c. The mesh density increases as approaching
the wall. The first layer distance on corrugated wall is less than 0.005 mm, on top wall is less than 0.006 mm and on
side walls is less than 0.06 mm. A posterior analysis shows that y+ value for corrugated wall is less than 0.25 with mean
value of 0.04, for top wall it is less than 0.16 with mean value of 0.11, for side walls it is less than 2.4 with average value
of 0.72, justifying the use of no-slip wall boundary condition. The total number of mesh cells for each corrugations is 0.9
million.

SGS Models

The SGS models studied in current research are listed in Table 1, which are all the standard implementations in
OpenFOAM v1612+.

Table 1: Summary of SGS models tested in current channel flow case.

SGS Models Model Description
SMAG+VD Smagorinsky SGS model (Cs = 0.2) with van-Driest wall damping function
KEQ+VD k-equation SGS model with van-Driest wall damping function
DyK Dynamic k-equation SGS model
WALE Wall-adapting local eddy-viscosity (WALE) SGS model

Numerical Setup

Re, based on bulk velocity, Ub, and hydraulic diameter of the channel is 5300. The density and laminar viscosity of the
fluid is ρ = 998.2kg/m3 and µ = 0.001 Pa s respectively, leading to Ub = 0.3 m/s. Periodic Boundary Condition (BC)
is applied on both inlet and outlet, i.e. the two plane normal to x direction. The corrugated wall, two side walls, and
the top walls are set to be no-slip, matching the BC used in experiment. Due to the shape of the corrugated wall, Ub

for the whole computational domain must be carefully adjusted to ensure the desired bulk velocity at the inlet. Spatial
interpolation of convection and diffusion terms are based on second order central differencing scheme. Time marching
is approximated by second order backward differencing implicit scheme with a time step size ∆t = 5 × 10−5s. The
decoupling of velocity and pressure in the equation is obtained by Pressure Implicit with Splitting of Operators (PISO)
algorithm. Velocity components are calculated by one momentum predictor step using smooth solvers with symmetric
Gauss-Seidel smoother. While pressure field is corrected twice by generalised geometric-algebraic multi-grid (GAMG)
solver with Gauss-Seidel smoother for the first corrector step and diagonal incomplete-Cholesky/LU with Gauss-Seidel
(DICGaussSeidel) for the second one. A fully developed flow field with SMAG+VD are used as initial condition for all
cases with other SGS models. All cases are allowed for a further 1s simulation to ensure the fluctuation induced by change
of SGS model to be settled, followed by an averaging window of 8s. Flow field became statistically steady before data
processing.
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Results and Discussion

Despite of not showing here, all SGS models tested in current study are able to predict a chaotic, 3-dimensional and
unstable flow field. Fig. 2a and Fig. 2b show the effect of various corrugation lengths and grid density on the normalised
mean stream-wise velocity 〈u〉/Umean, at mid-plane predicted by SMAG+VD. They suggest the suitable channel length
for performing the simulation is L = 16λ and current grid (referred to as Grid 1 in Fig 2b) is adequately fine, since further
increase of channel length and grid density (Grid 2 in Fig 2b) have almost no effect on result. The adequacy of the grid
density are also confirmed by the energy spectrum analysis (Fig. 2d) for a point close to the rising slope of the corrugation,
as the spectrum is continuous and largely follow the slope of κ−5/3. So all simulation are carried out with L = 16λ on
Grid 1.

The 〈u〉/Umean at mid-plane predicted by various SGS models are shown in Fig. 2c. It suggests that the simulation is
insensitive to the selected SGS models, since all models predict a similar magnitude of 〈u〉max which locate at y/h =
1.93, slightly above the centreline (y/h = 1.91), suggesting the effect of corrugated wall on bulk flow is captured by
different SGS models to a certain extent. The profile of time-averaged Reynolds stresses which is presented in Fig. 3 also
demonstrate the insensitivity of the result on different SGS models. The magnitude and location of the maximum turbulent
intensity obtained by different models are very similar for both top and corrugated wall with only marginally difference
being observed on DyK. The CPU time is also compared between different models, it is found WALE is around 4% faster
than SMAG+VD, whereas KvD and DyK are respectively 27% and 20% more time consuming than SMAG+VD.

Conclusion

The effect of SGS models on the prediction of a corrugated channel flow is investigated. A grid independence study was
conducted prior to the main simulation, which found a total channel length of L = 16Λ and Grid 1 are suitable for current
study. Simulation outcome for SGS models of SMAG+VD, KvD, DyK and WALE are studied. It is learned that both
time-averaged stream-wise velocity and turbulent intensity results are insensitive to SGS models. CPU time required for
different SGS models is also compared, which shows the simulation of WALE are slightly (4%) faster than SMAG+VD,
and KvD and DyK are over 20% slower than SMAG+VD. Therefore, WALE with L = 16λ and Grid 1 will be used for
further study on the corrugated channel flow.
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(a) (b) (c) (d)

Figure 2: Predicted normalised mean stream-wise velocity, 〈u〉/Umean, at mid-plane: (a). by SMAG+VD on different lengths of
computational domain; (b). by SMAG+VD on different grid densities; (c). by different SGS models under 16 corrugations case.
Also, (d). Energy spectrum, E(κ), as a function of wavenumber recorded for a point close to the rising slope of the corrugation.

(a) z/b = 0.5

(b) z/b = 0.75

(c) z/b = 0.85

Figure 3: Profile of resolved Reynolds stresses, 〈u′u′〉, 〈v′v′〉 and 〈u′v′〉, normalised by mean velocity square at different location
along z direction predicted by different SGS models.
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In this research, an improved pressure-velocity 
coupled computational fluid dynamics algorithm for 
numerical analysis of compressible flow with the 
discontinuous phenomena as like shock waves was 
described. 

Abstract

Some flow cases was employed to verify the 
developed solver.

1D Shock problems
• There is 3 shock problem – Sod(Figure 3), 

Lax(Figure 4), Shu & Osher(Figure 5) cases
• The analyzed results by developed solver are 

comparatively similar to other in-house and 
experimental results

• Through the analysis of the these cases, the 
analytical ability of the developed solver by 
improved algorithm for the flow with 
discontinuous flow phenomenon can be verified

JPL nozzle Problem
• Over-expended nozzle case was employed(Figure 

6)
• Various mach number region was appeared 

through in  converging-diverging regions
• Through the JPL over-expended nozzle case, the 

analytical ability of the developed solver by 
improved algorithm for the flow with wide mach
number range can be validated

Introduction

The Original pressure-velocity & pressure-enthalpy 
coupled algorithm
• The coupled algorithm in pressure based solver 

is a way of simultaneously updating the flux on 
cell faces and the pressure gradient in iterative 
calculation

• The pressure based coupled solver has than the 
segregated pressure based solvers but this way is 
required more computation resources

• To analyze the flow with a large change in 
density induced by enthalpy in the pressure-
velocity coupled algorithm, an internal iterations 
has to be performed for density convergence

• The pressure-enthalpy coupled algorithm was 
employed for the phenomena that has large 
density change induced by energy change

An improved pressure-velocity-enthalpy coupled 
algorithm
• The two coupled algorithms have some 

disadvantages to perform analysis the flow with 
high energy and velocity change as like shock 
tube and nozzle problem

• To solve this problem, an improved algorithm by 
combining the above two methods with flux 
splitting method studied by Kraposhin[3] was 
developed

Methods

It was confirmed that the developed solver had the 
similar analytical ability with that of the other 
numerical codes through the analysis of the shock 
wave induced problems in the supersonic flow 
region.

In order to verify the analytical ability for the all 
mach number flow region of the developed solver, 
the nozzle flow problems were analyzed and 
compared with results of experiments and other 
numerical analysis codes. It is confirmed that the 
analytical ability of developed solver in the high 
speed flow region such as supersonic and transonic 
is similar to the other density based in-house codes.

Conclusions

The pressure-velocity coupled algorithm to analyze 
at various flow speeds was studied by Drawish[1]. In 
that paper, they demonstrated that the developed 
algorithm works well in flow fields at various 
speeds. The other hand, the pressure-enthalpy 
coupling scheme for the simulation with high 
change of enthalpy was performed Emans[2]. This 
algorithm was adapted to analyse for engine flow 
problems.

Kraposhin[3] has applied the Kurganov-Tadmor flux 
splitting scheme, which is mainly used in density-
based solvers, to the pressure-based algorithm of 
OpenFOAM. In that study, they proved that flux 
splitting schemes are appropriate to interpret the 
discontinuous flow phenomena as a pressure-based 
algorithm.

In this study, the Kurganov-Tadmor flux splitting 
scheme, developed by Kraposhin[3], was applied to 
a developed coupled algorithms and a verification 
analysis of compressible flow problems were 
performed using the developed solver.

Results

Figure 1. The original algorithms of coupled numerical analysis.

Figure 2. The developed algorithm of coupled numerical analysis.
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Riemann Problem of Sod
- Standard shock tube problem
- Finial time: 0.14, Mesh points: 100
- Boundary condition: Extrapolation

Left Right>
1 0.125

0 0

1 0.1

Riemann Problem of Lax
- Shock tube problem with sever 
pressure difference
- Finial time: 0.13, Mesh points: 100
- Boundary condition: Extrapolation

Left Right>
0.445 0.5

0.698 0

3.528 0.571

Shu-Osher’s Problem
- Shock interacts with sinuous density 
field
- Finial time: 0.18, Mesh points: 400
- Boundary condition: Extrapolation

Left< Right

3.85 1+0.2sin5x

2.63 0

10.3 1

Flux Scheme
- 2nd-order Central difference type
- Kurganov-Tadmor

Reconstruction Method
- minmod limiter

Integration Method
- Continuity: PCG
- Moment. Energy: GMRES

Figure 3. 1D Sod problem conditions and results. 

Figure 4. 1D Lax problem conditions and results. 

Figure 5. 1D Shu & Osher problem conditions and results. 

Figure 6. JPL Nozzle conditions and results. 



The OpenFOAM Calculation of 
Subsonic-Supersonic Shear Mixing Layer
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Introduction

Numerical simulation

Calculation results of Changing parameters

Conclusions

Subsonic-supersonic shear mixing flow is one of important research field in
turbulence research. In the rocket ramjet combustion chamber, the mixing of
main rocket gas and air is a typical large gradient subsonic-supersonic shear
mixing flow, which has characteristics of high convective Mach number (Mc)
and large flow parameter gradient. It is of great significance to study the
development rule and flow structure of the large gradient subsonic-supersonic
shear mixing flow, which is of great significance to enhance the blending and
enhance the working performance of the ramjet engine.

In view of the subsonic-supersonic shear mixing flow, this paper uses the software
of OpenFOAM to carry out large eddy simulation study, and the results show that
the development process of the subsonic-supersonic shear mixing layer has the
following rules:
(1) With the increase of compressibility, the dimensionless thickness growth rate of
the shear mixing layer decreases.
(2) With the change of boundary conditions of the upper and lower wall surfaces,
the dimensionless thickness growth rate and thickness growth rate of shear mixing
layer have great changes.
(3) With the increase of static pressure, both dimensionless thickness growth rate
and thickness growth rate of shear mixing layer decrease.

Figure 1: Schematic 
diagram of flow area

The numerical simulation work of subsonic-supersonic shear mixing flow is
carried out based on OpenFOAM computing platform, and using
rhoCentralFoam compressible solver, which is a compressible density solver,
based on Kurganov & Tadmor center windward format, and has good
adaptability for compressible flow.

In this paper, the range of convection Mach number (Mc) was 0.39-0.69. The
subsonic-supersonic shear mixing flow of normal temperature is studied.
Keeping the other parameters constant and changing Ma of the secondary flow
of Case1-Case3, study the effect of Mc on compressibility of shear mixing layer.

Figure 2: Comparison of
shear mixing layer velocity
profile between numerical
result and experimental data.

Experimental data of normal temperature subsonic-supersonic shear mixing
layer carried out by Goebel is adopted for numerical validation LES model
using in this paper. Figure 2 shows the shear mixing layer velocity profile
expressed in self-similar form, and it can be found that numerical result is in
good agreement with experiment data.

Figure 4: Thickness of shear mixing layer of Case1-Case3.

Based on Case3, the boundary conditions of the upper and lower wall surfaces were
changed to compare the thickness growth rate of subsonic-supersonic shear mixing
layer under different boundary conditions.
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Velocity and static temperature are given at high speed and low speed inlet.
Given static pressure at the high speed inlet, the low speed inlet pressure is
obtained by extrapolation. The export condition is zero-gradient boundary
condition. The split board is non-slip boundary condition, and the upper and
lower wall is sliding wall surface.

U1(m/s) U2(m/s) Ma1 Ma2 Mc

Case1 517.61 103.24 2 0.3 0.69

Case2 517.61 201.22 2 0.6 0.53

Case3 517.61 289.90 2 0.9 0.39

Table 1: Numerical
calculation parameters
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In the calculation process, when the shear mixing flow reaches the quasi-steady
state, the data of a certain moment is selected to obtain the temperature contour.
Figure 3 (a) - (c) is the temperature contour of each group of Case1-Case3.

(a) Static temperature 
distribution contour of 

Case1.

(b) Static temperature 
distribution contour of 

Case2.

(c) Static temperature 
distribution contour of 

Case3.

Figure 3: Static temperature distribution contours of Case1-Case3.

Using the incompressible shear layer thickness growth rate to make the
compressible shear layer thickness growth rate nondimensionalize, then get the
shear layer thickness growth rate , and give the corresponding Mc, shown in
the following table.

Case1 Case2 Case3
0.0565 0.0481 0.0399

0.2078 0.1433 0.0948

0.2720 0.3356 0.4209

Mc 0.69 0.53 0.39

Table 2: Shear layer
thickness growth rate and
corresponding Mc of
Case1-Case3.

It can be seen from the above table, the dimensionless thickness growth rate of
shear mixing layer decreases with the increase of Mc.

Ma1 Ma2 Mc boundary conditions of the upper 
and lower wall surfaces

A1 2 0.3 0.39 Slid
A2 2 0.3 0.39 No slid
A3 2 0.3 0.39 Speed entrance

A1 A2 A3
0.0399 0.0877 0.0323
0.0948 0.0948 0.0948
0.4209 0.9251 0.3407

boundary conditions of the upper 
and lower wall surfaces Slid No slid Speed 

entrance

It can be seen from the above table that the dimensionless thickness growth rate and
thickness growth rate of the shear mixing layer have great changes with the change
of boundary conditions of the upper and lower wall surfaces.

Based on Case3, the static pressure of the incoming flow was changed to compare
the thickness growth rate of subsonic-supersonic shear mixing layer under different
static pressure conditions.

Ma1 Ma2 Mc static pressure (kPa)

B1 2 0.3 0.39 36

B2 2 0.3 0.39 60

B3 2 0.3 0.39 100

B1 B2 B3
0.0323 0.0311 0.0302

0.0948 0.0948 0.0948

0.3407 0.3281 0.3183
static pressure (kPa) 36 60 100

It can be seen from the above table, both dimensionless thickness growth rate and
thickness growth rate of shear mixing layer decrease with the increase of static
pressure.



Simulation
According to the previous experimental
conditions, the iron ore particles with
diameter of 4mm were selected, and the
shape of the particles was assumed to be
spherical. Hertz-Mindlin soft sphere
model is adopted as the contact model.
Potapov verified the influence of
different turbulence models on gas-solid
two-phase flow, the results show that the
turbulence model has no great effects on
the simulation result [1]. In this
simulation, the k- turbulence model and
the KochHill drag model were adopted
to conduct the simulation study. The
geometric model and mesh as shown in
Figure 1, Figure 2.

The turbulent motion of the gas will
entrainment the dust, reducing the gas
velocity will reduce the dust
entrainment. Figure 4 and Figure 5 show
the flow conditions of the gas in the
chute, and the dust generation can be
predicted based on the gas velocity and
flow direction. In addition, the particle
velocity and gas volume fraction are
shown in Figure 6, Figure 7.

Simulation of Gas-Solid Flow in a Transfer Chute Based on
CFD-DEM Coupling Method
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a Beijing Key Laboratory of Process Fluid Filtration and Separation, China University of Petroleum - Beijing, Beijing, China
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Introduction
Bulk solids handling is a crucial stage
during coal, ore processing and chemical
engineering in various industrial fields.
Typically, dust is generated when the bulk
materials loaded, dumped and transferred.
In the case of belt conveyors, an area of
particular concern for dust control occurs
during transfer of bulk material from one
conveyor to another, namely, transfer
point. Usually, a chute is employed at a
transfer point to make sure that the loads
be discharged in a centralized stream and
in the same direction as the receiving
conveyor. Therefore, the performance of
transfer chutes has a significant impact on
not only the efficiency of conveyor belt
systems, but also on the level of fugitive
dust emissions. In this paper, the CFD-
DEM coupling method is used to study
dust generation and discharge mechanism
in a transfer chute.

Method
There are two different substances in the
flow of the transfer chute, air and particles.
From a mesoscopic point of view, the gas
can be treated as a continuous medium,
the particles flow can be treated as
discrete phase since it is composed of a
large number of discrete particles. This
paper uses the CFD-DEM coupling
method to solve the gas-solid flow by
coupling open source codes OpenFOAM
and Liggghts. This method not only
considers the complex flow of gas, but
also simulates the complex interaction
between gas-particle, particle-particle and
particle-wall.
The step-by-step CFD-DEM implementation
route is shown as follows:
1. Predict momentum exchange in CFD
2. Obtain particle velocity position

information by solving Newton's Law in
DEM

3. Obtain the particle information in the DEM,
identify the grid ID of the particle and set
the porosity in CFD

4. Select the reasonable force model in CFD
to carry out momentum exchange and
transfer to DEM to continue solving

5. Solve the whole flow field based on the
Finite Volume Method (FVM) in CFD
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Results and discussion

The gas velocity distribution in the
transfer chute were obtained from the
CFD-DEM coupling. To verify the
simulation method, the air velocity
distribution at the outlet of the transfer
chute obtained from CFD-DEM coupling
were compared with the previous
experimental results[2], as shown in Fig.
3. It shows that the simulation results have
the same trend as the experimental results.
It is proved that the gas-solid two-phase
flow in the transfer chute can be well
predicted by using the CFD-DEM
coupling method. It can be used as a
powerful tool to evaluate the effect of
transfer chute on the particulate flow.

Figure 1: Geometric Model                Figure 2: Mesh

Figure 3: Comparison Between Simulated and 
Experimental

Figure 4: Gas Velocity               Figure 5: Gas Velocity Vector

Figure 5: Particle Velocity           Figure 6: Gas Volume Fraction

0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10 0.11 0.12
0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

A
ir 

V
el

oc
ity

 (
m

/s
)

Distance From Chute Bottom (m)

Simulation
Experimental



 

The interaction between waves and structures is always a hot topic for researchers. Wave passed through a fixed rectangle, based on VOF method to track the free surface, using the open source computational fluid dynamics solver OpenFOAM 

had been simulated and validated in both two dimensional and three dimensional in this paper. The nonlinear (NL) k-ε turbulence model was established to solve the incompressible Reynolds-Average Navier-Stokes equation. The results show 

that OpenFOAM can be used to simulate the interaction between waves and structure. 

Continuity equation 

∙u=0 

Navier-Stokes equation 

 

k equation      

 

ε equation 

 

Transport equation for α 

 

SWL

h=0.3m d=0.24m

0.4m 0.5m
17.7m

0.6m
8.9m2.9m

h=0.7m

Solitary past a fixe rectangle of different depths

Regular wave past an immersed rectangle 

Figure 2 The comparisons of time histories of free surface displacement at x = 1 m, 32.5 m and 59 m between experiments 
and OpenFOAM (left panel: submerged; middle panel: immersed; right panel: floating) 

Figure 4 Schematic illustration of a regular wave past an immersed rectangle 

Wave tank wide: 14m 

Rectangle:  

Width B=2m,  

Length L=0.6m,  

Height H=0.45m 

Draft 0.24m 

Mid-point coordinates of rectangle 

was (21.8m, 7m)[9] 

Figure 1 Schematic illustration of a solitary past 
a submerged, immersed, or floating rectangle

past 
le

Water depth: 1.0mm

Rectangle: 0.5m*0.6m and its front face is deployed at x=30m 

Submerged case: still water depth above the obstacle is 0.4m; 

Immersed case: the still water depth above the obstacle to be 0.25m; 

Floating case: the obstacle is lifted 0.2m above the still water level. 

Figure 3 Temporal and spatial variations for the velocity field calculated using numerical mode (left panel: 
submerged; middle panel: immersed; right panel: floating) 

Figure 5 Time series of wave elevations (left panel) and forces on rectangle (right panel) 

This study focuses on the interaction between wave and a fixed 

rectangle. In this paper, both two-dimensional and three-dimensional 

cases are given to study the elevations of wave surface and the 

distribution of forces. The numerical model solve the incompressible 

Navier-Stokes equations in combination with VOF method, which is 

based on an open source CFD toolbox OpenFOAM. And NLk-ε 

turbulence model is also adopted. Not only the elevations of free surface 

and forces on rectangle, but also the complex flow field evolution 

process are given. The results show that the model in OpenFOAM can 

simulate wave field with a fixed rectangle accuracy. 
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Introduction 

On engineering applications involving wave-structure
interactions [1], the use of CFD is essential to account for
viscous effects and non-linear deformations and breaking of the
free surface. Solving Navier-Stokes equations in a viscous
numerical wave tank is of low efficiency, in particular the
target is a fully developed sea state. The High Order Spectral
(HOS) method solving the nonlinear inviscid problem is
therefore applied for outer field wave generation. This reduces
the computational cost, by reducing the size of the viscous
domain.
The spatial discretization needed for the solution of the Euler
equations with HOS and the Navier-Stokes equations is very
different. Grid2Grid [2] is a wrapper program of HOS
developed to exchange the information between the two solvers.
The plug-in toolbox of OpenFOAM waves2Foam [3] can
generate fully developed wave fields. Therefore we combine
these two methods and this new method is implemented to do
the simulations.

Major Work
Inlet and outlet can be imposed in waves2Foam through the
relaxation zones which can be seen as coupling zones. At each
time step the flow velocity (u,v,w) and the volume fraction of
the fluid (α) in coupling zone is computed with equation 1. The
value of is obtained from HOS results. Through the
relaxation zone, the values of wave fields from HOS can be
transferred into inner CFD zone and the scattered wave in CFD
zone can be mapped in target (incident) wave components
when spreading outside. The sketch of the coupling method is
shown in Figure 1.

(1)

Results and Conclusions
To validate the effectiveness and accuracy of the coupling
method, 6 cases are considered to compare the HOS solution to
the CFD solution, shown in table 1. These tests have been
computed [2], [4] in coupled method with HOS and foamStar,
which is developed by Bureau Veritas and based on
OpenFOAM. Therefore, we include the results from foamStar
to compare. The wave elevation is analyzed based on the wave
probe which is put in the middle of the computational domain.
The wave probe is set in the same place both in HOS zone and
in CFD zone. Figure 3 shows the comparison of wave elevation
results from three methods.
The time history of wave elevation from CFD zone fairly agree
with that from HOS zone, which shows the coupling method
has the ability to simulate identical wave elevation which is
generated by HOS

Figure 1 Sketch of the coupling method to compute the propagation wave 
in 2D and 3D

The contour of wave elevation indicates that the CFD zone
can simulate in arbitrary space. The coupling method can do
the simulation in naval and offshore wave-structure
interaction effectively in the future.
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Wave
type

Value HOS-Ocean HOS-NWT

2D 3D 2D 3D

Regular
wave

T (s) - - 0.702 0.702

H (m) - - 0.0431 0.0288

Irregular
wave

Tp (s) 0.702 1.0 1.0 0.702

Hs (m) 0.0288 0.10 0.05 0.0384

3.3 3.3 3.3 3.3

Table 1 HOS wave conditions 

3.3

Figure 2 Wave elevation of coupled methods with HOS and 
waves2Foam.

Figure 3 Validation and comparison of coupled methods with HOS 
and waves2Foam.



Application of CFD-based efficient global optimization method to 
ship hull design 

Computational fluid dynamics (CFD) has become an 
invaluable tool for ship hull form optimization design.  
In the process of ship optimization design, the number 
of objective function (certain hydrodynamic 
performances to be improved) evaluations using high-
fidelity numerical analysis solvers, is enormous but 
severely limited by computational time and cost, even 
with the aid of supercomputers.  
One alternative is to construct surrogate models based 
on finite sample points instead of direct numerical 
evaluations one by one.  
In this paper, The Efficient Global Optimization method 
(EGO) is used in ship optimization design based on our 
in-house solver OPTShip-SJTU.  

Introduction 

Numerical methods 

Results 

Conclusions 

Aiqin Miao, Decheng Wan* 
School of Naval Architecture, Ocean and Civil Engineering, Shanghai Jiao Tong University, Collaborative 

Innovation Center for Advanced Ship and Deep-Sea Exploration, China 
*Corresponding author: dcwan@sjtu.edu.cn 

The EGO method mentioned herein is a Kriging-based 
global optimization method considering the uncertainty of 
the surrogate prediction. The key to the EGO method lies 
in balancing the need to fully exploit the surrogate model 
(by sampling where it is minimized) with the need to 
improve the accuracy of surrogate model (by sampling 
where prediction error may be high). The concept is 
expressed in the infill criterion of Expected Improvement 
(EI). The EI of optimization problem can be calculated as: 

min min minˆ ˆ ˆ( ) ( ) ( ) / ( ) /E I x f y f y s s f y s

A simple flow chart of the EGO method applied for a 
simple mathematical function is shown in Fig. 1. The EGO 
method is added to our in-house solver OPTShip-SJTU for 
ship optimization design based on CFD. 

Figure 1: The flow chart of efficient global optimization: on the 
left, the steps are briefly described; on the right, an example is 
given (predetermined design points as red dots, the added new 
points as green squares and the next new point as a blue 
triangle). 

The EGO method is applied for ship optimization of 
Wigley to minimize the wave-making resistance in the 
calm water.  

Figure 2: The control points distributed on Wigley hull by RBF 
method 
It also starts with the classical Kriging surrogate model. A 
new design sample point is found through optimizing an 
infill criterion based on the surrogate model. This new 
design point is the next new ship directly evaluated by 
CFD method. The surrogate model will be rebuilt by the 
total sample points. This step of model reconstruction and 
generation of additional new design point is not iterated 
until a stop criterion is fulfilled. At last, the optimal ship 
will be obtained with the minimum wave-making 
resistance. The Cw converges to the minimum value, 
1.046E-03, a larger reduction of 18.46% than the initial 
value. Details are shown in Fig. 3-6. 

Figure 3: The initial sample hulls and the additional new hulls 
used in the EGO method 

Figure 4: Comparisons of 
the body lines between the 
initial and optimal ships 

Figure 5: Comparison of free surface 
elevation between the initial and 
optimal ships 

Figure 6: Comparison of pressure distribution between the initial 
and optimal hulls 

This paper presents a Kriging-based global optimization method, efficient global optimization (EGO), different from the 
ordinary optimization method. It combines the surrogate modeling with the optimization algorithm. In the future, it will be used 
to the more complex ship optimization problem, such as the ship hull form design to improve comprehensive hydrodynamic 
performance, based on entire CFD. 
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Overall Speedup

Execution Time(s) Speedup

Transplant and Optimize OpenFOAM On Sunway TaihuLight Supercomputer

       National Super-Computing Centre in Wuxi (NSCCWX), is lo-
cated in Wuxi China. and co-operated by local government and 
Tsinghua University. It  has the world’s first supercomputer with 
peak performance over 100PFlop/s—Sunway TaihuLight . Sunway 
TaihuLight  is composed with over 40K “SW26010” chips, and inte-
grates in total over 10 million cores. Sunway TaihuLight is also the 
first computer that uses China homegrown processors and occupies 
the first place on Top500 list for successive 4 times.  
       Since June, 2016, over 70 large-scale applications from over
100 research institutes were done, covering 19 application do-
mains, 16 full-scale applications, 18 half-scale, 22 million-core-
scale, 5 Gordon Bell Finals, and 2 Gordon Bell Prize.

HU REN, HANFENG GU, FEI GAO, XIN LIU, WEI XUE

 “SW26010”  processor characteristics: 

4 core-groups (CGs) in a processor 

one management core (MPE) and one 8x8 computing core (MPE) 

mesh in a CG 

Every 64 MPEs share a 4M local device memory (LDM).     

        

Challenges to transplant and optimize OpenFOAM: 

unstructured mesh and data layout (irregular memory fetching)

relatively limited memory bandwidth (38GB/s to 3TFlops)

restrictions on parallelism in algorithms (Gauss Seidel etc.)

templated and polymorphic coding 

shared-library-oriented build system 
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Speedup

ATmul Matrix reorder 12x

gaussGrad Manual cache 7x

surfaceInterpolationScheme Manual cache 8.6x

surfaceIntegrate Manual cache 6.5x

GAMG Chebyshev Smooth 5x

PBiCG Diagonal precondition  

+  Stabilized CG

5x

Array Operations Vector acceleration interface 18x

CFD simulations with OpenFOAM on Sunway TaihuLight: 

Wind power companies use OpenFOAM 

on Sunway TaihuLight to optimize wind 

fun locations and predict the daily power 

generation. 

Matrix Reorder : 

Non-zeros were reordered to form box, make sure the row and 

column related array is located in localized sections 

Manual Cache: 

The non-zeros were lumped into sections for each row section, and 

the array section starts and ends were recorded  for manual caching  

Sophisticated reordering for unstructured mesh and data structure 

Overall acceleration for a series of  Solvers 

High performance stand-alone linear solvers on Sunway  

Web base GUI for SW-OpenFOAM and services

Chebyshev smoother: 

Gauss Seidel was replace by Chebyshev in GAMG Solver to release 

parallelism, and a new procedure was proposed 

Gauss selidel Chebyshev 

Blocking reorder 



Burner details:

• Main jet inner diameter: 7.2mm

• Pilot annulus inner diameter: 7.7mm

• Pilot annulus outer diameter: 18.2mm

• Burner outer wall diameter: 18.9mm

• Wind tunnel exit: 30cm by 30cm

• Coflow velocity: 0.9m/s(+/- 0.05 m/s)

• Main jet composition; 25%CH4, 75% dry air

• Main jet kinematic viscosity: 1.58e-05 m^2/s

• Main jet velocity: UD = 49.6 m/s

1. Introduction

2. Validation Dataset

3. Numerical method(2)

IMPLEMENTATION AND VALIDATION OF A NOVEL TABULATED 
CHEMISTRY TURBULENT COMBUSTION MODLE IN OPENFOAM

Y.F. Duan, L.K. Ma*, X. Huang and Z.X. Xia
College of Aerospace Science and Technology, National University of Defense Technology

*Email: malikun@nudt.edu.cn

3. Numerical method (1)
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Objectives:
• To aviod the limitations of the presumed PDF (PPDF) method, e.g.
assumption on the statistic independence of the controlling variables
and expensive storage requirement due to large lookup tables, that is
used in the conventional flamelet-based models, a novel turbulent
combustion model was developed by combining of the Flamelet
Generated Manifolds (FGM) model and Eulerian Stochastic Field (ESF)
mehtod.

Numerical results

• For the simulated case, the accuracy of the proposed model in terms of
the predicted temperature and species distribution is higher than the
FGM model with PPDF.

• With the increase of the number of stochastic fields, the simulation
accuracy of the ESF/FGM turbulent combustion model has been
continuously improved.

• LES model improved the simulation accuracy of the fuel and oxidant
mixing process, the results is better than the RANS model’s.

5. Conclusions

FGM Model: select two control variables to characterize Chemical
reaction in turbulent combustion. The "mixture fraction", Z, that
characterizes the mixed state of fuel and oxidant and the "progress
variable", C, that characterizes the progress of chemical reaction are
usually selected as independent variables.

Innovation : abandon the P-PDF method (the original FGM model) and
choose real-time solutions to components jointing probability density
function of two independent variables transported equation and integrate
them in the sample space to obtain all the single-point statistics of all the
space and time of two independent variables in real time. The Eulerian
Stochastic Field (ESF) model in the transported probability density
function class model is used to accomplish this task.

ESF Model: use a series of stochastic fields NF to represent joint-
composition PDF required by this model. In this NF stochastic fields, each
field contains each component value at each position in the entire flow
field. It can be expressed as

Numerical results 4. Results

References:

1. F. Nmira, D. Burot, and J. L. Consalvi, "Stochastic Eulerian field method for radiative
heat transfer in a propane oxygen-enhanced turbulent diffusion flame," Combustion
Theory & Modelling, vol. 21, pp. 62-78, 2016.

Model details:

• RANS Model: standard k-ɛ
• RANS Grid: 51,957

• LES Model: HybridSGS
• LES Grid: 3,477,600

Wireframe of LESWireframe of RANS

Sandia D flame

is the value of scalar under position under t time in n field. In this
model, , each stochastic field evolves according to the stochastic
partial differential equations (SPDE) derived from transport equation of

,n xx
[Z,C]

the joint-composition PDF. These SPDE can be expressed as

By solving the stochastic differential equations of each stochastic field, the
evolution law of the mixture fraction and the progress variables over time
in each stochastic field considering the influence of turbulence is obtained.
A statistical average is then used to find the control variables for the
flamelet look-up table.

Mean and rms plot of temperature and main
components along the centreline of SandiaD flame

[LES&RANS]

Radial profiles of mean and rms plot of CO2 mass
fraction at six axial location of SandiaD flame

[LES&RANS]

Radial profiles of mean and rms plot of temperature
at six axial location of SandiaD flame

[LES&RANS]

Mean plot of temperature and main components
along the centreline of SandiaD flame

[RANS]

Radial profiles of mean and rms plot of OH mass
fraction at six axial location of SandiaD flame

[LES&RANS]

Radial profiles of mean and rms plot of Z at six axial
location of SandiaD flame

[LES&RANS]
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GOAL: MOTIVATION:GOAL:  MOTIVATION:  
Analyse the e ect of di erent Sub grid Scale (SGS) models on the Large The exis ng researches in academia on mul ple cavi es or corrugatedAnalyse the e ect of di erent Sub grid Scale (SGS) models on the Large The exis ng researches in academia on mul ple cavi es or corrugated y g ( ) g
Edd Si l (LES) f h li d h l

g p g
ll f i i li d/id li d Al h hEddy Simula on (LES) of the realis c corrugated channel ow wall are focusing on simpli ed/idealised geometry Although reportsEddy Simula on (LES) of the realis c corrugated channel ow. wall are focusing on simpli ed/idealised geometry. Although reports 

show many SGS models perform well on these idealised geometriesshow many SGS models perform well on these idealised geometries, y p g ,
h i f di li d htheir accuracy of predic on on more realis c corrugated geometry has

Realis c Academia
their accuracy of predic on on more realis c corrugated geometry has 

Realis c Academia 
not been systema cally evaluatednot been systema cally evaluated. y y

hCurrent ResearchCurrent Research 

CASE INTRODUCTION:CASE INTRODUCTION: 
The geometry is a 2D representa on of a widely used commercial stainThe geometry is a 2D representa on of a widely used commercial stain
less steel ex pipe (heat exchanger) with a circular cross sec on theless steel ex pipe (heat exchanger) with a circular cross sec on. the p p ( g )
bo om wall has a wavy shape with periodic grooves whereas top wallbo om wall has a wavy shape with periodic grooves, whereas top wall 
and two sidewalls are both at platesand two sidewalls are both at plates. p

 

NUMERICAL SETUPSNUMERICAL SETUPS:  

                

Periodic Boundary Condi on (BC) is applied to both inlet and outlet Spa al interpola on of convec on and di usion terms is based on 2nd order cenPeriodic Boundary Condi on (BC) is applied to both inlet and outlet. Spa al interpola on of convec on and di usion terms is based on 2nd order ceny ( ) pp p p

tral di erencing scheme Time marching is approximated by 2nd order backwards di erencing implicit scheme The decoupling of velocity and prestral di erencing scheme. Time marching is approximated by 2nd order backwards di erencing implicit scheme. The decoupling of velocity and pres

i h i b i d b PISO l i h i l i l l d b di ( i h lsure in the equa on is obtained by PISO algorithm i e velocity components are calculated by one momentum predictor step (using smooth solverssure in the equa on is obtained by PISO algorithm, i.e. velocity components are calculated by one momentum predictor step (using smooth solvers 

with symmetric Gauss Seidel smoother) and pressure eld is corrected twice (by generalised geometric algebraic mul grid (GAMG) solver) withwith symmetric Gauss Seidel smoother) and pressure eld is corrected twice (by generalised geometric algebraic mul grid (GAMG) solver) with y ) p ( y g g g g ( ) )

Gauss Seidel smoother for the rst corrector step and diagonal incomplete Cholesky/LU with Gauss Seidel (DICGaussSeidel) for the second oneGauss Seidel smoother for the rst corrector step and diagonal incomplete Cholesky/LU with Gauss Seidel (DICGaussSeidel) for the second one.  

 MESH DETAILS: CALCULATION PROCEDURE:MESH DETAILS:  CALCULATION PROCEDURE:  
Th t t d h h d l h i d i t t d Th h d it A f ll d l d ld ithThe structured hexahedral mesh is used in current study. The mesh density A fully developed ow eld with y y y p

increases as approaching the wall The rst layer distance on the corrugated SMAG+VD is used as ini al condi on for allincreases as approaching the wall. The rst layer distance on the corrugated SMAG+VD is used as ini al condi on for all 

ll i l h 0 005 ll i l h 0 006 d id i h h SGS d l Allwall is less than 0 005 mm on top wall is less than 0 006 mm and on side cases with other SGS models All cases arewall is less than 0.005 mm, on top wall is less than 0.006 mm and on side cases with other SGS models. All cases are 

walls is less than 0 06 mm A posterior analysis shows that y+ value for the allowed for a further 1s simula on to enwalls is less than 0.06 mm. A posterior analysis shows that y+ value for the allowed for a further 1s simula on to enp y y

corrugated wall is less than 0 25 with a mean value of 0 04 for top wall it is sure the uctua on induced by the changecorrugated wall is less than 0.25 with a mean value of 0.04, for top wall it is sure the uctua on induced by the change 

l h 0 16 i h l f 0 11 f id ll i i l h 2 4 i h f SGS d l b l d f ll d bless than 0 16 with a mean value of 0 11 for sidewalls it is less than 2 4 with of SGS model to be se led followed by anless than 0.16 with a mean value of 0.11, for sidewalls it is less than 2.4 with of SGS model to be se led, followed by an 

a mean value of 0 72 jus fying the use of no slip wall boundary condi on averaging window of 8s Flow eld becamea mean value of 0.72, jus fying the use of no slip wall boundary condi on. averaging window of 8s. Flow eld became , j y g p y g g

The total number of mesh cells for each corruga on is 0 9 million sta s cally steady before data processingThe total number of mesh cells for each corruga on is 0.9 million. sta s cally steady before data processing. 

 

RESULTS AND FUTURE STUDIESRESULTS AND FUTURE STUDIES:RESULTS AND FUTURE STUDIES:  
(c)

All SGS d l t t d i th t t d di t h
(c) 

All SGS models tested in the current study can predict a chaAll SGS models tested in the current study can predict a cha

o c 3 dimensional and unstable ow eld (Fig a) Vortexo c, 3 dimensional and unstable ow eld (Fig. a). Vortex , ( g )

Evolu on and hydrodynamics observed in the experimentEvolu on and hydrodynamics observed in the experiment 
(f)

b d d b ll SGS d l i LES (Fi b) Th it
(f) 

can be reproduced by all SGS models in LES (Fig. b). The suit
( )

can be reproduced by all SGS models in LES (Fig. b). The suit

able channel length is 16 corruga ons (Fig c) and the currentable channel length is 16 corruga ons (Fig. c) and the current g g ( g )

grid is adequately ne (Fig d) The results suggest that thegrid is adequately ne (Fig. d). The results suggest that the 

i l i i i t th l t d SGS d l f b thsimula on is insensi ve to the selected SGS models for both (d)simula on is insensi ve to the selected SGS models for both (d) 
mean velocity pro le (Fig e) and turbulence intensity (Fig f

( )
mean velocity pro le (Fig. e) and turbulence intensity (Fig. fy p ( g ) y ( g

h) d l b l ll b dh) In next stage di erent inlet turbulence BCs will be testedh). In next stage, di erent inlet turbulence BCs will be tested. 

(g)(g) 

(a)(a) ( )

(e)(e) ( )

(b)(b)(b) 
(h)(h) 
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