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Abstract: During recent years, thorough experimental and numerical investigations have led to
an improved understanding of dynamic phenomena affecting the fatigue life and survivability of
offshore structures, e.g., ringing and springing and extreme wave impacts. However, most of these
efforts have focused on modeling either selected extreme events or sequences of highly nonlinear
waves impacting offshore structures, possibly overestimating the actual load to be experienced by
the structure. Overall, not much has been done regarding short-term statistics. Although clear
non-Gaussian statistics and therefore higher probabilities of extreme waves have been observed in
random seas due to wave–wave interaction phenomena, which can impact short-term statistics for
the structural load, they have not been studied extensively regarding the assessment of the dynamic
behavior of offshore structures. Computational fluid dynamics (CFD) models have shown their
viability for studying wave–structure interaction phenomena. Despite the continuously increasing
computational resources, these models remain too computationally demanding for applications to
the large spatial domains and long periods of time necessary for studying short-term statistics of
non-Gaussian seas. Higher-order spectral (HOS) models, on the other hand, have been proven to
be efficient and adequate in studying non-Gaussian seas. We therefore propose a one-way domain
decomposition strategy, which takes full advantage of the recent advances in CFD and of the
computational benefits of HOS. When applying this domain decomposition strategy, it appeared to
be possible to deduce response statistics regarding the impact of nonlinear wave–wave interactions.

Keywords: non-Gaussian seas; wave–structure interaction; HOS; OpenFOAM

1. Introduction

Due to the world’s ever-growing energy demand, the offshore wind industry has
known an exponential growth during the last two decades. As a result, there is a strong
tendency towards increasingly larger wind turbines being constructed offshore and cost-
reduction per kilowatt hour, which poses new challenges regarding design and effi-
ciency [1,2]. XL-monopiles are one such example. Offshore wind turbines have grown
increasingly taller and are installed in deeper water depths than ever before, which jeopar-
dizes their fatigue life due to a higher susceptibility to ringing and springing as their natural
frequencies decrease further towards typical wave frequencies [3]. Moreover, innovative
structures combining wave energy take-off and harvesting wind energy, e.g., combined
offshore wind and offshore airborne prototypes, confront designers with substantial dif-
ferences in dynamic behavior compared to traditional structures stemming from the oil
and gas industry. Especially in terms of prevailing fluid phenomena, viscous effects and
turbulence gain considerable importance when assessing such structures.

Traditionally, design practices adopt Gaussian seas to represent operational conditions,
while real seas are non-Gaussian [4]. In modeling moderately severe wave climates, second-
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order wave theory is adopted, which gives rise to increased dynamic response for both
stiff and compliant structures due to bound second-order wave components [5]. However,
in addition to bound components, free wave components are known to interact at third
order of nonlinearity for intermediate to deep water wave conditions, which results in
spectral energy downshifts and a higher probability of extremes compared to second-order
wave theory [6,7]. Due to these spectral energy downshifts, the dynamic response of stiff
structures is reduced [8], while at the same time increased probability for extreme events,
due to focussing, could lead to a higher occurrence of transient dynamic phenomena,
such as ringing and slamming. An improved understanding of the influence of these
nonlinear wave–wave interactions on the response statistics could therefore lead to a more
appropriate assessment of offshore structures in operational conditions.

Expensive physical experiments in large-scale facilities and simplified engineering
models originating from the offshore industry are still the norm. Most numerical models
resolve the Euler equations, assuming incompressibility, irrotationality and inviscosity.
Moreover, a Taylor expansion around the water level is used to approximate the kinematic
and dynamic atmospheric boundary conditions imposed for the wave dynamics problem.
As a result, linear potential theory based models, e.g., NEMOH, and expansions up to
second-order, e.g., WAMIT, are still of main use, which is a clear consequence of offshore
activities being situated in deep water, where second-order theory is generally assumed
to capture most phenomena. However, as bottom-founded structures are situated closer
to shore and higher-order wave effects, e.g., ringing, originate from higher-order wave
harmonics, these models do not suffice in assessing state-of-the-art innovative offshore
structures. Therefore, extensive research has been done in recent years to resolve the
wave dynamics boundary value problem with fully nonlinear boundary conditions. Two
such efforts are the nonlinear potential flow solvers OceanWave3D and formulations of
the higher-order spectral equations (HOS). While OceanWave3D is essentially a fully
nonlinear potential flow model [9], HOS solves the Euler equations up to a desired level
of nonlinearity in the (spectral) wave number domain [10,11]. By truncating up to third-
order nonlinearity, HOS has shown to accurately capture the effect of nonlinear four-wave
interactions on extreme wave statistics [12]. Nonetheless, all of the aforementioned models
still lack in the sense that they do not model viscosity nor turbulence.

As computational fluid dynamics (CFD) solves the full Reynolds-averaged Navier–
Stokes (RANS) equations, it overcomes the problems previously posed by the Euler based
models, therefore allowing for viscosity and turbulent effects to be taken along [13]. CFD
accurately captures the wave–structure interaction, even in highly nonlinear waves. A no-
table code is the open-source CFD solver OpenFOAM, of which different branches exist
and to which researchers worldwide contribute. Notwithstanding the continuously grow-
ing computational resources, these models remain computationally demanding, which
makes for a real challenge in applying them to large, high resolution domains and long
computational times. Consequently, CFD is often used in conjunction with faster models
as part of a domain decomposition approach.

In Paulsen et al. [14,15], such a domain decomposition approach was adopted to model
respectively wave impact and ringing for monopiles, where the previously mentioned
fully nonlinear potential flow solver OceanWave3D as far-field was used in conjunction
with OpenFOAM modeling the near-field through coupling by the wave generation and
(passive) absorption toolbox waves2Foam. At the near-field boundaries, numerical re-
laxation zones, which gradually force the computated wave field to comply with the
theoretical wave field calculated through the fully nonlinear far-field solver, were ap-
plied [16]. A similar strategy was applied in studying breaking of rogue waves arising
from modulational instability in a wave train consisting of a carrier wave and side-band
perturbations, where a domain decomposition was adopted between the higher-order
spectral model (HOSM) and OpenFOAM. First, an initial wave train was simulated in
HOSM until a certain threshold for wave height was reached. Subsequently, this wave
surface was fed to the wave maker in the wave generation and (active) absorption toolbox
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olaFlow to closely study the breaking, for which HOSM does not account [17]. More
recently, adopting CFD for both the far field and near field, Di Paolo et al. [18] presented a
coupling approach with a 2D CFD model representing the far field and a 3D CFD model for
the near field, foregoing the limitations associated with potential flow models. However,
adopting this approach would still be too time-consuming in studying long time series, as
is the case in this work, and CFD also invokes inaccuracies in its long-distance progressive
wave modeling [19].

Alternatively, in Luquet et al. [20], field decomposition through the Spectral Wave
Explicit Navier-Stokes Equations (SWENSE) approach has been proposed as a way of
coupling the computationally efficient HOS solver to fully nonlinear wave tanks. First, the
flow field potential is decomposed into the HOS potential and the near field solution in the
numerical wave tank. Next, after evaluating the HOS potential, the nonlinear wave tank
potential is solved for with the HOS potential as free surface boundary condition. Finally,
adding both potentials produces the full flow field potential. SWENSE therefore allows
for fast parallellized computations for both the far field solutions in HOS and the near
field solutions in numerical wave tanks. In the OpenFOAM branch, foam-extend, this very
same strategy has been successfully implemented together with similar passive absorption
boundary conditions as in Jacobsen et al. [16] to prevent waves from reflecting into the
near field. In doing so, both extreme wave simulations and the accurate assessment of
near field effects on the structure have become possible [21,22]. However, although this
approach is very effective in obtaining realistic extreme waves arising from an initial wave
field and in studying their impacts on offshore structures, HOS essentially resolves the
time evolution of an initial wave field. Therefore, this approach is as such less suited for
deriving structural response statistics regarding the spatial evolution of random seas and
the nonlinear wave–wave interactions involved, which have shown to lead to a departure
from Gaussian statistics [7,23].

This work presents an efficient numerical strategy in generating sufficient data to
assess the effect of the interacting free wave components on the response of a stiff monopile.
The response statistics for a simple offshore structure in non-Gaussian seas are studied in
the time domain. To this end, an efficient domain decomposition strategy, where the near
field is modeled through CFD and the far field through a fast HOS numerical wave tank
model, is adopted. The purpose of this work is to show that such a domain decomposition
strategy is an effective and efficient way to study the response characteristics of a structure
under wave loads. In the following, first, the methodology of the domain decomposition
strategy is discussed. Next, the set-up and numerical input of far field, near field and
structural test case are laid out. Based on the thus established models, a benchmark study
for the domain decomposition strategy with emphasis on convergence is presented, after
which, the simplified structural model’s validity is assessed. Finally, a discussion takes
place considering the ability of the developed time domain approach regarding response
statistics in non-Gaussian seas, proving that the model is able to live up to expectations,
but, however efficient, still becomes too expensive in view of the multiple long Monte
Carlo simulations needed for the response statistics to be representative.

2. Methodology
2.1. Domain Decomposition

Previous work by Toffoli et al. [23] showed that a large amount of randomly generated
(deep) water waves are needed to obtain reliable response statistics regarding nonlinear
wave–wave interactions. Moreover, these waves have to travel over long distance to
attain their nonlinear properties, when starting from an initial wave field composed of a
random superposition of linear waves. If and when maximum non-Gaussianity is reached
is primarily related to kd, with k the wave number and d the water depth. For deep water
waves this typically occurs after about 10–15 wavelengths, while for intermediate water
depths (kd = 2), where monopiles are typically built, convergence is not reached even after
20 wavelengths, as will be illustrated further on. As the computational cost of using a
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full CFD model would be excessive, the domain decomposition strategy, demonstrated in
Figure 1 is applied. As shown in Figure 1, the fluid domain is decomposed into a far field
modeled by HOS and a near field accounted for by the CFD solver, OpenFOAM [24].

Figure 1. Time domain decomposition strategy.

In the domain decomposition strategy, HOS is used to randomly generate a time series
by a wave maker boundary first. In previous work by Toffoli et al. [7,23], the higher-order
spectral method (HOSM), has shown to yield statistically significant results regarding the
influence of third-order nonlinearities on the occurrence of extreme waves in random wave
fields. The higher-order spectral implementation typically resolves the Laplace equations
in cyclic wave number space with nonlinear free surface boundary conditions formulated
in Equations (1) and (2) with W(x, y, t) and φs(x, y, η, t) respectively the vertical velocity
and the velocity potential at the free surface, η [25].
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Starting from a randomly generated initial wave field, HOSM then uses a series
expansion to resolve the wave surface up to desired order of nonlinearity [11].

The higher-order spectral numerical wave tank, HOS-NWT, by Ducrozet et al. [26],
is selected to obtain the spatial evolution of a wave field generated by a wave-making
boundary. As a numerical wave tank domain is finite by definition and necessitates the
presence of wave generation and absorption boundary conditions, HOS-NWT, adopts an
additional velocity potential in an approach similar to what was done in Luquet et al. [20]
to account for these boundary conditions. Similarly, as is the case for traditional HOS codes,
no wave breaking models or dissipation have been implemented into the publicly available
code [27], so that when breaking should occur, i.e., if the steepness exceeds a limit, the
computation breaks down.

After running HOS-NWT, the input time series for the near field numerical wave
basin in OpenFOAM is determined by taking the wave gauge corresponding to maximum
kurtosis and assuming this probe to be the equivalent position of the structure in the near
field OpenFOAM model. Subsequently, the time series measured at a wave gauge two
peak wavelengths back, i.e., the distance between the wave generation boundary and the
structure in the near field numerical modeling is then reconstructed by the olaFlow wave
generation and absorption toolbox from the measured spectrum and used as boundary for
the near field model.
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Assuming incompressibility and irrotationality, the continuity and momentum equa-
tions in respectively Equations (3) and (4) together with the two-phase mixture continuity
in Equation (5) are then solved by OpenFOAM’s interFoam solver.

∂ui
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= 0 (3)
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In Equation (4), the hydrostatic pressure p∗ relates to the total pressure p as p∗ = p−ρgi,
and ur,i depicts a vector coefficient used for volume-of-fluid compression in Equation (5).
µ represents the dynamic viscosity, ρ the water density and α the water volume fraction
bounded between 0 and 1.

Before applying the measured wave spectrum to the near field boundary, the high
frequencies in the HOS-NWT solution need to be filtered. The reason is two-fold. On the
one hand, these high-frequencies are unphysical in the sense that they do not lie within
the frequency range typically associated with wind-generated waves. On the other hand,
when applying an unfiltered wave field including these high-frequency components as
boundary condition to the near field, it jeopardizes numerical stability at the inlet. More-
over, including very low-frequency wave components might lead to an increasing water
level in the CFD model. A low-frequency cut-off is therefore adopted as well. Filtering
only retains energy in the frequency range from 0.33 fp to 3 fp, with fp the peak wave
frequency of the applied spectrum, which still includes the phenomena of interest for the
simplified monopile herein considered. However, in case of compliant structures, a smaller
low-frequent cut-off wave frequency might be considered to trigger the slow structural
responses, while stiffer structures will define the high-frequent cut-off wave frequency.

As a first assessment regarding the applicability of the proposed domain decomposi-
tion model in obtaining response statistics for offshore structures in non-Gaussian seas, a
simplified structural model is added to the wave flume after benchmarking the coupled
approach’s ability to reproduce the HOS wave field. A monopile-founded offshore wind
turbine modeled as a 1 DoF inverted pendulum with a spring-damper hinge aimed at
approaching the first fore-aft bending frequency, is chosen. Due to the small excursions
of the monopile in the water fraction, a one-way coupled approach, where waves impact
on a fixed monopile to then apply the thus obtained wave loads in a structural solver,
would also be acceptable. However, the inverted pendulum model also served the purpose
of verifying mesh motion for a simple structure before transgressing to more complex
multi-degrees-of-freedom motion.

2.2. A Simplified Structural Model

A simplified monopile, modeled as an inverted pendulum, is used to assess the
applicability of the domain decomposition in deriving response statistics in non-Gaussian
seas. This equivalent monopile is modeled through the capabilities already existing in
OpenFOAM’s rigid body motion solver, which is frequently used for floating structures.
As illustrated in Figure 2, the monopile is gradually simplified to a rigid inverted pendulum
with a spring-damper hinge connection at the bottom of the wave flume, which adequately
emulates the original monopile-tower assembly first fore-aft bending mode. Although
doing so implies that the motion of the structure in the water is overestimated due to stiff
modeling of the pile, this should give a first idea considering the possible impact of random
wave loading on monopiles.
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Figure 2. Equivalent monopile model.

First, the monopile is reduced to a one degree-of-freedom system, for which the free
vibration has been written down in Equation (6).

mẍ + cẋ + kx = 0 (6)

In Equation (6), m is the sum of the lumped mass of the tower and monopile assembly
and the mass of the rotor and hub, c is the viscous damping based on the modal damping
factor, ζ, of 0.01 and k in this context the stiffness derived for the cantilevered beam.

Assuming the tower-monopile assembly to be stiff and massless, the equation of
motion for the first fore-aft bending mode in Equation (6) then reduced to the momentum
equilibrium, in terms of ϑ, for an inverted pendulum freely rotating about a spring-damper
hinge, as illustrated in the free body diagram on the right-hand side of Figure 2.

Iϑϑ̈ + cϑϑ̇ + (kϑ −mgL)ϑ = 0 (7)

In Equation (7), Iϑ signifies the inertia about the spring-damper hinge, L the length
of the tower-monopile assembly and g the gravitational constant. Enforcing the natural
frequency and the modal damping, the equivalent spring-damper hinge constants cϑ and
kϑ can be readily derived. As can be clearly noted, it has to be borne in mind that contrary
to the original structural bending model with its inherent small angle approximations, the
pendulum model in OpenFOAM takes into account the second-order effect associated with
gravity. Hence, the moment resulting from gravity has to be taken along when determining
the spring hinge stiffness, kϑ.

In Equation (8), the full expression for the momentum equilibrium of the equivalent
monopile in water is shown, with a the added mass, chydr the hydrodynamic damping,
khydr the hydrodynamic restoring coefficient and M the moment resulting from the hydro-
dynamic forcing.

Iϑϑ̈ + cϑϑ̇ + kϑϑ = −aϑ̈ − chydrϑ̇ − khydrϑ +mgL +M (8)
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As such, the monopile is reduced to a one-degree-of-freedom rigid body system
with appropriate restraints and structural parameters. Its hydrodynamic properties are
implicitly taken along by adopting several loops over the fluid solver and the rigid body
motion solver.

3. Numerical Set-Up
3.1. Far Field

As a far field domain, a numerical wave basin of 25 peak wavelengths and 40 m water
depth is modeled in HOS-NWT at full-scale, nihilating any possible scale effects, which
should be sufficient for the considered sea state to develop its nonlinear characteristics.
However, instead of the deep water waves considered in Toffoli et al. [12], intermediate
conditions are studied here, which reduces the wave growth rate. An equilibrium state
regarding non-Gaussianity might therefore not be reached by the end of the wave basin.
At the inlet of the basin, waves are generated by a numerical flap-type wave maker from a
JONSWAP spectrum applying linear wave maker theory. Input parameters to the wave
maker are peak enhancement factors, γ, of 1, 3.3 and 6, a steepness, kp Hs, of 0.1 and a
relative water depth, kph, equal to 2, i.e., a moderately steep sea state in intermediate water
depth, which corresponds to an environment where a monopile would be typically built. kp
depicts the peak wave number and Hs the significant wave height. A grid of 512 × 1 × 128
points, i.e., a spatial resolution of 11.29 m and a maximum resolvable frequency of 0.372 Hz,
is used, which provides about ten points to model the peak wave length and two points
for the smallest wave length. Wave data are sampled at 50 Hz. Furthermore, the HOS
solutions are truncated at third order of nonlinearity, allowing for the nonlinear wave–wave
interactions to occur [12]. Wave gauges are equidistantly placed along the full length of the
wave flume at an interval of one peak wavelength. To prevent wave reflection at the end of
the basin, a numerical relaxation zone of two peak wavelengths is provided at the outlet of
the basin.

For each peak enhancement factor, seven runs of 1000 s were run, which amounts to
approximately 7000 waves per input spectrum. One serial run for the far field model takes
a CPU time of about 12 h for three hours of wave data on one Intel Xeon CPU E5-2630 v3
at 2.40 GHz × 16.

3.2. Near Field
3.2.1. Numerical Wave Flume

For the near field model, the latest version of the wave generation and absorption
toolbox olaFlow is used together with OpenFOAM-v1906+. The near field is represented
by a wave flume of total length five peak wavelenghts with the monopile being located at
two peak wavelengths from the inlet. A schematic view of the near field domain is shown
in Figure 3.

The waves obtained from HOS-NWT at two wavelengths before the location of interest
are, after filtering, are input to olaFlow’s irregular wave generation boundary. To recon-
struct the exact same time series and retain the non-Gaussianity developed over the course
of the HOS-NWT model, the original phases are input to the irregular wave generation as
well. In doing so, the result of the nonlinear wave–wave interactions developed up to the
equivalent position of the near field wave generation boundary in the far field is retained.
The remaining interactions to occur in between the wave generation boundary and the
monopile are then taken care of by the near field CFD model. The benchmark will provide
more insight in the validity of these assumptions and the near field resolution needed to
guarantee correct reproduction of the original time-series.
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Figure 3. Schematic view of the near field time domain.

At the outlet, active (shallow water) wave absorption is applied. As mentioned before,
although olaFlow makes for fast evaluation of wave absorption profiles, it is meant to
actively compensate shallow water velocity profiles [28]. Therefore, the (exponential)
velocity profiles associated with deeper water waves cannot be adequately absorbed. In
Higuera [29], several options for improvement to olaFlow’s active wave absorption, i.e., by
slightly reformulating the original compensating velocity field and by combining it with
passive wave absorption, are explored, generally arriving at reduced reflection at higher
computational cost. Instead of applying these proposed improvements, acceptable and
computationally efficient wave absorption will be obtained by including a domain of two
peak wavelengths consisting of cells of increasing dimensions towards the active wave
absorbing boundary, taking full advantage of numerical dissipation. Further on in this
work, a reflection analysis along the lines Mansard and Funke [30] will assess the validity
of this approach.

In benchmarking the hybrid HOS-CFD approach, the near-field numerical wave flume
is modeled as two-dimensional. One run for the herein presented near field 2-D CFD model
takes about 72 h on one Intel Xeon CPU E5-2630 v3 at 2.40 GHz × 16 for 3600 s.

3.2.2. Structural Model

As input to the structural model, the monopile presented by Jonkman and Musial [31]
with the 77.6 m high National Renewable Energy Laboratory (NREL) 5 MW reference wind
turbine by Jonkman et al. [32] on top is used. For nonlinear wave–wave interactions to
occur, kh > 1.36 must be valid [7]. Therefore, an intermediate water depth of 40 m was
chosen and the original monopile of 30 m length in a water depth of 20 m is lengthened
up to 50 m. The monopile diameter of 6m and wall thickness of 0.06 m are kept the same.
As mentioned earlier, the equivalent monopile is modeled by using OpenFOAM’s rigid
body motion solver applying appropriate translational restraints and a spring-damper
hinge constraint. The mass at the tower top is taken to be the sum of the actual mass of the
rotor-hub-nacelle assembly and the lumped tower-monopile mass under the assumption
of a clamped connection at the sea floor. The moment of inertia is then simply determined
as this mass times total height squared. Knowing the dry natural frequency and the modql
damping ratio, the stiffness and damping coefficients can then be readily derived. The
original monopile properties and the equivalent monopile input to the structural model
are listed in Table 1.
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Table 1. Structural parameters for the original monopile and the simplified monopile.

Original Monopile Equivalent Monopile

Mass rotor-nacelle 350,000 kg (Lumped) mass 615,000 kg
Mass tower-monopile 725,575 kg Moment of inertia 10,013,282,400 kg⋅m2

Center of mass 71,946 m Location of lumped mass 127.6 m
Stiffness 1,711,570 N/m Spring stiffness 28,637,234,480 N⋅m/rad
Modal damping factor 0.01 Spring damping 334,080,290 N⋅m⋅s/rad
Natural frequency (dry) 0.26550 Hz Natural frequency (wet) 0.25385 Hz

For the structural computations, the numerical wave flume is modeled by expanding
the near field domain in Figure 3 up to 3D and by including the equivalent monopile
model presented in Figure 2. As kpD = 0.3, with D the structural diameter, viscosity is
not negligible, but as the Keulegan-Carpenter (KC) number corresponding to the peak of
the input spectrum is still small (KC = ±4) no vortex shedding is to be expected. Taking
into account the absence of asymmetric vortex shedding and the structural symmetry, it
is appropriate to model only half of the domain and the structure, applying symmetry
boundary conditions at the symmetry surface, and thus saving considerate computational
resources. The resulting three-dimensional mesh is shown in Figure 4. As can be seen in
Figure 4, throughout the mesh in the x-direction the target refinement is withheld. For
the y- and z-direction, gradual refinement is adopted towards this target refinement in
the vicinity of the monopile and the wave surface. As part of the benchmark, this target
refinement about the monopile and the free surface will be varied.

Figure 4. Three-dimensional wave flume mesh with a simplified monopile model.
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Simulations are run with an adaptive time step defined by a maximum Courant
number (Co) of 0.5. Furthermore, OpenFOAM’s interFoam solver adopts the two inner
loops for the pressure correction typically of PISO and three outer PIMPLE loop iterations
to force convergence between the rigid body and the spring-damper hinge on the one hand
and the wave–structure interaction on the other hand during each time step. As the motion
in the water is limited, this small number of outer loops suffices. Relaxation and damping
factors of, respectively, 0.95 and 0.90 are enforced in the rigid body solver using the implicit
second-order Crank–Nicolson scheme. The terms in the Navier–Stokes are discretized using
Gaussian integration and using Euler explicit time stepping. Preconditioned conjugate
gradient and stabilized bi-conjugate gradient solvers are used for respectively solving for
the initial guess for the velocities and the pressure correction equation.

Waves are presented to the near field’s numerical wave basin. Both the surface
elevation and the structural response are sampled at 50 Hz. For each wave case seven
realizations were fed to the near field and run for three weeks on five Intel Xeon CPU’s
E5-2680 v2 at 2.8 GHz × 20, resulting in time series of approximately 1000 s, i.e., 160 peak
waves. The actual length of the obtained time series depended on the spectra simulated,
because the irregular wave surface associated with broad-bandedness gives rise to more
spurious air velocities at the air-water surface, which significantly reduced the adaptive
time steps. Simulating for the Pierson–Moskovitz spectrum took longer than the narrow-
banded JONSWAP spectrum generally.

4. Results
4.1. Benchmark for the Wave Field

Before running the fully coupled HOS-CFD model, a benchmark study was conducted
to verify the validity of the proposed domain decomposition strategy regarding the wave
fields involved and to identify probable discrepancies between the HOS solution and the
coupled HOS-CFD solution and their causes. In doing so, first, the HOS model has been
used to compute the wave series at 23 peak wavelengths from the models’ wave maker.
Next, the time series obtained two peak wavelengths back, was applied to the near field
boundary and the CFD model was used to let the wave further evolve. Finally, the time
series logged at the location of the would-be structure in the CFD model was compared
to the original time series obtained at that very same position in the HOS model. The
result is presented in Figure 5 for three different near field mesh resolutions, i.e., Hs/5,
Hs/10 and Hs/20.
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Figure 5. Benchmark with surface elevation plotted against time for the higher-order spectral (HOS) model (blue) and the
coupled model for mesh resolutions Hs/5 (red), Hs/10 (yellow) and Hs/20 (purple).

From Figure 5, it can be clearly seen that the signals of the coupled HOS-CFD and
of HOS-NWT correspond closely both in terms of phases and peaks for all considered
mesh resolutions. As mesh resolution increases, the reconstructed signal in HOS-CFD
converges to the target signal obtained from HOS-NWT. Good agreement is found for
Hs/20, although the signal corresponding to a resolution Hs/10 is a very close second.
As optimal reconstruction of the target signal is key in this work, Hs/20 will be withheld
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in further considerations. Occasionally, slight underestimations are observed for the
waves compared to their HOS counterparts. These underestimations are rather small
at the beginning of the time series, but grow more pronounced towards the end. Two
explanations for these observed differences in peak values seem plausible.

Firstly, no breaking model is included in HOS-NWT, while waves in OpenFOAM
might prematurely break, i.e., before reaching their breaking limit, or lose energy to
dissipation. Although publicly available HOS-NWT does not incorporate breaking models
and dissipation, it does include a limit to the steepness above which the computation
breaks down. Still, large peaks that overshoot the physics might be encountered. On
the contrary, OpenFOAM’s interFoam solver does include viscosity and two-phase fluid
interaction through diffusive transport equations for cell water fractions. The evolution
of wave fields can therefore be expected to be more realistic in the sense that they are
allowed to break. However, due to the dissipative nature of these transport equations,
waves might lose energy to numerical dissipation. Therefore, a breaking detection was
performed on the HOS output signal for aω2

/g > γ with a the wave amplitude, ω the wave
frequency and γ the wave limiting steepness. As this condition is only applicable for linear
waves, the assessment of the wave breaking is based on a characteristic wave amplitude
and characteristic wave frequency computed for each time instance by applying wavelet
analysis along the lines of Liu and Babanin [33] with a limiting value, γ, of 0.2. As can be
seen from Figure 6, the considered wave field from HOS is in no danger of breaking.

Figure 6. Localized steepness, aω2
/g, plotted against time for the HOS result.

On the other hand, the differences in peak values could be attributed to the different
wave absorption strategies used in HOS-NWT and the CFD model; in HOS-NWT a passive
absorption based on numerical relaxation is applied, while in olaFlow active (shallow
water) absorption combined with additional numerical dissipation is adopted. There-
fore, a reflection analysis according to Mansard and Funke [30], has been applied to both
HOS-NWT and CFD at the same respective positions. When comparing the reflection coef-
ficients in Figure 7, it is clear that HOS-NWT shows larger reflection at the high frequencies.
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Figure 7. Reflection coefficients for higher-order spectral numerical wave tank (HOS-NWT) (left) and OpenFOAM (right).
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Notwithstanding, the known inaccuracies of the reflection analysis with respect to the
high-frequency tail, about 9% reflection can be noted in the high-frequency tail for CFD,
while approximately 11% reflection is shown for HOS-NWT. Both models display small
values for the reflection coefficient in the low-frequency tail as well. The values for the
reflection coefficient for the HOS-NWT model are generally higher than the ones for the
CFD model. This difference in absorbing long waves can be explained by the inherent
differences between the active and passive wave absorption applied. As olaFlow is aimed
at absorbing shallow water waves, it simply absorbs long waves best. Furthermore, in
HOS-NWT, a numerical relaxation zone of two peak wavelengths is used, resulting in the
increased reflection of wave components slightly longer than this zone.

The waves obtained by both the CFD and the coupled HOS-CFD model collide
remarkably well. Discrepancies can most certainly be attributed to the differences in
absorption strategy.

4.2. Verification of the Equivalent Monopile

In order to verify the applied simplified inverted pendulum model and to improve
the understanding of the wave–structure interaction results further on, a free decay test
for the model’s pitch motion has been conducted in the numerical wave flume. Figure 8
shows the pitch motion, ϑ, as it decays in time. Applying modal analysis through the
MATLAB toolbox MACEC 3.3 [34], the natural frequency and the damping ratio are defined
as respectively 0.253Hz and 1.4%, which lies close to the target values earlier defined in
Table 1.
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Figure 8. Free decay test for the inverted spring-damper pendulum.

Furthermore, as can be seen from Figure 9, the equivalent monopile response closely
mimics the wave elevation, which is expected as the natural frequency is situated on the
right-hand side of the wave peak frequency. The high-frequency stiff monopile response
is superposed onto the quasi-static response to the waves. Even for the short window
presented, multiple high-frequency events can be noted. The most notable one is situated in
between 650 and 700 s and corresponds most plausibly to a typical high-frequency ringing
event; the response appears to build up over several periods and subsequently decays.

The equivalent monopile is therefore not only able to reproduce the monopile’s
structural properties, it captures its typical high-frequency behavior as well. Having
verified the validity of both the domain decomposition and the equivalent monopile, in
the remainder of this work, some statistics regarding the waves and the responses will be
drawn and their reliability will be assessed.
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Figure 9. Results for wave elevation (top) and structural response (bottom).

4.3. Application to Obtaining Non-Gaussian Response Statistics

While adopting the same wave parameters as previously used for the benchmark
study, the applicability of the proposed domain decomposition strategy to obtaining
response statistics for structures in non-Gaussian seas is hereafter studied. Seven Monte
Carlo realizations of about 500 peak waves have been simulated for three wave spectra
with different peak wave factors; i.e., 1, 3.3 and 6. The input spectra were chosen to
contain similar energy content, i.e., same zero-order moment, m0, or standard deviation,
σ. Using different spectral peak factors changes the shape of the wave spectrum with the
spectrum corresponding to γ = 1 classified as broad-banded and the one with γ = 6 being
narrow-banded.

Narrow-banded spectra are known to be especially prone to a special case of resonant
wave–wave interactions, the so-called Benjamin–Feir instability, which modulates a wave
train originally narrow-banded by exchanging energy with its close side-bands. As the
Benjamin–Feir instability modulates narrow-banded wave trains, it is a considered to be a
plausible candidate in explaining the formation of freak waves [35]. The Benjamin–Feir
instability manifests itself to differing degrees in long-crested deep to intermediate water
wave trains (kd ≤ 1.36) [7,23]. Onorato et al. [36] summarized the influence of bandwidth
and water depth on the occurrence of the Benjamin–Feir instability in the Benjamin–Feir
index (BFI) as

BFI =
2kpa
(∆k/kp)

√

∣β∣

σ
(9)

with factors σ and β for finite water depths defined as

σ = 2− ν2
+

8(kph)
2

cosh(2kph)

sinh2
(2kph)

(10)

β =

8+ cosh(4kph)− 2 tanh2
(kph)

8 sinh4
(kph)

−

(2 cosh2
(kph)+ 0.5ν)

2

sinh2
(2kph)( kph

tanh(kph) − ν2
/4)

(11)

with ν = 1+
2kph

sinh(2kph)
(12)

The Benjamin–Feir indices for the herein considered wave spectra then become 0.09,
0.58 and 0.73 for respectively γ = 1, 3.3 and 6, the highest BFI incorporating the fact that
instabilities will most likely occur for narrow-banded spectra.
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Figure 10 shows the probabilities of the wave elevations captured in the near field
for the three wave spectra considered. These wave elevations correspond to the sea state
captured at 23 peak wavelengths from the wave maker in the far field. For the sake of com-
parison, all wave elevations are normalized by their standard deviation σ = Hs/4 =

√
m0.

In addition, the normal probability density function and its second-order correction, com-
puted along the lines of Tayfun [37], are shown. From Figure 10, all realizations appear to
be skewed with respect to the Gaussian. The positive surface elevations evidently conform
closest to the Tayfun distribution. However, the negative values overestimate the values
expected for typically second-order waves. Furthermore, not much can be said regarding
the differences between the spectra.
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Figure 10. Probability density function of the surface elevations with respect to the surface elevations
normalized by their standard deviation, as computed by near-field time domain for BFI = 0.09 (●),
BFI = 0.58 (▲) and BFI = 0.73 (∎) plotted against the normal pdf (full line) and its second-order
correction (dashed line).

In Figure 11, the probability distributions for the wave crests are shown. The thresh-
olds have been normalized by their wave height, i.e., Hs = 4σ. For comparison, the Rayleigh
distribution, to which wave crests for linear waves tend, are drawn together with the Tay-
fun distribution for second-order wave crests. As expected, the wave crests resulting
from all three wave specra conform best to the Tayfun distribution. Depending on the
bandedness of the spectra, differences in wave crest distribution can be noted as well. For
the largest BFI, corresponding to the narrow-banded case, strongest deviations from the
Tayfun distribution can be noted. Overall, the statistics presented in Figure 11 are in strong
agreement with the works by Onorato et al. [36] and Toffoli et al. [7].

Figure 12 shows the tower top excursions with respect to the Gaussian. All displace-
ments have been normalized by their respective standard deviation. The skewness of the
responses compared to the Gaussian appears to reflect the skewness originally found for the
probability density function of the wave elevations in Figure 10. Compared to Figure 10,
the lower and upper tails seem to be heavier and clear differences are noted depending on
wave spectral bandedness. The tails seem to be heaviest for the broad-banded specrum,
corresponding to lowest BFI, while the narrow-banded wave spectrum results in slightly
heavier tails than does the response spectrum corresponding to γ = 3.3.

Moreover, Figure 13, depicting the probability distribution for the tower top displace-
ments, appears to confirm the more extreme responses already found in the upper tail in
Figure 12 for the broad-banded spectrum. Similarly, the narrow-banded spectrum results
in more extreme responses than does the wave spectrum lying in between.
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Figure 11. Probability distribution of the wave crests with respect to the wave elevations normalized
by their standard deviations, as computed by near-field time domain for BFI = 0.09 (●), BFI = 0.58 (▲)
and BFI = 0.73 (∎) plotted against the Rayleigh distribution (full line) and the Tayfun distribution
(dashed line).
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Figure 12. Probability density function tower top displacements with respect to the displacements
normalized by their standard deviations, as computed by near-field time domain for BFI = 0.09 (●),
BFI = 0.58 (▲) and BFI = 0.73 (∎) plotted against the normal pdf (–).

The largest response noted for the broad-banded spectrum could be attributed to its
heavier high-frequency spectral tail, which continuously excites the tower’s first fore-aft
bending resonant frequency. The remaining narrower-banded wave spectra have similar
energy in their tails, with the narrowest-banded wave spectrum having obviously the
least. Interestingly though, the narrowest-banded wave spectrum results in larger response
than does the wave spectrum corresponding to γ = 3.3. Therefore, energy considerations
probably not tell the full story.
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Figure 13. Probability distribution maximum tower top displacements with respect to the displace-
ments normalized by their standard deviation, as computed by near-field time domain for BFI = 0.09
(●), BFI = 0.58 (▲) and BFI = 0.73 (∎) plotted against the Rayleigh distribution (–).

Figure 14, depicting the response spectra for the considered wave spectra smoothed
using a Hann window of 512 samples (sampled at 50 Hz) and averaged over the seven real-
izations, shows that indeed the broad-banded wave spectrum results in highest response in
its tail. The second broadest wave spectrum appears to do so as well. The narrow-banded
spectrum shows overall the least energy. Therefore, it is most plausible that the larger
response for the narrowest-banded spectrum as noted in Figure 13 originates from the
larger waves associated with the higher probability of occurrence of the Benjamin–Feir
instability. Moreover, looking at the response spectra, one would expect the response at the
wave spectral peak to be largest for the narrow-banded wave spectrum and smallest for
the broad-banded wave spectrum.
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Figure 14. Response density spectra for the tower top displacements for BFI = 0.09 (blue), BFI = 0.58
(orange) and BFI = 0.73 (green).
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5. Discussion

From the above presented results, the proposed domain decomposition strategy
is clearly able to both reproduce the non-Gaussianity of the wave field obtained from
HOS-NWT with remarkable accuracy and capture some interesting dynamic response
phenomena. Furthermore, a link appears to exist between the non-Gaussian wave statistics
obtained through the decomposed model and the perceived simplified monopile responses,
indicating that the model could be applied to studying the impact of nonlinear wave–wave
interactions in offshore structural response. During this study, the question was raised
of whether such a model would be able to generate enough data for converged response
statistics. In answering this question, three points have to be considered: the extent of the
data gathered and the sampling rate; the availability of computational resources; and most
importantly, the response characteristics of the structure under consideration.

Regarding the first point, reducing the sampling frequency by five could deliver data
at one-third of the above-mentioned computational costs as a large overhead exists in
CFD in writing data to disk space, still leaving us at 7 × 1 week of computational time
on five Intel Xeon CPU’s E5-2680 v2 at 2.8 GHz × 20. per wave spectral case. Having
sufficient computational resources, simulating for two months would deliver enough data,
i.e., ±10,000 waves, for a simple stiff structures as is the monopile. This is in line with
the amount of waves previously used in studying modulational instability as one of the
mechanisms underlying extreme wave formation [7].

For the monopile, the results indicate that nonlinear wave–wave interactions have
their influence on its response statistics. Obviously, the Pierson–Moskowitz spectrum
continuously excites the first fore-aft bending natural frequency due to its relatively high
energy content in its high-frequency tail. However, results also indicate that although
its limited energy content in the upper spectral tail, narrow-banded wave spectra might
lead to larger response maxima than does a traditional JONSWAP spectrum characterized
by γ = 3.3. Based on the premise that narrow-banded waves lead to a higher occurrence
of extreme waves and taking into account the ringing observed in Figure 9, a plausible
guess could be that ringing more often occurs for these narrow-banded spectra. The above
presented results agree with what would be expected from literature and therefore confirm
the applicability of the proposed model in studying response statistics in non-Gaussian
seas. Nonetheless, it has to be borne in mind that these preliminary observations are based
on statistics that are not converged yet.

When considering compliant floating structures, eigenfrequencies are about an order
of magnitude lower than, e.g., the monopile’s first natural frequency. Many more data
would therefore be needed to arrive at converged response statistics for compliant struc-
tures. The bottleneck lies in the number of realizations of the slow difference frequency
response realizations rather than the amount of waves. Computations are expected to
become truly demanding in cases of 3D motion and directional wave fields, rendering the
previously applied symmetry plane invalid. Therefore, although the model has shown to
be able to capture the response phenomena related to nonlinear wave–wave interactions
in non-Gaussian seas, and the estimate of the cost required for converged results for stiff
offshore structures seems reasonable, the proposed methodology is not expected to be
feasible for 3D motion, directional wave fields and compliant structures.

6. Conclusions

In this work, a time-domain approach for the response statistics in non-Gaussian seas
based on domain decomposition through coupling between HOS-NWT and OpenFOAM
has been proposed to overcome the combined cost of detailled near field CFD and the long
domains needed for waves to develop the required non-Gaussian properties. A benchmark
case for the coupled HOS-CFD model showed that the peaks and phases of the wave signal
obtained by HOS-NWT are well reproduced. Furthermore, an equivalence between the
monopile and its simplified structural model adopted herein exists, which allows one to
capture typical hydrodynamic phenomena, such as ringing. It appears to be possible to
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deduce response statistics regarding the impacts of nonlinear wave–wave interactions,
and a major implication for further research was found, as the wave extremes for the
narrow-banded spectrum were mirrored in the corresponding response. However, not
enough data were obtained for these observations to be conclusive.

Due to computational cost, the proposed methodology seems to be limited to stiff
structures and unidirectional wave trains.
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