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**ABSTRACT**

**Context**

To protect the marine environment more effectively, the European Union adopted the Marine Strategy Framework Directive (MSFD) in 2008, aiming to achieve the Good Environmental Status (GES) of the EU’s marine waters by 2020 and to protect the resource base upon which marine-related economic and social activities depend. A major challenge in the implementation of the MSFD is to achieve the necessary scientific knowledge on the marine environment, its processes and the methods to monitor them. The focus of INDI67 is on the evaluation and development of indicators to monitor GES of descriptor 6 and 7. Seafloor integrity (descriptor 6) refers to the structure and functions of the benthic ecosystems. It relates to the comprises physical, chemical and biological properties as well as to spatial and temporal connectedness, avoiding artificial fragmentation of habitats or temporal sealing due to ephemeral sediment deposits or armouring. Hydrographic conditions (descriptor 7) imply that the nature and scale of any long-term changes to the prevailing hydrographical conditions resulting from anthropogenic activities (individual and cumulative), do not lead to significant negative impacts on the benthic and pelagic habitats, functioning or on hydro-geomorphological impacts on the seabed.

**Objectives**

The overall objective of INDI67 is to develop and evaluate tools and methods to support the monitoring of MSFD descriptors 6 and 7. The subject is the monitoring of seafloor integrity and hydrography using both modelling and measurements of hydro- and sediment dynamic processes and seabed characteristics. Three parameters have been selected as key indicator, i.e. turbidity, bottom shear stress and seabed/habitat type. These parameters are all related to sea floor dynamics and are strongly linked as changes in seafloor integrity and turbidity occur as a result of the combined force that waves and currents exert on the sea floor. Furthermore, they are witnesses of changes induced by human activities (dredging/disposal, aggregate extraction, constructions, fishery). Turbidity (used both in terms of suspended particulate matter (SPM) concentration and light availability) and bottom shear stress are currently measured and modelled. Bottom shear stress and seabed/habitat type are included in the Belgian MSFD monitoring programme, while turbidity is not yet included as GES indicator.

**Conclusions**

The major conclusion with respect to the measuring and modelling of the key indicators turbidity/SPMC, bottom shear stress and seabed/habitat type are:

1) Despite calibration to a reference solution and the use of ISO-normed optical turbidity sensors, model calibration may vary considerably in recorded turbidity for a same SPMC solution across different instruments resulting in instrument-specific turbidity-SPMC relation. Turbidity (or dB for acoustic sensors) should therefore not be used as it is not standardized and will diminish the comparability of the data. Instead, the optical and acoustic sensor output should be transformed into a mass concentration, a unit that is comparable in time and between regions. Monitoring in situ SPMC should follow common guidance and protocols to restrict their measurement uncertainties. The main challenge is now to evaluate model results uncertainty and improve the formulation of natural processes, such as flocculation and bottom shear stress, together with the effects of pressures in the models.
2) The traditional methods to compute the bed shear stress from vertical profiles of velocity, Reynolds stress or turbulent kinetic energy (TKE), which implicitly assume steady conditions, may be incorrect. One of the main problems is that these methods as well as the classical modelling of the bottom shear stress still lacks a physical basis. Nevertheless, given the relatively good correlation between classically modelled bed shear stress and the measured one using the turbulent kinetic energy method and as long as no physical based methods are available for large scale modelling, the use of bed shear stress calculated by classical hydrodynamic models as an indicator for MSFD is appropriate.

3) Some inherent limitations exist when using multibeam technology for the monitoring of seabed/habitat type. They include the complex sediment-acoustic relationships resulting in non-uniform acoustic response per main seabed/habitat type, the uncertainty of the measurements only allows detection of changes of a higher order of magnitude, the variation in time of the state of the transducer. Still, following the procedures developed during the project, the indicator on seabed/habitat type can be mapped and monitored with a reasonable degree of certainty and allow detection of changes and trends meaningful for environmental assessments.

**Keywords**

MSFD, Turbidity, Suspended Particulate Matter, Flocculation, Bed shear stress, Seabed/Habitat type, Acoustic seabed classification, Uncertainty
1. INTRODUCTION

There are plenty examples of human activities in coastal environments that affect the physical dynamics or conditions of the water column, the benthic boundary layer and the seafloor. These activities arise from trawling, dredging and dumping, seabed mining and infrastructure works, from the presence of man-made structures in coastal environments or from eutrophication (e.g. van der Veer et al. 1985; Thush & Dayton 2002; Orpin et al. 2004; Fettweis et al. 2009; Stockmann et al. 2009; OSPAR 2010; Baeye & Fettweis 2015; Eigaard et al. 2016; Mengual et al. 2016; van de Velde et al. 2018; Willstedt et al. 2017; Desmit et al. 2018; Madricardo et al. 2019; Mengual et al. 2019). The multitude, geographical spreading and the long-time spans of these activities result in cumulative impacts that are superimposed on the natural variability occurring in these environments. Identifying changes that are not natural requires measuring or modelling the status and trends in the complex and highly dynamic ecosystems of coastal environments. As monitoring all aspects of an ecosystem is impossible due to the range of variables and driving processes, indicators are used that characterize ecosystems and that are cost effective, reliable, easy to monitor or to model and that predict changes that can be averted by ecosystem-based management (Dale & Beyeler 2001; Crowder & Norse 2008; Heink & Kowarik 2010; Burgass et al. 2017).

It is only recently that environmental policies, such as the Marine Strategy Framework Directive (EC-MSFD 2008), have been developed that focus on a holistic approach to marine resource management (Buhl-Mortensen et al. 2017). The Directive is based on an ecosystem approach to manage the impact of human activities on the marine environment through the establishment of targets and associated indicators. Within these legislations each Member State proposes multiple and compound indicators, as well as appropriate monitoring programmes (e.g. Zampoukas et al. 2013). These are listed under the EEAs Central Data Repository (http://cdr.eionet.europa.eu), though effective cross-country evaluation is still hampered by lack and incomplete information.

For the MSFD descriptors 6 (seafloor integrity) and 7 (hydrographical conditions), there are yet no well-established monitoring programmes of physical indicators that allow assessing human-induced changes in the nature and dynamics of physical parameters of the water column and seabed. Some countries have listed turbidity, bottom shear stress and seabed/habitat type (amongst which Belgium and France), though, at best, the programmes are under development and require further investigations. The advantage of the use of physical-based indicators is their relative high efficiency for monitoring and modelling, and their potential to provide an early warning of ecosystem change, preventing adverse effects to biodiversity.
2. STATE OF THE ART AND OBJECTIVES

The pelagic zone consists of the water column and the floating living and non-living particles and organisms as well as dissolved matters. Hydrodynamic processes, such as tides, waves, winds and fresh water inputs from land makes it a highly dynamic environment in coastal zones. Nutrient and sediment input from rivers and from resuspension of the seafloor alter the composition and the dynamics of the mineral, biological and biophysical particles in it. On the other hand, the benthic zone is the surface layer of the seafloor with a various composition and typical habitats. The benthic zone receives organic matter from the pelagic zone, decomposes it through remineralization and returns nutrients back to them. The interface between the pelagic and the benthic zone is the benthic boundary layer, a zone where the hydrodynamic forces, the deposition or resuspension of material and the dissipation of hydrodynamic energy through friction occurs. We have selected three indicators that characterize to a part of these three zones: Suspended particulate matter concentration for the pelagic zone, seabed/habitat type for the benthic zone and bed shear stress as the interactive force between both zones. Together their monitoring should allow assessing human-induced physical disturbance (i.e., abrasion, smothering, silting up) and loss (e.g., by fixed structures in the sea), primary criteria underpinning the descriptors 6 and 7, on seafloor integrity and hydrographic conditions, respectively.

2.1. The pelagic zone

Water clarity or turbidity is an important parameter to understand marine ecosystems and is mainly controlled by suspended particulate matter (SPM). SPM controls through its influence on the light availability the primary production, and through the concentration and settling of particles in the water column the benthic and pelagic habitats, biodiversity, sediment transport and the fate of pollutants that are attached to the particles. The inherent properties of SPM (i.e. the concentration, size and composition) may change over time depending on the seafloor composition (cohesive and non-cohesive sediments), the hydrodynamics, the measuring height above the bed and biological activity. Sand grains are generally limited to the near-bed layer (bed-load), while fine grained sediments can be found throughout the water column. Charged particles such as clays and polymers may become attached to each other to form fragile structures known as flocs. The composition, size, density, structural complexity, and settling velocity of flocs vary as a function of turbulence, chemical environment (salinity) and bio-chemical composition (e.g. Eisma 1986; Dyer & Manning 1999; Droppo et al. 2005; Fettweis & Lee 2017; Chapalain et al. 2019).

Understanding the dynamical behaviour and the biogeochemical functions of SPM is important as it plays a major role in the in the functioning of the pelagic and benthic ecosystems from the coastal zone to the outer continental shelf (Maerz et al. 2016). The range of SPM concentration found in an area contributes to the depth of the euphotic layer (Capuzzo et al. 2015) and to the diversity and functioning of benthic communities (Van Hoey et al. 2005). SPM consists of inorganic and organic particles, that interact with the environment through physical, biological, and chemical flocculation (e.g. Droppo 2001; Manning et al. 2006; Jago et al. 2007; Verney et al. 2009; Tan et al. 2012). The component microparticles, often covered by biofilm, collide and combine with each other, and as a consequence are aggregated into clusters having larger size, lower density and higher settling velocities than their individual constituents (Shen et al. 2018b). Flocculation kinetics can modulate sediment bed exchanges and determine concentration dynamics (Letter & Mehta 2011). Recent publications have underlined the importance of bio-mediated flocculation and its impacts on SPM.
dynamics and have shown that biological effects are of comparable importance with other physical (e.g., turbulent shear and SPM concentration) and chemical (e.g., salinity, PH and ionic strength) parameters (Mietta et al. 2009; Tang & Maggi 2016; Shen et al. 2018b; 2019b).

2.2. The benthic zone
The benthic zone stretches across the lowest level of the body of water that defines the Ocean: the seabed. A broad variety of habitats exists both inside (i.e. infaunal communities) and above the seabed (i.e. epifaunal and demersal communities), depending on an intricate combination of environmental factors including substrate type (i.e., mud, sand, gravel), depth, hydrodynamics and other local environmental conditions. Benthic life (e.g., shellfish, flatfish, worms, bacteria) is strongly bound to these natural characteristics and dynamics, as well as the quality of the seabed. Abiotic proxies such as gravel, providing structural complexity, and/or sand, providing suitable habitat for infaunal species, are key proxies to be considered when studying and characterising the seafloor. The production of abiotic maps, as those originated form multibeam echosounder (MBES) acoustics in the framework of this project, assume that the distribution of benthic life follows environmental gradients such as those of substrate type (McArthur et al. 2010) and exploits the geophysical data to predict accurately and over continuous spatial scales otherwise hardly accessible parameters and material properties of the seabed. A healthy structure and functioning of marine ecosystems depend on the physical, chemical and biological characteristics of the seafloor, including natural spatial connectivity or seafloor integrity (Rice et al. 2012).

2.3. The interface between the benthic and pelagic zone
The conceptual relationship between floc diameter, SPM concentration and shear stress proposed by Dyer (1989) and later extended to include biological effects (Lai et al. 2018; Shen et al. 2018b, 2019b) shows that turbulent flow predominantly controls particle aggregation and the settling velocity of the flocs. The large flocs that occur during slack water will quickly settle, increase the near-bed SPM concentration, and form lutoclines that separates the water column with generally lower SPM concentration from the fluffy surface bed layers (Mehta 1986; Winterwerp 2002; Becker et al. 2013). The particle-turbulence interactions and the stratification-induced turbulence damping contribute to the formation and stability of the lutocline and thus of these High Concentration Mud Suspensions (HCMS) or fluid mud layers (Le Hir et al. 2000; Toorman 2002; Winterwerp 2006).

2.4. Aim of the project
The aim of the project is to evaluate the indicators on SPM, bottom shear stress and seabed habitat type in relation to descriptors 6 and 7. More specifically the uncertainties associated with the measurements and the modelling aspects need addressing, as well as the processes that need to be included in models in order to increase the precision of numerical simulations.
3. METHODOLOGY
For all three proposed indicators a number of scientific and operational challenges are addressed related to the understanding of processes (floculation, turbidity and SPM dynamics, seabed dynamics), the development of new process-based modules in existing numerical models (floculation, drag modulation, current-wave bottom shear stress, seabed composition), and the assessment of the uncertainty of measurements and models.

3.1. SPM concentration, turbidity and floc size
3.1.1. In situ measurements of turbidity and SPM concentration
Turbidity refers to the optical water cloudiness caused by suspended particles and dissolved substances, which scatter and absorb light (Downing 2005; Ziegler 2003; Gray & Gartner 2009). Turbidity does not have a SI unit, is not uniquely defined and depends strongly on the applied protocols. It is thus an arbitrary unit that is incomparable to measurements taken at other times and places or with different turbidity meters, which diminishes the comparability of turbidity data for scientific purposes (Downing 2006). There are two international recognized methodologies for determining turbidity: the ISO Method 7027 (ISO 1999) and the American EPA Method 180.1 (EPA 1993). Both estimate turbidity, for the ISO method it is in formazine Nephelometric Units (FNU), and for the EPA method in Nephelometric Turbidity Units (NTU), respectively, and in both methods, the optical sensor to be used is a nephelometer that must measure side-scattered light at 90°. There are, however, some differences between the two methodologies. Turbidity following the EPA method is poorly defined. The strengths of the ISO method include the use of a stable monochromatic near infrared light source of 860 nm with low absorbance interference with samples, which is critical in reducing the impact of particulate and coloured dissolved organic matter absorption and in having low amounts of stray light (Sadar 1999). Sensors designed according to the ISO definition of turbidity provide thus a better basis for the comparability of measurements than those designed following the EPA specification (Barter & Deas 2003, Nechad et al. 2009; Bright et al. 2018).

SPM is a mixture of clay to sand-sized particles that can be detected in suspension and that consists of varying amounts of minerals from physico-chemical and biogenic origin, living and non-living organic matter, and particles from human origin. The particles are considered to be in suspension as long as they do not form an interconnected matrix of bonds that prevents their mobility; this is the case when the concentration is below the gelling point (McAnally et al. 2007). The inherent properties of SPM (i.e. the concentration, size and composition) may change over time depending on the seafloor composition (cohesive and non-cohesive sediments), the hydrodynamics, the measuring height above the bed and biological activity. Sand grains are generally limited to the near-bed layer (bed-load), while fine-grained sediments can be found throughout the water column. Long-term and high frequency data series of SPM concentrations (SPMC) are typically collected indirectly with autonomous sensors that measure either the optical beam attenuation as a percentage of light transmission (Moody et al. 1987; Spinrad et al. 1989; Agrawal & Pottsmith 2000), the back- or sidescatter intensity of light in volt or factory calibrated turbidity units, or the acoustic backscatter in counts or volts (Thorne & Hanes 2002; Downing 2006; Rai & Kumar 2015). In addition to these sensors gravimetric measurements of filtered water samples are generally used as ground truth reference (e.g. Neukermans et al. 2012; Röttgers et al. 2014; Fettweis et al. 2019). The combination of indirect and reference measurements requires two main calibration steps (sensor and model parameter calibration) at different moments during the workflow to extract reliable and
homogeneous SPMC. These calibration steps are essential for relating changes in calibration constants (both sensor and model parameter constants) to either sensor degradation or to natural variability in SPM inherent properties. Changes in SPM properties and concentration might be related to seasonal and geographical variations. The latter is typically occurring along the gradients from the estuary, coastal zone towards the offshore (Fettweis et al. 2006; Becker et al. 2013; Maerz et al. 2016; Many et al. 2016; Druine et al. 2018). We have made a detailed analysis of the uncertainty associated with measurements of SPMC in order to increase the applicability of an indicator based on SPMC (Chapalain et al. 2019; Fettweis et al. 2019).

The relationship between the signal from an optical backscatter sensors (OBS) or sidescatter sensors (nephelometer) and the SPMC is almost linear as long as the sensor is not deployed in highly concentrated waters (Downing 2006), and the simplest model is a linear regression model. The same holds for single point acoustical sensors (ADV) or for the first bin of a profiling acoustical sensor, where the target volume is very close to the sensors. As far as SPMC are lower than several g/l, a direct empirical relationship can be built such as $\log_{10}(SPMC)\sim S_v$, where the acoustic volume backscatter strength $S_v$ can be related to the signal/noise ratio (Fugate & Friedrichs 2002; Voulgaris & Meyer 2004; Verney et al. 2007; Ha et al. 2009; Salehi & Strom 2011).

For profiling acoustic sensors, the sonar equation should be considered to correct for the signal loss along the acoustic path. The conversion factor from counts to dB, as commonly used in acoustics, is typically provided by the manufacturer. Close to the transducer, the acoustic signal has to be corrected for near-field effects (Downing et al. 1994) and for ringing effects that may affect the first bins, in particular when blank distance is set too small in the configuration parameters. Corresponding data cannot be corrected and should be discarded (Muste et al. 2006). A formulation for the water absorption coefficient was proposed by e.g. Francois & Garrison (1982a, b) and later simplified by Ainslie & McCollm (1998), who showed that their result did not differ from the original equation more than the accuracy error. The sonar equation yields the so-called water-corrected backscatter, which is a property of the suspension at all locations along the acoustic path. Subsequent processing depends on the SPMC. In case of moderately turbid environment, i.e. lower than $O(100)$ mg/l and depending on the acoustic frequency, sound attenuation by SPM is usually neglected as it is one or two orders of magnitude lower than the water absorption coefficient (Ha et al. 2011). SPMC is then either determined by applying an appropriate calibration, similar to single point optical sensors, or by a theoretical acoustic model. In the latter case, physical properties of the transducer and of the SPM must be exactly known, which are rarely available. If SPMC exceeds several $100$ mg/l, sediment absorption should be considered. However, this term is a function of the SPMC, which is also the unknown of the calculation. The inversion problem is solved by iterative methods (Thorne et al. 1994; Holdaway et al. 1999). This technique is efficient but requires assumption or knowledge about transducer physical properties, SPM characteristics (size, density) and is based on the choice of an acoustic model adapted to the observed SPM, and may in some specific case exponentially propagate uncertainties and fail to estimate SPMC (Becker et al. 2013). Theoretical acoustic models were originally built to simulate the physical interactions between particles and the acoustic signal (Sheng & Hay 1988, Medwin & Clay 1998) and were applied to sand particles in suspensions (Thorne & Hanes 2002). These models were later adapted to represent low density aggregates of SPM (Stanton 1989; MacDonald et al. 2013; Thorne et al. 2014) and were shown to correctly estimate SPMC in estuarine environments (Sahin et al., 2017). Differences between models mainly appear in the methodology to calculate the total scattering and
backscattering cross section as well as the compressibility of flocs and their ability to interact with sound. Merckelbach & Ridderinkhof (2006) and Nauw et al. (2014) observed that at strong currents (>1 m/s) acoustical backscatter exceeds the linear relationship to sample SPMC noted at lower currents. This was not due to changes in the particle-sizes and the non-linearity was compensated for, based on a model that suggests a transition from random phase to coherent particle backscatter by turbulence-induced variability in in the spatial distribution of SPMC (Merckelbach 2006). More research is however required to understand the cause of this effect.

As mentioned above, calibration models are sensor-specific and strongly related to the characteristics of SPM (composition, size, shape, density...) that can vary with hydrodynamic forcing’s (e.g. calm weather versus storms) and seasonally. Additional issues and sources of uncertainties are identified (Fettweis et al. 2019): battery depletion and power supply-related drifts; biofouling on optical windows, acoustic transducers and in the neighbouring environment; air and gas bubbles; water sampling strategy and human errors. Most of these issues cannot be corrected and measurements must hence be discarded from analysis and datasets.

3.1.2. In situ measurements of SPM particle size
Complementary to SPMC measurements, particle size measurements are essential to evaluate the floc size dynamics and the SPM settling fluxes. In coastal systems, particle size distribution measurements are conducted from laser-based or camera-based systems. The latter is based on prototypes, while the former is the mostly used, with commercially available systems (e.g. LISST instruments), and then will be used in this study. The LISST 100 instrument has become a standard measuring instrument for particle size spectra and volume concentrations (e.g. Agrawal & Pottsmith 2000). LISST measurements consist in emitting a laser beam which is scattered by particles at small forward angles and detected by ring detectors. The particle size distribution (PSD) is then back-calculated using an optical model. Two models are available. The first one is based on the Mie theory assuming that particles have a spherical shape while the second one is based on random shaped particles (Agrawal et al. 2008). The volume concentration is estimated using the particle size distribution together with an empirical volume calibration constant that is specific to spherical or random shaped particles. Uncertainties using LISST 100C detectors may arise to non-spherical flocs (such as complex aggregates), to floc sizes exceeding the instrument range, to a too high or too low SPM concentration or to stratification of the water column (Chapalain et al. 2019; Chapalain 2019).

The effect of the floc shape on LISST measurements is complex to estimate, and can only be evaluated through the choice of the inversion model, i.e. spherical or random shape, in the LISST post-processing. The main consequence of the model choice for a given distribution is a shift towards smaller class sizes, without changing significantly the spectrum shape. The LISST provides reliable measurements along an operational concentration or turbidity range. In low SPMC environments (i.e. transmission above 90% or SPMC below 5 mg/l), LISST measurements are strongly dependent on the background quality, and instabilities in raw signal measurements can produce artefacts and bad detection particles, mainly in the largest size classes. It is then recommended to record time-average measurements for improving data reliability. In high concentration ranges, multiple scattering occurs and can generate additional unrealistic signal in the extreme size classes. It is then recommended to discard data with transmission measurements below 20%-30%. This upper limit corresponds to SPMC values of several 100 mg/l, i.e. far lower than the saturation level. The last source of uncertainty regarding LISST measurement is certainly the most critical in coastal
waters, as related to density stratification. This effect known as the Schlieren Effect (Styles 2006) is caused by the deviation of the laser beam due to salinity gradients and related changes in refraction indices. This effect increases the signal recorded by the inner detectors and artificially increases the volume concentration in the largest size classes. The buoyancy frequency is an efficient metrics to qualify the LISST data (Mikkelsen et al. 2008), with a threshold value depending on the SPMC level: the larger the SPMC, the lower the buoyancy frequency threshold (e.g. 0.8 s$^{-1}$ in for SPMC values $\mathcal{O}(100 \text{ mg/l})$ and 0.025 s$^{-1}$ for SPMC values below 10mg/l).

Within the operational limits, the LISST100 is useful for evaluating particle size dynamic and, combined with SPMC data, for estimating floc density, floc structure (fractal dimension) and floc settling velocities (Fettweis & Baeye 2015; Fettweis & Lee 2017; Chapalain et al. 2019). In the mouth of the Seine estuary, at the interface between the estuary and the coastal sea, it was observed the dominant influence of the turbulence on floc formation/breakup at the tidal scale, and an increase in the flocculation intensity and floc strength with the chlorophyll-a content (Chapalain et al. 2019). The consequences of the influence of the organic matter content on floc settling velocity show a cross-shore and seasonal pattern. Close to the coast, the presence of mineral SPM together with a favoured flocculation lead to slightly higher settling velocities while offshore, where organic matter dominates SPM, organic-rich flocs are characterized by lower settling velocities (Fettweis & Lee 2017). Seasonality is characterized by a higher SPM concentration in the benthic boundary layer during summer, but lower in the remaining water column. During winter, the opposite is found. The floc size and settling velocity have an opposite seasonality: smaller flocs and thus settling velocities occur in winter and larger flocs and settling velocities in summer (Fettweis & Baeye 2015). The next step will consist in confronting in situ observation and 3D numerical models simulating explicitly flocculation dynamics. The measurements have shown that the near-bed processes do influence the SPM transport on different time scales and that significant part of the SPM fluxes occur in the benthic boundary layer. Models show promising results when the bed shear stress closure incorporates additional dissipation mechanisms (i.e., interparticle friction and collisions, and particle wake turbulence) that are important in the high SPM concentration layers occurring near the bed (Bi & Toorman 2015).

### 3.1.2. Modelling flocculation

One target of the project is to develop and/or evaluate the use of environmental indicators such as bottom shear stress, turbidity and seabed habitat, which strongly relate to the transport of suspended particles in the water column, for a risk assessment of ecosystems. However, up till now the predictions of the behaviour of SPM are still unsatisfied and sometimes are difficult to match observations. One important reason is due to the limited understanding of the flocculation processes of mineral-biological particles and their implementation in numerical models. Therefore, previously developed flocculation models (e.g. Lee et al. 2011) have been improved, simple methods to include biofilm growth have been proposed, and the flocculation model has been implemented to the Belgian coastal area with open TELEMAC (Shen et al. 2018a, 2018b, 2019a, 2019b).

The two-class population balance equation (2CPBE) flocculation model developed by Lee et al. (2011) has been improved to include three classes of particles (3CPBE), in order to describe the representative sizes and mass fractions of microflocs ($\leq 30 \mu$m), macroflocs ($30 - 200 \mu$m) and megaflocs ($\geq 200 \mu$m) (Shen et al., 2018a). Five tracers were focused on: (1) $N_\rho$ – number density of microflocs only in suspension, (2) $N_{T1}$ – number density of macroflocs in suspension, (3) $N_{T2}$ – number
of microflocs in macroflocs, (4) $N_{f2}$ – number density of megaflocs in suspension, and (5) $N_{m2}$ – number of microflocs in megaflocs. With a fixed size of microflocs, the sizes of macroflocs and megaflocs can be found from the value of the tracers. In case the size of third class was fixed, $N_{m2}$ is omitted and it becomes four tracers. With this framework, the 3CPBE can be implemented in the open TELEMAC, with their source and sink terms programmed in the subroutine source_trac.f. This improvement results in a better representative of large megaflocs which can be easily observed typically formed after the peak algae bloom period. Moreover, it makes it possible to include a process-based flocculation model to better predict the dynamic settling velocities and deposition rates in 3-D large-scale coastal and ocean models. Besides validations with settling column experimental results, field data in the MOW1 station was used to validate our model (Shen et al. 2018a, 2018b)

It is still an open question about how to interpret a floc size distribution (FSD). Are three classes good enough? If so, how can we address the standard deviations of subordinate FSDs? If not, how can the entire FSD curve efficiently been mimicked? Keeping these questions in mind, we have applied the extended quadrature method of moments (QMOM) assuming that the final FSD is composed of a set of lognormal distributions with a common standard deviation, to better display the FSDs, compared with previous methods which represent FSDs with a series of delta functions (Shen et al., 2019a). The common standard deviation was determined empirically as a function of mean size of the FSD. With this simplification and selecting the number of subordinate FSDs as $N = 2$, only four tracers were used to mimic the entire FSD for their representative sizes and weights of microflocs and macroflocs. Although further increasing $N$ sometimes may cause numerical instabilities, the future of using this approach to represent FSDs and efficiently coupled with large scale models is still promising if with necessary modifications. In reality, QMOM-based PBE (QMOM-PBE) and multi-class based PBE (MCPBE) have their own pros and cons. For example, QMOM-PBE could set a continuous initial distribution of microflocs but MCPBE can only use one representative size $l_p$; QMOM-PBE could test relatively complicated fragmentation distribution functions (such as lognormal, binominal and parabolic fragmentations) which is difficult for MCPBE to work with; QMOM-PBE is easy to control for different number of size classes (by only changing the parameter $N$) while MCPBE have to re-program the source and sink terms of the tracers; MCPBE have to give seeded particles which may influence the simulated FSDs while QMOM-PBE does not have to. However, current tests show that MCPBE are more robust than high-order QMOM-PBE since the latter involves a process to extract the FSDs from their moments which is a numerically ill-conditioned issue, and MCPBE is also more efficient than QMOM-PBE.

The feedbacks and interactions between the succession of various biologically, biogeochemically and sedimentologically interactive systems have recently gained much interest in the scientific community (e.g. Regnier et al. 2013; Fettweis et al. 2014; Maerz et al. 2016; Lee et al. 2019; Schartau et al. 2019). By changing the cohesive properties, biological processes change the stickiness of mineral particles to the extent that inherent properties of primary particles (clays) can become of secondary importance for sedimentation-erosion processes and bedform development (Malarkey et al. 2015; Maerz et al. 2016). Specifically, the mechanisms behind these bio-physical interactions and the ecosystem scale consequences of them are not well known. We contributed to the bio-physical interaction in SPM dynamics by proposing a simplified biofilm growth model that highlights the biological effects on cohesive sediment flocculation (Shen et al. 2019b). In natural environments, biodegradation of organic matters releases sticky organic biopolymers such as the extracellular
polymeric substances (EPS). Biofilms may attach to the mineral particles and thus change the size and density of bio-mineral flocs. Previous studies either ignore the biological processes or include a large number of water quality parameters which does not help to improve the model predictions. In the biofilm growth model, the net increase of aggregate size due to biofilm effects is assumed to follow the logistic growth pattern, which is controlled by two parameters: the specific growth rate $\eta$ and the carrying capacity $K$. The Monod equation is used to determine $\eta$ by assuming that the biofilm growth is nutrient dependent. Dissolved organic carbon and light may be the other factors influencing biofilm growth for other circumstances. The carrying capacity $K$ describes the maximum floc size under a specific environment which is assumed to be proportional to the Kolmogorov length scale and thus the turbulent shear rate. Again, settling column experiments with an averaged shear rate and field data at MOW1 station at Zeebrugge were used to validate the model. It shows an increase in settling velocity due to biofilm coating. This provided a simple way to illustrate biological flocculation rather than using tedious microbe functions. Linking with water quality library in the future (such as AED2, see http://aed.see.uwa.edu.au/research/models/AED/), the parameters $\eta$ and $K$ can be better investigated to find the FSDs of SPMs. At that time, the harmful pollutants attached to the aggregates can be further studied as a warning for ecosystem changes.

### 3.2. Seabed/Habitat type

The Belgian State (2012) formulated two seafloor integrity-related indicators for which multibeam echo sounding (MBES) was selected as the mapping and monitoring technology. The first one indicates that the areal extent and distribution of the European Nature Information System (EUNIS) level II, as well as of the gravel beds, remain within the margin of uncertainty of the sediment distribution with reference to the Initial Assessment map. The second mentions that the ratio of the hard (gravel) substrate surface area to the soft (sand) substrate surface area must not show a negative trend.

Hereafter, the methodological workflow is described that enhanced the exploitability of MBES backscatter (and bathymetry and its derivatives) in the MSFD monitoring framework. Regarding the acquisition and processing of high-frequency MBES backscatter and bathymetry data, rigorously standardised protocols have been developed that align closely to the recommendations set out by the Backscatter Working Group (BSWG) piloted by the Geological and Biological Habitat Mapping Community (GEOHAB), see http://geohab.org/bswg and Lurton & Lamarche (2015).

#### 3.2.1. Multibeam data acquisition and processing

High-frequency (300 kHz) multibeam surveys were conducted over the course of three years (2015-2018) covering nearshore to offshore areas of the BPNS. Kongsberg Maritime systems EM3002 dual and EM2040 installed on RV A962 Belgica and Simon Stevin, respectively. Data were logged using Kongsberg Maritime’s acquisition software SIS. Both echosounders were operated in high-density equidistant mode, forming 508 (1.5°x1.5°) and 800 (1°x1°) soundings per ping, respectively for the EM3002 and EM2040 dual systems. Real-time corrections for sound velocity in the water column were obtained by a Valeport mini-SVS sensor installed in proximity of the transducers. Precise positioning and vessel motion were recorded by an MGB Tech with Septentrio AsteRx2eH RTK heading receiver and a Seatex MRU 5 unit for the EM3002D, and by an MGB Tech with Septentrio AsteRx2eL RTK heading receiver and a XBlue Octans motion sensor for the EM2040D. The EM2040 on RV Simon Stevin was upgraded to a dual system during 2017, whereas the EM3002D remained unchanged throughout the time span of acquisition.
3.2.2. Multibeam bathymetry and backscatter

Bathymetry data processing was carried out using QPS Qimera© (v1.2.4.429a). Real-time kinematic (RTK) and GPS modelled tide solutions were used to correct the real-time navigation data. In turn, manual edits were applied to the soundings, referenced to the Lowest Astronomical Tide datum. Data were gridded to a 5 m (Montereale Gavazzi 2019) or 1m horizontal resolution (Montereale Gavazzi et al. 2018, 2019). Backscatter data processing was carried out in QPS Fledermaus Geocoder© (FMGT) software. To allow data inter-comparison, a strictly standardised procedure was maintained during the processing phase. FMGT mosaic processing parameters (“pipeline settings”) were maintained as close as possible to the default settings of both echosounder models. All beams from the “beam time series” were kept. Absorption in the water column was compensated by the absorption coefficients (sensu Francois & Garrison 1982b, 1982a) in the raw datagram. This coefficient was updated every 30 minutes while logging the data and computed according to the local surface seawater properties. The necessary water-medium parameters were obtained by the On-Board Data Acquisition System (ODAS), logging these data at 10-s intervals. Using FMGT, the angular dependence was compensated leaving parameters as close as possible to the default settings i.e. an Angular Varied Gain window size of 300 pings and the default “mosaic processing” settings, the sole modification was the average reference angle used to normalize the data, set in the range 43°- 47°. The true ensonified area was accounted for by inclusion of a Digital Terrain Model (DTM) in the processing.

3.2.3. Ground-truth data acquisition and processing

Ground-truth data were acquired in complement to each MBES survey (i.e. within ~48 hours from the acoustic survey completion) and are therefore closely representative of the seafloor status at the time of the survey. The sampling effort was planned in such a way that it was representative of the area (i.e. backscatter map) being sampled. Several gears were tested and deployed including physical (i.e. grab and core sampling), optical (videography) and sediment profile imaging (SPI). The choice of gear was largely dictated by the expected type of substrate being sampled. For example, the Hamon grab sampler and video observations were the instruments of choice within the gravel areas, whereas box cores, Van Veen grabs and SPI were favoured within the soft sediment areas.

Ground-truth data were described in terms of surficial substrate type. Sample coordinates were geo-referenced and automatically corrected during the acquisition for the DGPS antenna layback accounting for the main source of positional error. Samples were described combining visual and expert observations with grain-size parameters derived by sediment analysis using a Malvern Mastersizer 3000 and processed in GRADISTA (Blott & Pye 2001). Since only the fraction ≤1 mm could be analysed by the Malvern, the percentage of the coarse fraction (bioclastic detritus and gravel) was visually estimated thus scoring a qualitative gravel percentage. Wherever samples have been used to train and validate a predictive model, the sample collections were split according to a random stratified split rule (70 – 30 for training and validation subsets respectively). Only features visible at the water-sediment interface were described (except for Hamon grab samples where the sampling does not preserve the vertical integrity of the seafloor) and summarised into thematic classes according to two classifications schemes commonly applied in the European underwater mapping context, i.e. the broader EUNIS habitat III classification (e.g. Galparsoro et al. 2012) and the finer Folk (1954) classification, allowing for a more detailed distinction of sediment classes.
3.2.4. Seamless merging of disparate datasets
To allow merging of the disparate backscatter datasets and produce a seamless map of reflectivity, a methodology similarly to Hughes-Clarke et al. (2008) and Misiuk et al. (2018) was applied. The approach may be referred to as a “cross calibration propagation” and consists of selecting a reference survey and adjusting all other surveys by overlap to the nominal truth. Here the overlap refers to a highly stable relative calibration reference area, i.e. the Kwintebank swale (Roche et al. 2018). The resulting backscatter map (Fig. 3.4 in Montereale Gavazzi 2019) shows the seamless character achieved after applying the offsets and merging the surveys. The cross-calibration propagation was carried out by applying the dB empirical offsets directly to the mosaicked compensated backscatter grids. Considering the processing chain of FMGT (Lamarche & Lurton 2018; Schimel et al. 2018), it is assumed that all angle dependencies have been compensated for, i.e. those caused by the MBES directivity pattern and those from the backscatter angular dependence. Therefore, the mosaic is representative of the average backscatter strength of the seafloor normalised to a conventional average reference angle in the range 43°-47°, including the systems sensitivity. As such, the dB offsets represent average shifts at 45° and by referring all surveys and sounders to the same nominal truth, the sounder sensitivity is corrected for, leaving only the seamless character of the average response; lawful for a regional compilation of backscatter maps.

3.2.5. Acoustic seafloor classification
Different statistical methods have been employed towards the study of sediment-acoustic relationships. Relationships between MBES backscatter and sediment type were initially investigated using boxplots summarising bathymetry and backscatter statistics grouped by EUNIS III and Folk sediment categories. This provides insights into the class separation potential (i.e. the discriminative power of the data in respect to the proposed classifications schemes). Cumulative distributions of backscatter and bathymetry were compared between the entire study area and training and validation sample sets to visually assess their representativeness, thus their viability for the Acoustic Seafloor Classification (ASC) routines. Linear regression was used to assess relationships between the average backscatter extracted from a 25 m buffer around each sample location and the median grain-size diameter (D50). A more insightful analysis was based on relationships between percent weight of individual size fractions and the mean backscatter (Fig. 3.1B in Montereale Gavazzi 2019), where sandy and gravelly areas predominate.

Two modelling approaches, i.e. unsupervised clustering via k-means (Hartigan & Wong 1979) and supervised classification via Random Forest (Breiman 2001), have been tested to predict class membership of both classification schemes over the full extent of the MBES datasets (Montereale Gavazzi et al. 2018; Montereale Gavazzi 2019). K-means clustering is amongst the most widely applied data clustering technique, including numerous examples in the literature (e.g. Hewitt et al. 2004; Fonseca & Calder 2007; Alevizos & Greinert 2018; Snellen et al. 2018; Fezzani & Berger 2018). Supervised Random Forest (RF) was selected to test the performance of backscatter in combination with bathymetry alone, as well as in combination with a set of derivatives of the primary MBES data. RF models have been reported to achieve high predictive accuracy (e.g. Diesing et al. 2014; Diesing & Stephens 2015; Ierodiaconou et al. 2018; Turner et al. 2018; Porskamp et al. 2018) and have generally proven highly successful in remote sensing applications (Belgiu & Drăguț 2016). A detailed discussion of the clustering methods can be found in Montereale Gavazzi (2019, Ch. 3).
3.2.6. MBES derivatives, selection and model tuning

To enhance the local characterisation of the primary MBES dataset and identify homogenous areas of substrate and morphology using the supervised Machine Learning approach, a set of secondary spatial derivatives were produced from backscatter and bathymetric grids (Table 3.2 and Fig. 3.7 in Montereale Gavazzi 2019). Selection of the spatial layers was based on their expected influence on the distribution of sediment type and due to their ability to enhance the predictive accuracy of seafloor substrate and benthic habitat thematic models in previous research (e.g. Lecours et al. 2016; Rattray et al. 2013; Ierodiaconou et al. 2018).

A feature selection procedure was undertaken to identify the subset of relevant variables from the initial input layers. Despite Random Forest being able to handle a large number of highly correlated variables, it has been shown that using only a relevant sub selection of variables improves predictive accuracy as well as computation times (Li et al. 2016). The Random Forest Boruta wrapper function (Kursa & Rudnicki 2010) was used on the reduced data set to assess the relative importance of various subsets of input features over multiple runs of the algorithm and to provide an estimate of predictor importance.

Particular attention has been placed on the accuracy assessments of the models used. Thematic maps do not serve their scope if their information is not directly associated to an objective quantitative measure of accuracy: metrics expressing the “goodness of mapping” allow to identify the presence, quantity, distribution and nature of the misclassification error, enhancing the utility of the map in a decision-making scenario. Therefore, the accuracy assessment phase of any predictive mapping study should address the following points (Stehman & Czaplewski 1998): (1) What is the error frequency or how often does the map not agree with reality?; (2) What is the nature of the errors or which classes are not mapped correctly, and with which other classes are they confused?; (3) What is the magnitude of errors or how serious are they for a decision maker?; (4) What is the source of the errors or why did they occur? As such, the accuracy of the thematic models produced was assessed in terms of global accuracy (A) with corresponding 95% confidence intervals and Kappa (K) metrics. These indices are derived using the confusion matrix, see Congalton (1991). Global accuracy is a metric expressing the overall amount of correctly classified pixels, whereas Kappa measures the difference between the global accuracy of the model and the agreement expected by chance. For both modelling approaches, accuracy metrics were assessed against the set of validation points withheld from the overall dataset. Besides the statistical evaluation of accuracy, a visual assessment based on literature, expert and field knowledge was undertaken to investigate how well the produced thematic models represented reality and better address the previously mentioned points.

3.2.7. Observation and quantification of environmental variability

Three experiments were conducted to study environmental variability and its influence on high-frequency backscatter measurements (Montereale Gavazzi et al. 2019). The surveying principle designed to capture short-term backscatter variability over the same seafloor patch consists of a series of repetitive MBES measurements performed over the duration of a tidal cycle. The same reference survey-line (~2 km) was followed using the same heading and crossing the centre of a region of interest (ROI) of approximately 500x200 m for the first two experiments, situated in the Westdiep and Kwintebank areas, and 200x50 m for the third one, situated in the MOW1 area. Each experiment consists in the acquisition of a short-term backscatter and bathymetry time series.
according to the described strategy. To interpret the acoustic data, different strategies were put forward to quantify environmental variables during the experiments. For the oceanographic instrumentation employed in the experimental methodology see §3.1.1.

Different products were derived from the Kongsberg datagrams by using different software tools. All BS data were taken within the selected ROIs. Using the SonarScope© software suite, time series of Angular Response (AR) curves were derived from the beam intensity datagrams. The seafloor angular backscatter strength is computed from the following sonar equation linking the transmitted and received signal levels with the transmission losses and the backscattering process:

$$EL (R, \Theta) = SL - 2TL (R) + 10 \log A (R, \Theta) + BS (\Theta),$$

where EL is the Echo Level (referenced to 1 μPa) measured at the receiver as a function of the sonar-to-target range R and the angle of incidence Θ of the signal onto the seafloor, SL is the Source Level, 2TL is the two-way Transmission Loss accounting for both geometrical spherical spreading and absorption (see Francois & Garrison 1982a, 1982b), A is the instantaneously insonified area, delimited by the MBES beam aperture and/or signal duration, and BS is the Backscatter Strength of the seafloor target at the observation angle Θ. The data reduction scheme relating to the AR datatype (Table 4.4 in Montereale Gavazzi 2019) is despite being relative, considered to be the best estimate of the raw BS angular response (Fezzani & Berger 2018; Roche et al. 2018).

Different mechanisms beyond the inherent geometrical (spherical) spreading of the sound wave control the attenuation during the propagation in seawater and can be responsible for unwanted signal fluctuations and degradation of the signal-to-noise ratio (Lurton 2010). Particular attention has been placed on the quantification of 2TL transmission losses resulting from hydrological conditions of the sea water. Overall, attenuation losses result from the contributions of: (1) absorption in clear seawater (αw, see Francois & Garrison, 1982a, 1982b); (2) viscous absorption (αv, see Urick 1948); and (3) scattering due to the presence of SPM (αs, see Richards et al. 1996; Hoitink & Hoekstra 2005). The uncertainty introduced by the attenuation of sound in seawater only was estimated for each experiment for nadir (0°), oblique (45°) and fall-off angular regions (70°). For the second experiment, the absorption model by Francois & Garrison (1982a, 1982b) was applied to the set of water-column profiles obtained by the CTD frame down-casts; for the two other experiments, only surface values of absorption coefficient were considered. Using the modelling approach by Richards et al. (1996) and Hoitink & Hoekstra (2005), sound absorption due to presence of SPM was estimated for the second and third experiments. For the second experiment, this uncertainty was estimated for the 1m profile above seafloor using the vertically averaged ABS-derived SPMC and median particle size (D50). Additionally, uncertainty was estimated along the quasi-continuous sediment profile (~15 m depth) that was reconstructed combining observations from the various sensors. To appraise the effect of particle size, the D50 of the lower part of the profile was altered from 100 to 400 μm reflecting the sand particles potentially resuspended in the near bed of this area during maximum currents. Despite a lack of data to carry out a similar analysis in the third experiment, the available OBS-derived SPMC time series were coupled to the MBES BS by means of correlation analysis. Nonetheless, similarly to the second experiment, the effect over the full water depth was estimated by reconstructing a quasi-continuous sediment profile based on SPMC from the OBS and using a fixed D50 of 63 μm. The effect of particle size was investigated by changing the D50
of the lowest part of the profile from 63 to 125 μm, approximating to the fine sand observed in the grab samples.

A pre- post and ensemble methods classification were performed on the backscatter time series in order to extract trends and patterns of change in substrate classes (Montereale Gavazzi et al. 2018). Ensemble approaches combine supervised and unsupervised classifiers, whereas a pre-classification method focuses on the unclassified data values. The aim of a post-classification approach is to allocate class labels to the data values to produce thematic maps. These change detection methods are based on the previously described approaches of predictive modelling and error estimation. The pre-classification approach uses backscatter values taken from rectangular bins of the sampling locations representative of the different geomorphological and substrate features of the ROIs. Following, basic statistics and temporal trends were studied (Hammerstad 2000). In order to detect outliers in the time series, sigma detections where chosen as the favoured statistical measure to quantify the dispersion of a set of data values. An ensemble method, combining supervised and unsupervised classifications was also applied. The K-means classes identified in a ground-truth time series were used to reclassify the complete dataset for which ground-truth data were not available. From this classified dataset, proportion counts were extracted to observe temporal trends. Prior to transforming the successional backscatter mosaics into classified data, the Within Group Sum of Squared Distances was computed independently for each dataset. This technique is similar to computing a silhouette plot where the optimal number and size of classes in a dataset becomes visible (Montereale Gavazzi 2019, Ch. 3). The post-classification approach made use of the transition matrix (Pontius et al. 2004; Braimoh 2006; Rattray et al. 2013). In this analysis, two unsupervised seafloor maps (e.g. prior and after a natural or anthropogenic event) are cross tabulated to derive detailed statistics describing the temporal changes. Persistence and class swap dynamics, gross gains and losses, between time and between classes’ transitions, as well as persistence ratios expressing the tendency of a category to undergo a certain change process were derived after Braimoh (2006). Swap defines the change in spatial location of a substrate type between times. The net change describes the difference in quantity of a substrate class between times. Gain and Loss describe an increase and decrease of the areal extent of a substrate class respectively. The net change to persistence ratio indicates the overall trend of a category with negative and positive values indicating the directionality of the temporal trends.

### 3.3. Bed shear stress

#### 3.3.1. In situ measurements of bed shear stress

The bed or bottom shear stress determines the erosion and resuspension of the material or the deposition of the material on the sea bed and is as such the link between the material in the water column and the material on the sea bed. Bottom shear stress cannot be measured directly and has to be determined indirectly from current profiles or high frequency velocity measurements. A method based on current profiles and three other ones based on high frequency velocity measurements (Lecouturier 2000; Giardino & Monbaliu 2006) have been applied and validated with our data.

Long-term measurements of high frequency velocity and current velocity profile measurements are available from 2005 onward for the Belgian part of the North Sea. The measurements were executed with benthic lander (tripod) equipped, amongst others, with a SonTek ADV Ocean point velocity meter measuring at 0.18 m above the bed (mab) high frequency current velocity. The downward
looking SonTek 3 MHz ADP current profiler, installed at 2.3 mab, measures the near bed current profile with a resolution of 0.1 to 0.15 m. Additionally a bottom mounted Acoustic Doppler Current Profiler (ADCP), type Sentinel 1200 kHz Workhorse, has been used to register the currents over the entire water column. During the period 2005-2019 more than 120 deployments with the tripod have been executed. Most of them are located at the station MOW1 in the coastal turbidity maximum zone about 5 km northwest of the port of Zeebrugge. Other locations are Blankenberge, MOW0 and WZ-buoy, all three also situated in the coastal turbidity maximum zone. Other deployments are located more offshore, i.e. Gootebank and Blighbank.

**Current profile method**
The current profile method uses the current profile, measured by a profiling current meter (ADP or ADCP). The bottom shear stress is calculated assuming a logarithmic profile of the current near the bed, which is valid in the lowest 20% of the water column, below the outer turbulent region (Wilcock 1996). The measured profile is fitted to this logarithmic profile using a least squares method (Wilkinson 1984; Drake et al. 1992). Furthermore Wilkinson (1984) developed expressions for the confidence limits for the estimations of the bottom roughness length and the bottom shear stress, using the Student’s t distribution for the number of freedoms, equal to the number of velocities minus 2. The actual profiles may differ significantly from the averaged profiles (Gross et al. 1992).

**High frequency velocity methods**
The available ADV data set consist of about 7500 burst samples of the 3D velocity components measured at a sampling frequency of 25 Hz and an interval of 15 minutes. Besides the velocity components, the ADV records the correlation between the three beams, which is a measure of the data quality. Data quality can be influenced by e.g. bubbles or suspended sediments (Elgar et al. 2005). According to the manual of the instrument, data are suspicious when the correlation falls below 70 %. The data analysis starts with removing the bad or suspicious bursts. This is done if more than 5% of the data have a correlation of 70% or 80 %. In the second step spikes in the data are removed following the method of Goring & Nikora (2002). This method says that the original data and the first and second derivatives plotted against each other in a space-phase plot that fall outside the ellipsoid defined by the universal criterion are designated as spikes. These spikes are replaced by a third order polynomial using 6 points on either side of the spike. The method re-iterates until all spikes are removed.

**Reynold stresses or eddy correlation method**
The first method calculates the bottom shear stress from the total Reynold stresses (e.g. Huthnance et al. 2002; Williams et al. 2003). This method is easy to apply, but the calculations are very sensitive to the correct vertical alignment of the velocimeter (Huntley 1988; Dyer et al. 2004; Inoue et al. 2011). In theory, waves do not contribute to Reynolds stresses because the horizontal and vertical components of the wave-currents are 90° out of phase. However, if the vertical alignment is not correct, horizontal velocities can leak into estimates of vertical velocity and vice versa. Different methods are used to correct for this misalignment (e.g. Elgar et al. 2005). Kim et al. (2000) have suggested to rotate the coordinate system first around the vertical axis until the mean flow is zero along one horizontal axis and afterwards around this horizontal axis until the mean vertical velocity is zero. Another method to remove the effect of the waves on the Reynolds-stresses was proposed by Lohrman et al. (1995). They suggested to rotate the currents around the x- and y-axis until the mean vertical velocity is zero and the mean variance of the vertical velocity fluctuations is minimal.
Since the mean vertical velocity and the variance of the vertical velocity fluctuations are calculated for all combinations of rotations over the x- and the y-axis, this method needs much calculation time. Other methods to calculate the Reynolds stresses have been proposed that uses the different along-beam velocities of the ADV (Stacey et al. 1999; Fugate & Chant, 2005; Nystrom et al., 2007). Walter et al. (2014) have proposed a method that uses a spectral phase decomposition to separate the turbulent and the wave part in the Reynolds stresses.

**Inertial dissipation method**

The inertial dissipation method relates the shear velocity to the energy dissipation, which is calculated from the velocity spectrum (Huntley 1988; Sherwood et al. 2006). In the power density spectrum, a region exists, the inertial subrange, where the three-dimensional spectrum of turbulent motions $E(k)$ is scaled by the turbulent dissipation rate $\varepsilon$ and decreases with the three-dimensional wave number $k$ at the characteristic $-5/3$ slope. The turbulent dissipation is calculated from a transformed spectrum in a frequency range (typically between 1 Hz and 2.5 Hz) not disturbed by the instrument noise, at higher frequencies. The spectrum is further corrected with a factor to account for the presence of waves (Trowbridge & Elgar 2001; Sherwood et al. 2006). In this method, the turbulent dissipation is calculated from the frequency region, where the slope of the transferred spectrum is closest to zero, i.e. the frequency region where the $-5/3$ decay rate is the closest followed. Using the turbulent dissipation, the bottom shear stress is then calculated from a relation that also includes the height above the bottom. This is at the same time the main disadvantage of this method. To calculate the height above the bottom, where the measurements have been executed, the altimeter of the ADV is used. Remark that the normalised power density spectrum of the vertical velocity is used, since this is generally less disturbed by noise. More information on the implementation of the method can be found in Francken & Van den Eynde (2010). Remark that the detrending of the data, before calculating the power density spectrum, results in a slightly higher bottom shear stress, when the inertial dissipation method is used, due to the normalisation of the power density spectrum to the variance of the data.

**Turbulent kinetic energy method**

The third method calculates the bottom shear as a linear function of the total turbulent kinetic energy, which is calculated from the variance of the velocity fluctuations. The proportionality factor $C$ is equal to 0.19, as proposed by Stapleton & Huntley (1995) and Thompson et al. (2003). The advantage is that this method is straightforward to apply. However, the turbulent kinetic energy, is not only influenced by turbulence but also by the prevailing waves. Typically, between 1/6 Hz and 1/25 Hz an increase in the power density spectrum of the velocity can be observed with a characteristic well-known $-5$ power decay, typically for wave spectra. Different methods are available in literature to split the two spectral densities, e.g. Soulsby & Humphery (1990). To calculate the power of the turbulence, the power spectral density is interpolated across the base of the wave peak. By doing so the bottom stress, calculated using the total turbulent kinetic energy, corresponds to the maximal bottom shear stress under the influence of currents and waves, while the bottom stress, using the turbulent kinetic energy, after removal of the wave and long-period variations, is a measure of the mean bottom stress under the influence of the waves and the currents (Verney et al. 2007; Verney 2008). This mean bottom stress is comparable with the bottom shear stress, calculated with the inertial dissipation method, from the Reynolds stresses and from the velocity profile.
3.3.2. Classical modelling of bed shear stress

Different methods and techniques have been described in literature of various complexity to model the bed shear stress. This also applies to the bottom roughness length, one of the main parameters that determines the bottom shear stress. All these different models can give results that can vary over a large range. While in the next paragraph (§3.3.3), more elaborate and developed state-of-the-art methods for the calculation of the bottom shear stress are proposed, using new insights in the physics of the near bed layer, in this paragraph, some more classical and widely-used methods are described. These classical methods to model the bottom shear stress have been used to evaluate the bottom shear stress measurements described in the previous paragraph.

Modelling bottom shear stress

The (classical) bottom shear stress calculations under the influence of currents alone or waves alone on a rough bottom is well described in literature. The bottom shear stress under the influence of currents can be described as a function of the depth-averaged current or as a function of the current at a certain height above the bottom. The bottom shear stress under the influence of waves is described as a function of the wave orbital velocity near the bottom. In Van den Eynde & Ozer (1993), different simple models were compared with each other and with the results of more complex model, as presented in Dyer & Soulsby (1988) and Soulsby (1995). The Soulsby (1995) formulae are the results of a two-coefficient optimization of a simple model to 131 data points, from more complex theoretical models. Soulsby & Clarke (2005) developed a new model, assuming an eddy viscosity varying over the water column, but constant in time. The eddy viscosity varies linearly above the bottom in the thin wave boundary layer and has a parabolic function outside the wave boundary layer. Remark that the eddy viscosity is much higher in the thin wave boundary layer than outside. Furthermore, the eddy viscosity in the wave boundary layer is only a function of waves and currents, so that no iterative calculations are needed. In the wave boundary layer, the shear stress is constant, outside the wave boundary layer, the shear stress varies linearly, to zero at the water surface. A current profile can be calculated, integration of the current profile over the water depth results in the depth-averaged current, a quadratic equation is then used to solve for the bottom shear stress. The model of Soulsby & Clarke (2005) gives both a formulation for the maximal bottom shear stress during a wave cycle, and the mean bottom shear stress averaged over a wave cycle. The model was developed for flow over rough and smooth bottom. Malarkey & Davies (2012) further developed the theory of Soulsby & Clarke (2005) to include additional non-linearity in the model, which is present in the more complex theoretical models.

The bottom roughness length, i.e. the height above the bottom were the logarithmic current profile becomes zero, is a function of the grain size of the bed material, the ripples and the bed load. Instead of using the bottom roughness as a tuning parameter, the bottom roughness length can be calculated independently as well. The skin bottom roughness is mainly a function of the median grain size of the bed material. Different models have been implemented to calculate the bottom roughness due to bed load (Wilson, Nielsen, Soulsby and Raudkivi described in Grant & Madsen 1982 and Soulsby 1997). The bottom roughness, due to ripples is based on Soulsby (1997), Grant & Madsen (1982) and Soulsby & Whitehouse (2005). The latter model has the advantage that is was validated against many laboratory and field experiments and that the time evolution of ripples can be accounted for.
Numerical models for currents and waves

For the calculation of the currents, the three-dimensional hydrodynamic modelling software COHERENS has been used. The model was developed between 1990 and 1998 in the framework of the EU-MAST projects PROFILE, NOMADS and COHERENS. The hydrodynamic model solves the momentum equations, the continuity equation and the equations for sea water temperature and salinity. The momentum and continuity equations are solved using the mode splitting technique. COHERENS disposes over different turbulent closures. A new version of the COHERENS software has been developed recently (Luyten et al. 2014), mainly allowing the model to use parallel computing, while adding also some new features, such as improving the numerical scheme and adding a wetting-drying mechanism. The model OPTOS-BCZ is based on COHERENS and covers the Belgian Continental Shelf with a grid resolution of 42.8° in longitude (816 to 834 m) and 25° in latitude (771 m). This model has 10 σ-layers distributed over the total water depth. Along the open boundaries, the model is coupled with two regional models. The OPTOS-CSM model comprises the entire Northwest European Continental Shelf and calculates the boundary conditions of the North Sea model OPTOS-NOS. The latter calculates the boundary conditions of the OPTOS-BCZ model. The OPTOS-CSM model calculates depth-averaged currents and is driven by the water elevations at the open sea boundaries, using four semi-diurnal and four diurnal constituents. The OPTOS-BCZ model has been validated, amongst others, by Van Lancker et al. (2004), Dujardin et al. (2010), Mathys et al. (2011) and Van den Eynde et al. (2014).

For the calculation of waves, the WAM model has been used. WAM is a third-generation wave model, developed by the WAMDI Group (1988) and is described by Günther et al. (1992). It includes ‘state-of-the-art’ formulations for the description of the physical processes involved in the wave evolution. In comparison with the 2nd generation model, the wave spectrum has no restrictions and the wind sea and the swell spectrum are not treated separately. The model runs on three coupled model grids. A coarse model grid comprises the entire North Sea, the fine one the central North Sea and the local one calculates the waves in the Southern Bight. The local model has a grid resolution of 0.033° in latitude and 0.022° in longitude. The WAM model was validated by Van den Eynde (2013).

3.3.3. New developments in modelling of bed shear stress

A detailed theoretical study has been made on the determination and use of the bed shear stress in numerical models for hydrodynamics, waves and morphodynamics in coastal areas, including a critical review of the literature on this topic. Implications regarding the experimental determination of bed shear stress (cf. §3.3.1) are also analysed.

Bed shear stress under steady currents

The first part of the study deals with the bed shear stress under steady, i.e. equilibrium, conditions. While these conditions are rarely encountered in the field, this study is important since it forms the foundation for most of the theories that are applied in both numerical modelling and in measuring techniques. The bottom shear stress is often imposed as a bottom boundary condition in numerical models. This requires a closure which relates the bed shear stress to the flow field above the bed. This is realized by the friction law. The traditional friction laws are determined for steady flow conditions. However, imposing the bed shear stress as boundary condition implies equivalently that the velocity gradient is imposed. Without a reference velocity, it does not allow to predict the correct net flow field. This was confirmed and demonstrated by a simple steady pressure gradient
driven 1DV open-channel testcase, where the COHERENS model produced very different velocities for different mesh structures.

A review is presented of the major friction laws for each of the hydraulic regimes: laminar, hydraulic smooth and hydraulic rough. Subsequently, a critical review is made of the different predictors of roughness height, providing insight in its definition in the case of very rough conditions, as it introduces the problem of the proper definition of the actual level of the bottom where the velocity becomes zero. This distance to the bottom is crucial for the bed boundary conditions for velocity and turbulence (eddy viscosity, turbulent kinetic energy, turbulent dissipation rate), which all rely on mixing length theory, where the distance to the wall is the key parameter. Due to the large gradients in velocity and turbulent dissipation rate, the sensitivity to the right wall distance is very large and quickly introduces errors. This is enhanced by the fact that the solutions in the nodes of the numerical grid are in most used software packages interpolated linearly.

The latter problem has been further investigated and a new method has been developed to define alternative bottom boundary conditions: they are theoretically not exact, but they compensate for the errors generated by the linear interpolation and guarantee conservation of mass flux, a correct bed shear stress (i.e. momentum conservation) and conservation of turbulent kinetic energy. The method implemented in TELEMAC yields better results, but not good enough since the final result proves to be still influenced by errors in the layers above the wall layer. This problem needs further investigation.

The fact that the law of the wall is expressed in terms of the non-dimensional wall distance (also called wall coordinate) \( z_* = z u_*/\nu \) (where \( u_* = \sqrt{\tau_0/\rho} \) is the shear velocity, \( \tau_0 \) the bed shear stress, \( \rho \) the fluid density and \( \nu \) the fluid viscosity) has generated a lot of misconceptions, in particular in the case where there is significant bed load transport. This has been investigated already for a long time by Toorman, using the unique experimental data for steady sand transport in a laboratory flume by Cellino (1998). Continuing on the earlier findings, the possibility has been investigated that the non-dimensional velocity profiles should be represented differently, by using not the properties of the suspending medium, but the density and effective viscosity of the total sediment-water mixture. This is the only way that the non-dimensional profile can fulfil the asymptotic behaviour \( u_* (= u/u_*) = z_* \). The effective suspension viscosity is found to account not only for viscous effects, but also intergranular shear and collisional losses, and possibly turbulence by vortex shedding in the wake of particles. Unfortunately, the vertical resolution of the Cellino data is still not fine enough to extract the effective viscosity profile sufficiently accurate. Research at KU Leuven, support by MSc thesis projects in collaboration with DEME, on the pumping of homogeneous fluid mud suspensions has further confirmed the need to use the slurry viscosity (defined by a Bingham rheological closure) to non-dimensionalize the velocity profiles.

This study furthermore allows to shed new light on the ongoing discussion of the apparent decrease of the von Karman “constant” \( \kappa \) due to sediment in suspension. It has now been demonstrated that the velocity profiles rather show a compression of the log-layer (without needing to reduce the value of \( \kappa = 0.4 \)) by the apparent thickening of the inner boundary layer, while the deviations near the surface remain attributed to 3D effects of interference of bottom-generated turbulence with sidewall-generated turbulence (e.g. Yan et al. 2011), sometimes mathematically corrected by Coles’ “law of the wake”. More insight has also been gained in the understanding of apparent drag
reduction by high concentrations of sediments. It can be understood from the fact that a plug flow (where the shear stress is smaller than the yield stress and the velocity gradient is zero) theoretically does not dissipate energy. Therefore, the thickness of the plug should not be included in the flow depth as length scale for the bulk Reynolds for a fair comparison. Pumping experiments, indeed show a systematic increase of friction losses with increasing density, i.e. increasing yield stress.

Most of this study focusses on the bed shear stress from a 1DV, 2DV or 3D perspective where vertical profiles are supposed to be known or computed. However, for reasons of computational efficiency, it remains important to also consider the implications for the bottom boundary conditions in the case of depth-averaged modelling. The removal of the vertical dimension requires a different, modified approach. The general classical procedure is to express the friction law in function of the depth-averaged velocity, for the simple reason that it is assumed to be linked to the shear velocity through the (integrated) logarithmic velocity profile. In a previous study, Toorman (2012) already extended this friction law to become valid over the entire range of hydraulic regimes: laminar to turbulent smooth and turbulent rough. It has successfully been used in an application the Scheldt and Belgian coast (Bi & Toorman 2015), where it yields significant better and more stable results in shallow and intertidal areas. The remaining problem of the explicit water depth predictor, which causes an undesirable time lag, has been investigated in a MSc thesis by Vereecke (2019), but no good solution could be found and further research is needed.

**Bed shear stress under unsteady conditions**

In a second part of the study the bed shear stress and associated sediment transport under waves is studied. For this purpose, flume experiments are simulated with the recently developed MixtSedFOAM (Ouda & Toorman 2019). After calibration of the model with the limited flume data, the model results generate a lot of additional data in space and time, which allows a much deeper analysis than based on the lab data only.

An additional advantage of this modelling framework is its ability to include (a part of) the sediment bed in the computational domain. Subsequently, no friction law is required at the interface between water and bed. The actual stresses are now computed by the semi-empirical rheological closures for the sediment-water mixture. The data of these simulations are used to re-evaluate popular (semi-)empirical closures to estimate the (maximum) bed shear stress and net sediment flux by waves. Subsequently, it is aimed to develop improved parameterized closures for implementation in TELEMAC-TOMAWAC, where the wave field is resolved in the frequency space.

---

1 MixtSedFOAM (Ouda & Toorman 2019) is a sediment transport module for OpenFOAM that solves the fundamental equations for sediment transport based on two-phase flow theory and then recombined to a mixture theory model. The resulting model can consider a lot more physics than traditional sediment transport models and is valid from dilute conditions up to high-concentrated sheet-flow and (approximately) motionless sediment beds. In order to well capture the large gradients near the water-bed interface, the model needs a fine computational mesh, resulting in a limitation of applicability to small scale problems. Therefore, this model will mainly be used as a numerical laboratory, as in the present case of wave-sediment bed interaction.
Implications for measurements

An important consequence of the above study for bed shear stress measurements, is the fact that the traditional methods to compute the bed shear stress from vertical profiles of velocity, Reynolds stress or turbulent kinetic energy (TKE), which implicitly assume steady conditions, may be incorrect. The more dynamic the system, the more time lag one can expect between bed shear stress and mean flow velocity. This is exemplified by the case of bed shear stress under a sinusoidal wave, where there is a phase shift of 90° (based on the ideal potential wave theory). In addition, recent data from DNS simulations and from measurements in the Princeton super pipe facility have created doubt on the universality of the law of the wall and of the constants in well-known turbulence models (like the standard $k$ – $\varepsilon$ model). For instance, these data indicate that the value of the parameter $c'_u$ (usually taken 0.09) decreases with increasing Reynolds number. This implies that the assumed relation between TKE and Reynolds stress may no longer be valid and could imply that the TKE method is the least reliable. Nevertheless, the shape similarity between TKE and Reynolds stress has been verified for the Cellino data (assuming that the missing spanwise TKE component can be estimated as 1/3 the streamwise component, based on the work of Nezu & Nakagawa (1993), and proves to yield quite good agreement. But this is of course only valid for steady flow conditions. A critical review for unsteady conditions will follow from the PhD research of Zhang (2020).
4. SCIENTIFIC RESULTS AND RECOMMENDATIONS

4.1. Uncertainty in measuring the indicators

4.1.1. SPM concentration and particle size measurements

**SPM concentration and turbidity**

The benefits and limitations of using optical and acoustical backscatter sensors to acquire long-term observations of SPMC and the formulation of recommendations on how to best acquire quality-assured SPMC data sets, based on the challenges and uncertainties associated with those long-term observations as well as the means to quantify and reduce the uncertainties associated with SPMC measurements was published in Fettweis et al. (2019), as a task of the project. The overall error of the SPMC data set consists of random errors that lead to uncertainties of individual SPMC but approximate the accurate value with increasing amount of data, and of systematic errors (biases) that lead to an average over- or underestimation of all data. Some errors can be detected, and to some extent corrected, whereas, others are inherently associated with the applied technologies and its interference with the environment and remain spurious and difficult to quantify or to control. The first types of errors are related to the sensors, sampling and lab protocols or the modelling techniques, while the latter are mainly related to systematic, often gradually changing natural variability in SPM inherent properties.

To separate variability due to measurement errors from variability due to natural variations in inherent optical properties of the SPM, protocols that use the same water sample for filtration and for turbidity estimation should be used in parallel to the in-situ procedures. Despite calibration to a formazine reference solution and the use of ISO-normed optical sensors, model calibration may vary considerably in recorded turbidity for a same SPMC solution across different instruments resulting in instrument-specific turbidity-SPMC relations. Although different types of optical sensors have been calibrated against the same reference solution, they yield up to 20% differences in the field. These results prohibit the comparison of turbidity values measured by different types of optical sensors. Turbidity as a surrogate of SPMC is thus only reliable, as long as site-specific (model) and instrument-specific (sensor) calibrations are carried out.

Optical and acoustical sensors have proved invaluable in the study of SPM dynamics in marine and estuarine environments as they allow collecting easily in situ, high-frequency SPMC time series over long periods of time. The payback is the availability of large homogeneous data set of SPMC from various locations on the globe; the drawback is that the quality or certainty of the data and thus also the inter-comparability depends on factors that are only to a certain level avoidable. Long-term observations of SPMC are the result of a complex ladder of operations that involve field, laboratory and modelling methods. Each step contributes its own random and systematic errors to the overall uncertainties of the sensor SPMC. Systematic errors related to the functioning of the sensors, the environment, the collection and processing of calibration samples and faulty human operations are detectable and sometimes correctable. As long as protocols for sample analysis and sensor calibration are carefully followed, uncertainties can be confined within ±5%, otherwise they may reach up to ±20%. Biofouling may add a further bias of 100% (positive for optical, negative for acoustical sensors), and their detection generally leads to a loss of data. A good understanding of the processes that are causing changes in SPMC and particle inherent properties (size, shape, density and composition) is required in order to estimate their importance and to possibly rescale the sensor data to some reference particle properties. Variations in these properties may result in over- or underestimation of the SPMC by up to a factor 2 or more. Based on the uncertainties, listed in table
3 of Fettweis et al. (2019), one can achieve random errors below 25% and biases below 40% only with substantial efforts in technologies that indicate the changes in inherent particle properties.

Acoustical and optical sensors require both the conversion of the sensor output (after sensor calibration) to a mass concentration. This is done by relating the sensor output to a reference SPMC, which is preferably the sample SPMC. The choice of the regression method, the dependent and independent variable, and the error associated with the reference SPMC determines the coefficient of determination. In Fettweis et al. (2019) a model was built that based on the R² and the normalized turbidity/dB quantifies the uncertainty of the sensor derived SPMC in the calibration range and outside of it. The model shows that the Robust fit (iteratively reweighted least squares regression) and the Eigenvalue regression have less prediction bias than the Theil-Sen estimator and the ordinary least square regression. This bias is not an issue for R²>0.9 and remains below 10%, but it becomes significant for lower R² and can amount to 30%. Short-term variabilities in the model-regressions generally show up as random noise limiting the R² of the calibration data set, but the extrapolation of the regression parameters to longer periods or larger areas may introduce biases of more than 50%.

**Particle size measurements**

The different methods that are used to measure in situ particle size distributions (PSD) may not give the same results. A PSD measured by a LISST will differ from the one measured by a digital camera (e.g., Mikkelsen et al., 2005), meaning that the outcome of even the best flocculation model is only as good as the measuring system that is used to collect the FSDs. The uncertainties associated with a measuring technique are related to the characteristics of the particles occurring in nature (Mikkelsen et al. 2006; Andrews et al. 2010; Davies et al. 2012; Graham et al. 2012), and to the measuring principle itself (Mikkelsen et al. 2005; Goossens 2008). Generally, camera systems cannot resolve the fine particles smaller than 10 μm, while LISST has a limited size range for the fine and the very large particles. Out of range particles are influencing the size distribution of the LISST. For example, particles smaller than the size range of the LISST affect the entire PSD (Andrews et al. 2010; Graham et al. 2012). A rising tail in the lowest size classes of the LISST is frequently observed in our data and is interpreted as an indication of the presence of very fine particles rather than providing a correct number. Particles exceeding the LISST size range of 500 μm also contaminate the PSD. Davies et al. (2012) reported that large out of range particles increase the volume concentration of particles in multiple size classes in the range between 250 and 400 μm and in the smaller size classes and recommended to interpret the PSD with care in case particles outside the size range may potentially occur. The importance of these spurious results depends on the number of large particles in the distribution (Davies et al. 2012). Nowadays, there is still no good way for correcting PSDs for these spurious data, but we should be aware that the very large (megaflocs) and the very small particles (primary particles) maybe under-represented or over-represented in the in situ LISST derived PSDs. Despite the uncertainties and limitations of the LISST-100C, it is well suited to collect long-time series of PSD autonomously.

Even if the size distributions of flocs are well resolved, there are still uncertainties involved in the estimation of the density and the settling velocity, the latter being the ultimate parameter for numerical models. To investigate settling velocity dynamics, estimates of floc size and floc density are required. In literature, the fractal theory is commonly used for relating floc size and floc excess density (Kranenburg 1994; Chen & Eisma 1995; Dyer & Manning 1999). Small changes in fractal
dimension may induce large changes in the settling velocity. A sensitivity analysis of the fractal approach to model floc density has been described in Chapalain et al. (2019). In the fractal model, primary particles are characterized by a unique size and density and it is generally assumed that a floc only includes mineral particles whereas particulate organic matter (OM) is not considered (Khelifa & Hill 2006; Maggi 2013). However, these assumptions must be questioned as the primary particle size may vary spatially and temporally within the same area (Fettweis 2008; Maggi 2013), as biological or biomineral aggregates are ubiquitous in shelf seas and estuaries (e.g. Maggi 2009; Fettweis & Lee 2017; Shen et al. 2018b), and as the density of primary particles may change with changes in the composition of the SPM (Markussen & Andersen 2013). Our analysis also confirms that the application of the fractal approach, i.e. flocs are built from a unique type of primary particles characterized by constant size and density, has limitations. Also, depending on the history of flocs (eroded from beds, dynamically formed in the water column), flocs of similar sizes might be characterized by different densities (Smith & Friedrichs 2011), hence SPM could be subdivided into populations that might follow different fractal behaviours depending on their origin. Only very recently, few studies have discussed about the fractal theory. Fall et al. (2018) have demonstrated that there is not necessary a unique relation between floc size and excess density but that the fractal approach could be valid for floc sub-population, such as macroflocs or megaflocs.

4.1.2. Seabed/habitat type

Acoustic Seafloor Classification

Two major topics were researched: (1) the study and validation of sediment-acoustic relationships in a field/operational setting, enhancing the interpretability of high-frequency backscatter measurements based on readily accessible substrate characteristics from the available ground-truth data. This aspect therefore intended to provide researchers and end users a realistic perspective on what the MBES acoustic data can represent in terms of predicting material properties of the seafloor using conventional ground-truthing approaches. (2) Automatic seafloor classification and thematic mapping of seafloor substrate type. The following key research findings were identified. Demonstration of a pragmatic field-based-solution (stable and monitored at-sea reference area, see Roche et al. 2018) to merge seamlessly disparate MBES backscatter datasets: a global challenge faced by the seafloor mapping community. It was shown that where compensated backscatter imagery is corrected for the angular dependence using angles (or average values from a range of angles) beyond 40°, the effect of sub-beam-topographic-roughness polarization will be cancelled out, allowing seamless merging of sediment-type datasets acquired in disparate azimuthal orientations. Using the available ground-truth data, and based on exploratory data analysis, a number of insights were gained in sediment-acoustic relationships. At the level of the sample loci, moderate to strong univariate associations were found between backscatter intensity and the percent weight of individual grain-size fractions, within mostly heterogeneous substrate types; and median grain-size diameter (D50), within relatively homogenous and unimodal siliciclastic substrate types. For the entire study area (i.e. the overall merged and seamless survey), moderate to strong associations were found by multivariate statistical analysis, as well as when considering each study area in isolation. This suggests that different sediment parameters explain the backscatter collected at different locations. Importantly, it is observed that while Folk thematic classes are a good global descriptor of backscatter variability, a strong degree of dispersion (in terms of backscatter values and basic statistics) exists for heterogeneous sediment classes causing the reduction of the information content (by class amalgamation), and the subsequent generalisation of the depiction of
the seafloor’s spatial structure, achievable by thematic classification using geologically-conceived classification schemes (here referring to Folk, 1954 and from there originated, EUNIS classification). Here, a clear trade-off between backscatter discrimination potential (dictated by frequency) and sediment classification scheme, and thematic accuracy and resolution, was identified, shedding novel insights into the future research objectives and steps that have to be taken in order to improve this current limitation (see Montereale Gavazzi 2019, Ch. 6). In the absence of a multi-parametric ground-truth sample description (first step in the classification process, see Fig. 2.14 in Montereale Gavazzi 2019), statistically relevant geomorphometric variables were found to significantly improve the statistical and spatial accuracy of the modelled sediment classes. Comparing unsupervised (partitive clustering classification) and supervised tree-based machine learning classification, it was found that the latter supersedes the former in all aspects when considering the “goodness of mapping”; i.e. thematic accuracy, spatial uncertainty, relevance of the contributing variables and validity of the geo-sedimentological patterns depicted in the final product. Lastly, clear trade-offs between number of sediment classes and scheme and thematic accuracy were detected, providing important considerations that can be of interest to seafloor mappers farther afield.

**Observation and quantification of environmental variability**

Methodologies were set up to observe and quantify environmental factors of variability and how their short-term (referring to half-diel, tidal variations) cyclicity would affect the interpretation of single and repeated backscatter surveys. This highly experimental research, published in Montereale Gavazzi et al. (2019), endeavoured studying, observing and quantifying seafloor MBES backscatter variability for different seafloor areas that is due to short-term environmental cyclicity (i.e. tidal cycles). This research was intended to identify the sources and magnitudes of variability and therefore to provide surveyors and end-users with an improved understanding of how data, recorded in situ, be affected by such factors and subsequently, how to identify and deal with unwanted (external, to be filtered out) and/or intrinsic (characteristic of a given seafloor setting) sources of variability. Furthermore, the research provides important insights on how to set-up such experiments, highly relevant to the utilisation of seafloor MBES backscatter in the operational environment, where environmental monitoring is ultimately targeted. Understanding how the environment influences the measurements against the resolution needed to detect true seafloor changes, is a critical first step towards the implementation of monitoring strategies that use such a technology. Montereale Gavazzi et al. (2019) details an experimental set-up needed to quantify sources of environmental variability, providing a solid basis to conduct future experiments within predominantly muddy, sandy and gravelly seafloors. Similarly to the previous research aspect, this paper demonstrated how standardising operational procedures, in terms of acquisition and processing, allows comparability, and therefore a better exploitation of repeated measurements, particularly in view of absolute system’s calibration. The analyses concluded that different seafloor and hydrodynamic settings vary considerably differently, and the backscatter measurements therein logged accordingly. The sources of variability identified refer to: polarization of sub-beam topographic roughness, hydrological conditions of the water medium (i.e. presence of suspended particulate matter and of salinity and temperature gradients) and seafloor mobility (i.e. near-bed sediment transport, processes of cyclical erosion/deposition). With regard to bypassing and/or correcting for the identified variability, methodologies have been implemented that allow the quantification of Transmission Losses (2TL), necessary to reduce the backscatter values to estimates
that reflect the seafloor as oppositely to other processes (i.e. processes that need to be excluded when applying Acoustic Seafloor Classification and/or Change Detection). In Montereale Gavazzi et al. (2019) the implications of short-term variability on the use of MBES-measured BS for longer-term monitoring are identified and discussed, as well as whether such variability can hinder the detection of real seafloor changes by the backscatter measurement proxy-approach. The most prominent implications are; tidal periodicity and seasonality calling for careful consideration, especially in shallow areas with soft-material sediments and high sedimentary dynamics. Indeed, successive surveys of the same area may provide different information at various time scales (from day to year). In this regard, it is important that the tidal dependence (i.e. the oceanographic environment must be characterised in complement to the geophysical surveys) is analysed per MBES-BS time series. In a change detection framework using backscatter only and based on small Regions of Interest, spotting outliers (i.e. abrupt changes in sediment response) will be relatively straightforward in the clear water and stationary areas since the magnitude of the short-term variance remains within the envelope of sensor sensitivity as declared by the manufacturer (1 dB). On the contrary, the intrinsic “noisiness” (i.e. periodical variability) of the nearshore areas results in a potentially masking/blurring effect of changes in seabed type, introducing uncertainties due to the status of the water column (i.e. turbidity) or to the “mobility” of the water-sediment interface. Due to this, within such areas, the stability threshold must be defined contextually in accordance to the governing sedimentary environment, and a transition in seafloor status can only be detected from a trend analysis on a sufficient number of repetitive surveys. Direction and consistency of the trend, regardless of the noise envelope, can be a valuable proxy of change bypassing conflicting results from surveys acquired at different tidal and/or seasonal moments. The experiments demonstrated the sensitivity of seafloor backscatter to subtle seafloor changes that may be of interest in other applications, for example in monitoring sludge dispersal in respect to dredging and disposal sites, fish-farms and installation of anthropogenic infrastructures.

**Acoustic Change Detection**

Key research findings on acoustic change detection relate to the demonstration that stable and repeatable backscatter serial datasets, acquired within low-dynamic seafloor environments, allow an effective change detection. Where a paucity of samples exists for the entire MBES time-series dataset, but sufficient data are available for one single dataset, and where rigorous data acquisition and processing standards have been employed, the supervised and accurate information identified in one survey, can be confidently extended to the remainder of the time-series, allowing its full exploitation. The change detection methods applied showed that different change patterns of interest can be observed and quantified. Pre-classification allowed studying trends within well-defined portions of the seafloor (similarly to Montereale Gavazzi et al., 2019), whereas post-classification proved very useful to understand the broader picture: i.e. that of the entire study area. Post-classification is particularly recommended where issues of data rectification arise, by allowing the relative comparison of disparate datasets (e.g. the geographic delineations between 100 and 300 kHz datasets). Furthermore, this approach allows capturing important signals of change such as gross and net gains and losses, persistence and ratios to loss/gain of specific seafloor classes of interest.

4.1.3. **Bed shear stress measurements**

The different methods to derive the bed shear stress from current velocity measurements have been presented in §3.3.1. Not all the methods gave similar results when applied to our data sets.
Current profile method
This method is not very robust, as the outcome is very sensitive to the number of velocity points that are included to calculate the logarithmic profile. Drake et al. (1992) used the logarithmic profile to calculate the bottom shear stress using only measurements at three levels above the bottom, we found that taking more data point decreases the confidence intervals and changes the calculated bottom shear stress by a factor 2 to 3. Furthermore, it was noted that the actual profiles may differ significantly from the averaged profiles (Gross et al. 1992). One of the reasons for this was that the current profile was disturbed by the measuring frame itself. Only 6% of the data had a coefficient of determination \( R^2 > 0.95 \), while Drake et al. (1992) suggested to take only profiles with a \( R^2 > 0.997 \). Our results also indicate that velocity in the lowest bin, closest to the seabed, includes a lot of noise, possibly due to variations in bed level or to bed-load transport, which influences the bottom shear stress calculation. The values of the bottom stress obtained from this method are rather large, this could be due to effects of stable stratification associated with the occurrence of high SPMC (Kim et al., 2000; Fugate & Chant, 2005).

High frequency velocity methods
As explained in § 3.3.1, the data analysis starts with removing the bad or suspicious bursts and with the removal of spikes from the data. In practice, only less than 1% of the data have been removed. During analysis of the ADV data we found that the burst length of the samples has to be long enough. During our first deployments a burst length of 400 samples was used, which was too short and the results were not reliable. Later the burst length was increased to include minimum 7500 samples, these data have been used in the analysis.

Eddy Correlation Method
Although the eddy correlation method is easy to apply, waves influence the results when the ADV is not perfectly horizontal. Two methods for rotation of the data have been applied. The rotation was calculated for the data within each tide and for the data within four successive tides. The rotation angles during each tide could change considerably and the obtained rotation angles were unrealistically high (up to 20°). Furthermore, the calculated Reynolds-stresses before and after rotation (calculated over four tidal cycles) did not decrease during periods with high waves. This is an indication that the method, applied to our data, does not give good results. Similar problems have been mentioned in literature and it is suggested that better estimates of the Reynolds stresses can be obtained when two ADV sensors positioned close to each other are used (Trowbridge 1998; Trowbridge & Elgar 2001).

Inertial dissipation method
The power density spectrum was calculated, using the de-spiked data and after detrending of the data, with 4096 points (i.e. for 2048 frequencies) and with overlap. The main disadvantage of the model is that it needs the height above the bottom, which is variable. Furthermore, the technique to remove wave influence is not very reliable.

Turbulent kinetic energy method
The method provides data of the maximal bottom shear stress during a wave cycle, and the mean bottom shear stress averaged over a wave cycle. Both results compare well with the model results.
Analysis of the bottom stress measurements

The bottom shear stress calculated with the different methods do not correlate very well with each other. For example, the bottom stresses derived from the current profile and the inertial dissipation method are significantly higher than those calculated from the Reynolds stresses or the turbulent kinetic energy. The influence of the waves on the bottom stress using the Reynolds stresses is obvious and is mainly due to a misalignment of the ADV. The Pearson’s correlation factor $R$ between the bottom shear stress, calculated with the different methods varies between -0.2 and 0.8. The uncertainty in these results is therefore very high. During periods with higher waves, the correlation between the different results decreases further. It is clear that the different methods give quite different results. Given the difficulties with the bottom shear stress derived from the logarithmic profile and the Reynolds stresses, we expect that these estimates are less reliable. Also, the high values of the bottom shear stress obtained with the inertial dissipation method makes this method less reliable. Our results suggest that the best results are obtained using the turbulent kinetic energy method.

Correlation with modelling results

To validate the measurements and the assumption that the turbulent kinetic energy method is the most appropriate one, we have compared the bottom shear stress derived from measurements with the one obtained in the numerical model results.

The correlation coefficient between the modelled currents and the ADP measurements vary between 0.76 and 0.80 and between the modelled and measured waves results is higher than 0.83. When comparing the modelled and measured bottom shear stress, best correlations are obtained with the measurements derived from the turbulent kinetic energy method, if the burst is long enough to obtain a reliable estimate of the power density spectrum. The overall correlation using all available data is 0.72, with a mean bias of 0.09 Pa and a RMSE of 1.14 Pa. In 88% of the available in situ data, the correlation is higher than 0.50. Remark that in the model a bottom roughness of 0.01 m has been used, this value of the bottom roughness is a tuning parameter to fit the model data to the measurements. Nevertheless, a bottom roughness of 0.01 m is a realistic value. Analysis of the model results further revealed that calculating the bottom roughness using the different models found in literature (see §3.3.1), resulted in a too high value that did not improve the model results, but allowed the bottom roughness to vary in time due to prevailing currents and waves.

4.2 Uncertainty in modelling the indicators

4.2.1. SPM concentration and floc behaviour

The prediction of correct SPM concentrations is highly depending on the closure to compute the bed shear stress, i.e. the friction law used. Uncertainties on the bed shear stress (see §4.2.2) are thus transferred to uncertainties in SPM. A second important source of uncertainty is the determination of the bottom reference concentration. This is obtained from the empirical, and thus highly uncertain, bedload transport model for non-cohesive sediments. For cohesive sediments, one assumes that no bedload is needed, which is a misconception and ignores the formation of fluid mud in the inner boundary layer.

Furthermore, the vertical mass balance requires accurate prediction of the turbulent flux and the gravitational or settling flux. The latter depends on the settling velocity. The new flocculation modelling approach based on multi-class population balance equations increases the accuracy of
instantaneous sediment fluxes significantly since it allows to account for spatio-temporal variations of the settling velocity and of the distribution of the sediments over multiple size fractions (floc populations). The turbulent flux requires a good turbulence model. However, it is well known that turbulence modelling remains the most challenging problem in computational fluid mechanics. In particular, for the present application, the important interactions between turbulence and suspended particles in the bedload layer require adapted boundary conditions for turbulence. Despite progress made, no generally applicable methodology could be finalized.

4.2.2. Physical based modelling of bed shear stress
The bed shear stress is an important bottom boundary condition that is computed from its relation to the flow field through a friction law. The major uncertainties are due to the very restricted validity of currently used friction laws:

- Defined for steady conditions only,
- Not properly taking into account energy dissipation by suspended sediments,
- Usually neglecting the spatio-temporal variations in bed forms,

An additional uncertainty follows from the numerical implementation which faces the introduction of errors from the linear interpolation functions that should approximate the non-linear profiles of the different variables.

4.3. Discussion, recommendations and conclusions

4.3.1. Relevance of indicators for ecosystem monitoring

*SPM concentration and turbidity*
Turbidity or SPMC are among the listed parameters to be monitored to quantify hydrographic conditions (descriptor 7), however no indicators or thresholds are yet designed. Any change in coastal management (dredged sediment disposal sites, sand mining, port developments, bottom trawling…) is expected to produce a change in the turbidity/SPMC, at the scale of the pressure and the surroundings. This research demonstrated that the actual monitoring strategies or protocols are adapted for tracking these changes statistically, as far as they are larger than the uncertainty range, i.e. 25%, and certainly lower if analysing trends.

*Bottom shear stress*
Bottom shear stress is a proxy of the energetic conditions a seabed or habitat is subdued to, hence relates to descriptor 7, i.e. hydrographic conditions (Belgian State, 2012). It links seafloor processes to the suspension capacity of the water column. Above certain critical thresholds a location may either be buried under depositing sediments when the average energetic conditions reduce, or washed away by erosion when the average energetic conditions increase.

*Seabed/Habitat*
Seabed/habitat type contributes to indicators on seafloor integrity (descriptor 6), see Belgian State (2012). This research showed that spatially-explicit monitoring using multibeam technology is possible when using standardized protocols for surveying, data acquisition and processing enabling the detection of changes and trends with a reasonable degree of certainty (Montereale Gavazzi et al. 2018; Montereale Gavazzi 2019). If extended regionally, and combined with other measurements and numerical models (e.g., sediment fluxes), results can provide evidence of larger phenomena of interest.
4.3.2. Recommendation and conclusions

SPM concentration and turbidity

Our study confirms that the relation between turbidity and sample SPMC is depending on protocols, technology and the manufacturer, and even may differ between sensors of the same type (e.g. Downing 2006; Rai & Kumar 2015; Rymszewicz et al. 2017). The relation between the output of an acoustical sensor and SPMC is even more variable. In spite of these uncertainties, turbidity is still often used as a proxy for water clarity or SPMC as is the dB of acoustical sensors. We advise to not use turbidity (or dB) for scientific purposes as it diminishes the comparability of the data. Instead, the sensor output should be transformed into a mass concentration, a unit that is comparable in time and between regions. If this is not possible, then the turbidity data should always be referred to the instrument used and the protocol applied. The problem aggravates when turbidity data that have been collected using different technologies and protocols over long periods of time and regional scales are stored in international data bases (e.g. turbidity in EMODnet, see http://www.emodnet.eu), and used to derive conclusive trends of the environmental status of marine and estuarine areas (Fettweis et al. 2019).

Monitoring in situ high frequency turbidity and SPMC is no longer an issue, considering that common guidance and protocols are applied to restrict their measurement uncertainties. However, in situ measurements from coastal observatories are still confined to local measurements and must not be considered alone but within a multi-source monitoring program. Hence local high frequency observations must be interpreted together with remote sensing ocean colour data, which provide daily synoptic surface turbidity/SPMC measurements, and numerical sediment transport model results, to assess the spatial extent of the pressure. The main challenge is now to evaluate model results uncertainty and improve the formulation of natural processes, together with the effects of pressures in the models.

Bottom shear stress measurements

Although different methods exist to derive estimates for the bottom shear stress from measurements, the application of these methods is not straightforward. Although promising results are found in literature (e.g. Lecouturier 2000; Allen et al. 2016), our results were not satisfactory. Low correlations were found between the bottom shear stress estimates using the different methods. Some possible reasons have been identified, but a careful analysis of the data did not improve the results. One of the main problems is that the modelling of the bottom shear stress as was done here is to pragmatic and lacks physical basis as is explained in § 4.2.2. Nevertheless, the bottom shear stress estimates using turbulent kinetic energy method are the most reliable ones. Given the relatively good correlation between modelled and TKE-based derivatives of bottom shear stress, we still find it appropriate to use bottom shear stress as an indicator supporting the MSFD descriptor hydrographic conditions.

Seabed/Habitat type

Following the procedures outlined in Montereale Gavazzi et al. (2018) and Montereale Gavazzi (2019), the indicators on seabed/habitat type can be mapped and monitored with a reasonable degree of certainty. Changes imposed by environmental cyclicity (tides and seasonality) can be accounted for following Montereale Gavazzi et al. (2019). To seamlessly map data from different surveys and different platforms, quality control and relative calibration of the acoustic data can be performed of which the procedure is outlined in Roche et al. (2018). To improve the detection of
small-scale, though relevant ecosystem changes, centimetre-accurate depth measurements are recommended. Further research is needed on the optimal resolution of the classification and on most appropriate classification schemes addressing changes in seafloor integrity in higher detail. This requires multi-parameter ground truthing and increased sample size. Fostering multi-partner and regional cooperation is recommended to increase on the scale and frequency of the mapping. Mapping data, combined with other datasets, and results from ecosystem modelling, including data and modelling uncertainties, ideally combine into a multi-criteria assessment framework to understand cause- and effect relationships and propose appropriate measures preventing adverse biodiversity effects.

Some inherent limitations still exist when using multibeam-derived data products in MSFD/EIA reporting. These were listed in Belgium’s 2018 MSFD assessment (Van Lancker et al., 2018), and were further elaborated in Montereale Gavazzi (2019). They relate to: (1) Complex sediment-acoustic relationships resulting in no uniform acoustic response per main seabed/habitat type. Variability is imposed by topographic roughness (including bioturbation), shell inclusions, various degrees of sediment porosity or compaction, dynamics of the water-sediment interface. Variability in heterogeneous seabeds, and gravel beds in particular, are difficult to detect because of other acoustic scattering regimes. (2) Data represent the top veneer of the seabed, making the data subject to temporal variability imposed by hydro-meteorological forcing. It also implies that smothering or siltation without significant surface expression cannot be detected. (3) Accuracy and/or error on the measurements only allows detection of changes of a higher order of magnitude. (4) State of the transducer varies over time and need accounting for. (5) Multibeam-derived data products alone do not allow distinguishing between naturally- versus human-induced changes.
5. DISSEMINATION AND VALORISATION

5.1. Organization of workshops

Final workshop of project “Developments of methods to improve the monitoring of MSFD indicators 6 and 7 (INDI67)”, Brussels (Belgium), 19 June 2019.


SEACoP meeting on establishing a Community of Practice in 4D Seabed Mapping in Belgium, 23 June 2017, Brussels (Belgium).

Special session at ECSA 56 on ‘Measuring bio-geophysical processes in dynamic and complex environments’, Bremen (Germany), 4-7 September 2016.

Workshop on “Best practice in generating long-term and large-scale data sets of SPM concentration”, Brussels (Belgium), 24-25 February 2016.

13th International Conference on Cohesive Sediment Processes (INTERCOH), Leuven (Belgium), 7-11 September 2015.

5.2. Participation at scientific and policy related meetings or conferences

The results obtained during the project have been presented at international and national scientific and policy-oriented workshops, meetings and conferences, a list of presentation can be found in Annex 1.

5.3. Support to decision making and applications

Results of the combined transect- and subregion-based monitoring, as reported under the theme Seabed/Habitat type, were further worked-out in the context of assessing seabed changes along the Belgian part of the North Sea. This forms part of Belgium’s assessment of good environmental status of marine waters, as demanded by the European Marine Strategy Framework Directive (Van Lancker et al. 2018).

Seabed mapping results were also used in the framework of establishing baselines for future fisheries management (e.g. De Mesel et al. 2017). Additionally, based on recent seabed mapping results, the Habitat Directive area on the Vlakte van de Raan was redesigned and was incorporated in the revision of the Marine Spatial Plan. The SEACoP initiative on establishing a community of practice on seabed mapping is further elaborated by FPS Economy and Flanders Hydrography.
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6.1. Peer reviewed publications


6.2. Other publications

6.4.1. Theses


6.4.2. Proceedings and other publications
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