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Abstract
Multistabilities in the ocean–atmosphere flow were found in a reduced-order
ocean–atmosphere coupled model, by solving the nonlinear temperature
equations numerically. In this article, we explain how the full nonlinear
Stefan–Bolzmann law was implemented numerically and the resulting change
to the system dynamics was compared with the original model where these
terms were linearised. Multiple stable solutions were found that display distinct
ocean–atmosphere flows, as well as different Lyapunov stability properties. In
addition, distinct low-frequency variability (LFV) behaviour was observed in
multiple attractors. We investigated the impact on these solutions of changing
the magnitude of the ocean–atmospheric coupling, as well as the atmospheric
emissivity, to simulate an increasing greenhouse effect. Where multistabilities
exist for fixed parameters, the possibility for tipping between solutions was inves-
tigated, but tipping did not occur in this version of the model where there is a
constant solar forcing. This study was undertaken using a reduced-order coupled
quasigeostrophic ocean–atmosphere model.
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1 INTRODUCTION

Due to nonlinear processes in the climate system, a global
temperature increase could lead to tipping points, caus-
ing rapid or irreversible changes to the climate (Lenton
et al., 2008). In the North Atlantic, the jet stream has
been identified as a potential tipping element (Steffen

et al., 2018; Armstrong McKay et al., 2022), potentially
causing long-term climate patterns to be fundamentally
altered. Low-frequency variability (LFV) describes climate
processes that vary slowly on interannual to multidecadal
timescales. An example of LFV is the North Atlantic
Oscillation (NAO), which is the sea-surface pressure differ-
ence between the subtropical and subpolar gyres. Accurate
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modelling of LFV could also help extend the typical
two-week weather forecast horizon, which is caused by the
sensitivity to initial conditions, in the midlatitudes.

Potential mechanisms for LFV in the midlatitudes
include coupling of the ocean with the atmosphere, where
temperature, wind stresses, and moisture are transferred
from one to another (Holton, 2004). This coupling has
been observed in data (Czaja and Marshall, 2001; Wu and
Liu, 2005; Årthun et al., 2021). Studies have attempted
to reproduce this LFV using models of varying com-
plexity. In this article we focus on modelling LFV using
reduced-order dynamical models, and the impacts of lin-
earisations on these dynamics. These models purposely
sacrifice the required complexity to model the real cli-
mate accurately, and instead focus on the minimum set
of conditions necessary to generate a qualitatively similar
variability.

Simplifying atmospheric models began with (Lorenz,
1963) and (Veronis, 1963) with reduction of the quasi-
geostrophic equations using a harsh spectral truncation
and removal of small-scale processes. These simplified
the governing equations to allow for multiple solutions
to be found explicitly. (Charney and DeVore, 1979) devel-
oped a land–atmosphere model, using a two-layer quasi-
geostrophic atmosphere (adapting the one-layer model of
Egger (1978)), with a simple topography. The forcing of
the zonal flow over topography led to multiple stable equi-
libria or distinct atmospheric flows, and they believed it
was small-scale perturbations or baroclinic instability that
caused transitions between solutions.

This claim was analysed by Charney and Straus (1980),
who found that the transitions were caused by baroclinic
instability instead of zonal flow perturbations when using
a baroclinic model. Reinhold and Pierrehumbert (1982)
increased the zonal resolution of this model to represent
the synoptic-scale baroclinic instability better. They found
that the atmospheric flow oscillated between two regimes,
but these were not in the region of the equilibria. They
conclude that understanding the overall variability in the
climate system requires understanding the behaviour of
these “regime equilibria”. Further work has been under-
taken to understand further the multiple regimes present
in these systems, to investigate bifurcations (Legras and
Ghil, 1985), and to show that these multiple attractors are
resilient to the presence of noise (Itoh and Kimoto, 1996).

Studies have investigated the role of the ocean dynam-
ics on LFV in the ocean (Chen and Dewar, 1993). Weng and
Neelin (1998); Cessi (2000) implemented coupled versions
of similar ocean models where the zonal wind was in turn
impacted by ocean temperature gradients. Such studies
found that the wind forcing was capable of generating LFV
from the baroclinic exchange between gyres, as well as
interdecadal modes. LFV was also found in more complex

ocean models (Dewar, 2001; Nauw and Dijkstra, 2001;
Spydell and Cessi, 2003; Pierini, 2011). These studies
included a greater number of quasigeostrophic layers in
the ocean models, and found that the intrinsic variabil-
ity in the solutions comes from gyre modes. Together,
these studies showed that intrinsic ocean modes could be
sources of LFV in the coupled ocean–atmosphere system,
through time separation in heat transfers or ocean gyres
generated by wind stresses.

Models using more complex atmospheres coupled to
the ocean were developed to study LFV further (Goodman
and Marshall, 1999; Ferreira et al., 2001). These stud-
ies used a linearised version of the two-layer model
introduced in (Charney and Straus, 1980) and a quasi-
geostrophic two-layer ocean, coupled through thermal and
stress forcings. They found analytically that such mod-
els contain coupled modes, which were broadly consistent
with the NAO, created and maintained by atmospheric
Rossby waves moving over sea temperature anomalies. van
der Avoird et al. (2002) showed that the coupling strength
in such models can dictate the presence and strength of
coupled modes and alters the behaviour of LFV. How-
ever, due to a discrepancy between the NAO variability
and the behaviour of the LFV in this model, they con-
cluded that the model was likely missing key dynamics
or that the coupled modes play no role in the observed
variability. Further work was undertaken to understand
the impact of the Atlantic gyre system (Kravtsov and
Robertson, 2002), the sensitivity to nonlinear dynamics
and interactions between the layers (Kravtsov et al., 2006),
and the impacts of ocean eddies on the variability
(Berloff et al., 2007).

Multiple attractors in the coupled ocean–atmosphere
system have been found in more complex models. Sar-
avanan and Mc Williams (1995) modelled the atmo-
sphere and ocean with the primitive equations and Boussi-
nesq equations, respectively, over a greatly simplified
land–ocean base. This model presented multiple coupled
attractors as well as coupled LFV. The authors studied
the impacts of increasing CO2 in the model by alter-
ing the longwave radiation leaving the greybody atmo-
sphere. They found that as CO2 was increased the solutions
seemed to collapse to a single attractor, due to the weak-
ened jet stream and ocean overturning.

Lorenz (1984) also developed a coupled ocean–
atmosphere model based on the primitive equations for
the atmosphere and a heat bath (slab) for the ocean. Using
a fully nonlinear energy-balance scheme, he was able to
show the presence of attractors at different mean temper-
atures. This model was then extended by Nese and Dut-
ton (1993) in order to incorporate quasigeostrophic trans-
port in the ocean. Hogg et al. (2006) (following from (Hogg
et al., 2003)) used an intermediate-complexity model to
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investigate the impact of ocean temperatures on LFV. They
found that the ocean heat flux modified the behaviour and
period of the existing LFV in the atmosphere, but was not
the cause of the variability.

These previous works have provided considerable
hints on the development of multiple solutions in atmo-
spheric and climate models, together with the possibility
of the emergence of LFV. These studies, however, have
shown limitations in terms of configuration flexibility and
modularity. To alleviate these limitations and provide a
framework to investigate the emergence of coupled LFV
modes, the Modular Arbitrary Order Ocean–Atmosphere
Model (MAOOAM: (De Cruz et al., 2016; Demaeyer
et al., 2020) was developed. To do this, the atmosphere
model of Charney and Straus (1980) was coupled with the
simplified ocean model of Pierini (2011), as described in
Vannitsem and De Cruz (2014). It was shown that the com-
bination of an energy-balance model and a wind-stress
ocean forcing was essential in the development of LFV
(Vannitsem et al., 2015). This model thus reduces the com-
plexity of previous atmosphere–ocean coupled models,
provides a flexible framework in which the domain size
and the number of retained modes can be easily modified,
and produces coupled LFV while retaining a good rep-
resentation of the large-scale ocean and dry atmosphere
dynamics.

A source of nonlinearity in this model comes from the
longwave radiation modelled using the Stefan–Boltzmann
law (𝜎BT4, where 𝜎B is the Stefan–Boltzmann constant).
In the MAOOAM model, the quartic radiation terms are
linearised to simplify the numerical integration. This lin-
earisation is justified, as the perturbations in temperature
are small relative to the average temperatures (De Cruz
et al., 2016). However, this linearisation removes the pos-
sibility of nonlinear interactions from the temperature
terms.

We will show that relaxing the linearisation leads to
multiple stable flow patterns in the atmosphere and ocean
for certain parameter values. These flow patterns are
qualitatively distinct and result in multiple average tem-
peratures for the same model parameters. The MAOOAM
model is well suited to studying this, due to its simplified
dynamics, while retaining nonlinear longwave radiation
terms for both the ocean and atmosphere layers. Section 2
describes the reduced-order model used in this study and
Section 2.3 describes the modifications made to remove
the requirement of linearising the temperature equations.
This section also gives a description of the model config-
urations used in this study. The results are split into three
sections, where we first look at the results from altering the
ocean–atmosphere coupling (Section 3.1), then the impact
of atmospheric emissivity (Section 3.2). We also look at the
impact of altering these two parameters on the stability
and predictability of the system. In Section 3.3 we present

the impact of model resolution on the previous results.
Section 4 summarises the main results and discusses the
general implications of these findings.

2 QGS MODEL

2.1 Model description

The quasigeostrophic spectral (qgs) model (Demaeyer
et al., 2020) is a framework of reduced-order mid-
latitude climate models with different model config-
urations available. In the present work, we use the
ocean–atmosphere model version where the atmospheric
flow is obtained from a two-layer quasigeostrophic flow
defined on a 𝛽 plane (Reinhold and Pierrehumbert, 1982).
Similarly, the ocean stream functions are modelled using
a quasigeostrophic shallow-water model with a rigid lid
(Pierini, 2011). The thermodynamic equations for the
atmosphere and ocean temperatures are derived using an
energy-balance scheme similar to the one proposed by Bar-
sugli and Battisti (1998). The coupled ocean–atmosphere
scheme used here was first introduced by (Vannitsem
et al., 2015). The atmospheric variables are coupled
through wind stress to the oceanic ones, driving the ocean
circulation, which transports heat in the ocean. The ocean
transfers heat with the atmosphere through radiative and
direct heat coupling, which in turn impacts the atmo-
spheric flow.

In this study we imposed a closed ocean basis (no-flux
boundary conditions on all boundaries) and a channel
atmosphere (no-flux boundary conditions on the north
and south boundaries and periodic boundary conditions at
the west and east). We describe how these boundary con-
ditions are implemented in Section 2.2. This version of the
model with a closed ocean basin coupled to an atmosphere
is called MAOOAM (De Cruz et al., 2016).

The governing partial differential equations (PDEs) for
the atmosphere barotropic 𝜓a and baroclinic 𝜃a stream
functions and ocean stream functions 𝜓o are given as
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where 𝜔 are the vertical velocities.
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The ocean and atmosphere temperatures are derived
from an energy-balance model:

𝛾a

(
𝜕Ta

𝜕t
+ J(𝜓a,Ta) − 𝜎𝜔

p
R

)

= −𝜆(Ta − To) + 𝜀𝜎BT4
o − 𝜀𝜎BT4

a + Ra, (4)

𝛾o

(
𝜕To

𝜕t
+ J(𝜓o,To)

)

= −𝜆(To − Ta) − 𝜎BT4
o + 𝜀𝜎BT4

a + Ro, (5)

where Ta and To are the atmosphere and ocean tempera-
tures, 𝛾a and 𝛾o are the heat capacities of the atmosphere
and ocean, 𝜎 is the static stability of the atmosphere
(assumed constant), 𝜎B is the Stefan–Boltzmann con-
stant, Ra and Ro are the incoming solar radiation absorbed
by the atmosphere and ocean, and 𝜀 is the atmospheric
emissivity.

To reduce the number of variables, the atmosphere
temperature variable Ta is related to the baroclinic stream
functions using the hydrostatic balance in pressure coor-
dinates and the ideal gas law, providing the relationship
Ta = 2f0𝜃a∕R.

2.2 Numerical solution
The differential equations are projected onto basis modes,
a procedure also known as a Galerkin expansion. The
basis modes are chosen to ensure that the boundary con-
ditions described in the previous section are satisfied. This
is done by stipulating that 𝜙i(x, y) = 0 for points (x, y) on
the boundary, 𝜕Fi(x, y)∕𝜕x = 0 for x on the boundary, and
Fi(x, y) = 0 for y on the boundary. In this study we use 10
basis modes for the atmosphere and eight for the ocean,
as in Vannitsem (2017). These are set on a domain of x ∈
[0, 2𝜋], y ∈ [0, 𝜋]. The atmosphere Fi and ocean 𝜙i modes
are given below:

F1 =
√

2 cos(y),
F2 = 2 cos(nx) sin(y),
F3 = 2 sin(nx) sin(y),
F4 =

√
2 cos(2y),

F5 = 2 cos(nx) sin(2y),
F6 = 2 sin(nx) sin(2y),
F7 = 2 cos(2nx) sin(y),
F8 = 2 sin(2nx) sin(y),
F9 = 2 cos(2nx) sin(2y),
F10 = 2 sin(2nx) sin(2y).

𝜙1 = 2 sin(nx∕2) sin(y),
𝜙2 = 2 sin(nx∕2) sin(2y),
𝜙3 = 2 sin(nx∕2) sin(3y),
𝜙4 = 2 sin(nx∕2) sin(4y),
𝜙5 = 2 sin(nx) sin(y),
𝜙6 = 2 sin(nx) sin(2y),
𝜙7 = 2 sin(nx) sin(3y),
𝜙8 = 2 sin(nx) sin(4y),

(6)
Three basis modes are of particular interest as they

have real world analogies.

• F1(x, y) =
√

2 cos(y) represents the solar insolation
imbalance between the north and south.

• 𝜙1(x, y) = 2 sin(x∕2) sin(y) represents average tempera-
ture fluctuations in the ocean.

• 𝜙2(x, y) = 2 sin(x∕2) sin(2y) is the double gyre, orien-
tated so the peak is to either the north or the south of
the trough. This loosely approximates the NAO, which
is defined by the difference in surface-pressure anoma-
lies between northern and southern locations (often the
Azores and Iceland: (Hurrell et al., 2003). The prevailing
clockwise winds around the Azores high and the coun-
terclockwise winds around the northern low pressure
can be broadly simulated by projecting the atmospheric
stream function anomalies on this mode, thus simulat-
ing the impact on the wind and heat transport caused
by the NAO.

The model variables are expanded using the basis
modes. In previous studies using such energy-balance
models, the temperature variables in the model are lin-
earised around an equilibrium temperature fixed in time:
T(t, x, y) = T0 + 𝛿T(t, x, y), to remove the quartic terms
𝜎BT4 (Vannitsem et al., 2015). This resulted in the temper-
atures being expressed as

Ta(t, x, y) = Ta,0 + 𝛿Ta(t, x, y) = Ta,0 +
10∑

i=1
𝛿Ta,i(t)Fi(x, y),

To(t, x, y) = To,0 + 𝛿To(t, x, y) = To,0 +
8∑

i=1
𝛿To,i(t)𝜙i(x, y).

(7)
The PDEs introduced in Equations 4 and 5 are then

projected onto these basis modes, using the inner product:

⟨f , g⟩ = n
2𝜋2∫

𝜋

0 ∫
2𝜋∕n

0
f (x, y)g(x, y) dx dy. (8)

This leads to 20 ordinary differential equations (ODEs)
for the atmospheric stream functions: 10 for the barotropic
and 10 for the baroclinic stream functions. In addition
there are 16 ODEs in the ocean, eight for the barotropic
stream functions and eight for the temperature anomaly.
This leads to a total of 36 ODEs describing the model.

2.3 Model modifications

This study focuses on the change in the system dynamics
from altering the way radiation terms in the temperature
equations of the MAOOAM model are solved numerically.
This requires the reference temperature Ta,0 and To,0 to
be time-varying quantities in the expansions shown in
Equation 7. Therefore, to allow the average temperature



HAMILTON et al. 3427

across the atmosphere and ocean to change dynamically
with time, we introduced two new basis modes, cor-
responding to constant spatial modes: F0(x, y) = 1 and
𝜙0(x, y) = 1. These modes were added to the list of basis
modes that were introduced in Section 2.2:

F0 = 1,
F1 =

√
2 cos(y),

F2 = 2 cos(nx) sin(y),
⋮

𝜙0 = 1,
𝜙1 = 2 sin(nx∕2) sin(y),
𝜙2 = 2 sin(nx∕2) sin(2y),

⋮
(9)

These additional basis modes now allow the expan-
sions, shown in Equation 7, to be given as To(t, x, y) =∑8

i=0To,i(t)𝜙(x, y), and similarly for the atmosphere.
Only the temperature equations are projected onto

these additional basis modes, as these are the vari-
ables linearised in the original MAOOAM model. This
means that we still have 10 ODEs for the atmospheric
barotropic stream functions and eight ODEs for the
oceanic barotropic stream functions. We obtain an addi-
tional ODE for the atmospheric baroclinic stream func-
tion (as this variable replaces the atmospheric temperature
variables) and for the ocean temperature. This increases
the total number of ODEs describing the system to 38.

We now introduce the two modified versions of the
model that are used in the current study.

Dynamic equilibria: this version of the model
includes the same linearisation as the linearised version of
the model, but the equilibrium temperature is dependent
on time: T(t, x, y) = T0(t) + 𝛿T(t, x, y). We will refer to this
version as DE.

Nonlinear T4: This version does not involve the lin-
earisation of the Stefan–Boltzmann law terms and the
equations are projected directly onto the basis modes. This
retains the quartic radiation terms. We will refer to this
version of the model as T4.

This results in three model versions:

• linear model (LM);
• dynamic equilibria (DE);
• nonlinear (T4).

More information about how these modifications were
made can be found in the model manual (Demaeyer
et al., 2022). See also the Supporting Information.

3 RESULTS

The results section is split into two main parts. First we
describe the system dynamics when the ocean atmosphere
coupling is altered and second we alter the atmospheric
emissivity. We focus on values of these parameters that

result in multiple distinct ocean–atmosphere flows, which
are described by distinct attractors. Multiple stationary
attractors, for given parameter values, provide the possi-
bility for model solutions to transition from one attrac-
tor to another, provided appropriate forcing is imposed.
Such transitions between attractors could represent tip-
ping points or abrupt changes or switching in flows. We are
particularly interested in flows that present LFV, generated
by the coupling between ocean and atmosphere variables,
due to the increased predictability of the system dynamics
that these solutions provide.

3.1 Ocean–atmosphere coupling

This section presents the results where the magnitude of
ocean–atmosphere coupling is varied for the three model
versions. Increasing the ocean–atmosphere coupling has
the effect of increasing the heat transfer between the ocean
and the atmosphere. This reduces the ocean temperature
(which has a higher equilibrium temperature than the
atmosphere) and increases the atmospheric temperature,
which has an impact on the baroclinic stream functions.
The ocean temperature anomalies cause uneven temper-
ature exchanges in the atmosphere that require the heat
energy to be transported by atmospheric winds. At the
same time, increasing the ocean–atmosphere coupling
increases the friction felt by the atmosphere from the sur-
face wind stresses with the ocean. In turn, this causes the
atmospheric wind to have a greater impact on the move-
ment of sea-temperature anomalies. Together, this reduces
the fast-moving timescales of the atmosphere through cou-
pling to the ocean, which has a slower timescale relative to
the atmosphere.

We alter the ocean–atmosphere coupling C by
altering the following parameters: the strength of the
ocean–atmosphere coupling d, the ocean–atmosphere
friction kd, the internal atmosphere friction k′d, and the
direct heat transfer between the ocean and atmosphere 𝜆

(Vannitsem, 2015). These parameters are controlled using
a single friction coefficient C, where the relationship
between C and the above parameters is given in Table 1.
In this study we focus on values of C that are deemed
to be within a realistic range (C ∈ [0.008 kg ⋅m−2 ⋅ s−1

,

0.02 kg ⋅m−2 ⋅ s−1]) for the real-world coupling of ocean
and atmosphere (Houghton, 1986; Nese and Dutton, 1993;
Vannitsem, 2017).

3.1.1 State-space probing

The effect of the ocean–atmosphere coupling on the
system dynamics was investigated by fixing the coupling
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T A B L E 1 MAOOAM model parameters used in this study.

Parameter Value Description (units)

𝛽 1.62 × 10−11 The meridional gradient of the Coriolis parameter at a given latitude (m−1 ⋅ s−1)

f0 1.032 × 104 Coriolis parameter (s−1)

kd gC∕Δp Atmosphere–surface friction (s−1)

k′d gC∕Δp Internal atmosphere friction (s−1)

r 1 × 10−7 Ocean bottom Rayleigh friction (s−1)

LR 1.9934 × 104 Reduced Rossby deformation radius

h 136.5 Depth of the ocean layer (m)

d C∕(𝜌oh) Coefficient of mechanical ocean–atmosphere coupling (s−1)

𝛾a 1 × 107 Specific heat capacity of the atmosphere (J ⋅m−2 ⋅ K)

𝛾o 5.46 × 108 Specific heat capacity of the ocean (J ⋅m−2 ⋅ K−1)

𝜎 0.2 Static stability of the atmosphere

𝜆 1004C Sensible and turbulent heat exchange between ocean and atmosphere (W ⋅m−2 ⋅ K−1)

R 287.058 Gas constant in dry air (J ⋅ kg−1 ⋅ K−1)

𝜎B 5.67 × 10−8 Stefan–Boltzmann constant (J ⋅m−2 ⋅ s−1 ⋅ K−4)

Note: Here C is a variable that we alter to investigate the impact of the ocean–atmosphere coupling. As in Charney and Straus (1980), we assume k′ = kd, and as
in Vannitsem et al. (2015) that gravity g = 10 m ⋅ s−2.

value C and running many trajectories with random ini-
tial conditions. Once these trajectories had appeared to
settle onto an attractor, the initial transient section of the
trajectories was discarded and we continued to run the tra-
jectories for long run times (1 × 107 model days). This was
done to ensure that the attractors remain attracting and
trajectories remain on the attractor. For these experiments,
the atmosphere emissivity was set to 𝜀 = 0.7 as the model
default (De Cruz et al., 2016). This process was repeated for
different values of C.

The average temperatures of the ocean and atmosphere
were calculated by projecting the trajectories that were
embedded within an attractor onto the basis modes to
obtain the temperature profiles for each time step. We then
took the average across the spatial domain to obtain a sin-
gle average temperature for each time step. Finally we took
the average across time to obtain a single temperature,
which represents the average temperature associated with
a given attractor. This process is shown for the temperature
of the ocean, with a similar process taken to calculate the
average atmospheric temperatures:

⟨To(t)⟩space, time =
1

n𝜏nxny

n
𝜏∑

𝜏=0

nx∑

i=0

ny∑

𝑗=0

no∑

k=0
To,k(t𝜏)𝜙k(xi, y𝑗),

where no are the number of ocean modes, nx and ny are
the number of spatial grid points being averaged across,
and n𝜏 is the number of time steps in the numerical
solution.

3.1.2 Multistabilities in temperature–C

The average spatial and temporal temperatures are
presented on a temperature–C diagram. These diagrams
are not bifurcation diagrams, as we only have informa-
tion about the attracting branches that we could find using
the method described. The resulting diagrams for the aver-
age atmosphere and ocean temperatures, where the value
of the ocean–atmosphere coupling is altered, are shown
in Figure 1. In this figure, the branches are colour-coded
depending on the qualitative behaviour of the attractor.
The figures show there are two intervals of C where
there are multistabilities in the temperature. These inter-
vals are approximately C ∈ [0.008 kg ⋅m−2 ⋅ s−1

, 0.009 kg ⋅
m−2 ⋅ s−1] and C ∈ [0.012 kg ⋅m−2 ⋅ s−1

, 0.0127 kg ⋅m−2 ⋅
s−1]. The diagrams also show that a single attracting
branch exists that bridges the two intervals (shown in blue
(and as dots)). We plot the results of the dynamic equilibria
(DE) and nonlinear (T4) model runs on the same plot.

We found two differences between the T4 and DE runs.
The first is that the difference in average temperatures
between the attracting branches in the DE runs is smaller
than in the T4 runs. The small temperature differences
between the attractors in the DE runs occurs due to the
zeroth-order temperature equations that control the equi-
librium temperature (Ta,0, To,0)having only one real stable
solution. This means that the difference in average tem-
peratures in the stationary dynamics is caused by only
higher-order terms. In the T4 model, there are additional
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F I G U R E 1 Temperature–C diagrams for the averaged atmosphere (left) and ocean (right) temperatures for the DE model (small
symbols) and the T4 mode (large symbols) of the attractors. The branches were colour-coded by investigating the behaviour of each attractor
qualitatively. The attractors are projected onto the planes (𝜓o,1,To,1) (left) and (𝜓o,2,To,2) (right), to display how the behaviour differs between
the three attractors. The projection of the orange (x) attractor is shown for C = 0.009 kg ⋅m−2 ⋅ s−1 and the other two projections (blue (dots)
and pink (+)) of the attractors are shown for C = 0.0125 kg ⋅m−2 ⋅ s−1. [Colour figure can be viewed at wileyonlinelibrary.com]

T A B L E 2 Modified longwave radiation terms of the tensor vi,𝑗,k,l,m = ⟨Fi, 𝜙𝑗
, 𝜙k, 𝜙l, 𝜙m⟩.

Full term Zeroth-order term

DE model T4
o,0 + 4T3

o,0
∑no

m=1vi,0,0,0,mTo,m T4
o,0

T4 model
∑no

𝑗,k,l,m=0vi,𝑗,k,l,mTo,𝑗To,kTo,lTo,m T4
o,0 +

∑no
𝑗,k,l,m=1v0,𝑗,k,l,mTo,𝑗To,kTo,lTo,m

terms in the zeroth-order temperature equations that
result in larger differences between the zeroth-order tem-
peratures. This difference in the equations occurs in the
nonlinear longwave radiation terms. These terms of the
tensor are shown in Table 2 where we introduce the
modified longwave radiation terms of the tensor vi,𝑗,k,l,m =
⟨Fi, 𝜙𝑗, 𝜙k, 𝜙l, 𝜙m⟩.

The second difference between the model runs is
that the T4 runs show a wider region of multistability
in the interval C ∈ [0.012 kg ⋅m−2 ⋅ s−1

, 0.0127 kg ⋅m−2 ⋅
s−1]. This is again assumed to be a result of higher-order
terms interacting in the T4 model equations, when com-
pared with the DE runs, where the linearisation removes
the higher-order terms.

To investigate the properties of the attractors in regions
of multiple stability, the attractors were projected onto the
ocean variables (𝜓o,1,To,1) and (𝜓o,2,To,2) to visualise the
behaviour. Looking at these projections, we can see that
there are three qualitatively distinct attractor behaviours,
which correspond to three distinct flow behaviours in the
ocean. We project all three attractors onto the same figure
for comparison (Figure 1), with the orange (shoen as x)
attractor shown for C = 0.009 kg ⋅m−2 ⋅ s−1 and the other

two attractors for C = 0.0125 kg ⋅m−2 ⋅ s−1. In the interval
C ∈ [0.008 kg ⋅m−2 ⋅ s−1

, 0.009 kg ⋅m−2 ⋅ s−1], two attrac-
tors exist, where the attractor shown in orange displays
LFV with respect to the variables (𝜓o,1,To,1). The orange
attractor becomes unstable when C > 0.009 kg ⋅m−2 ⋅ s−1.
This multistability has not been found in other studies
using the linear MAOOAM model. The LFV in the first
ocean modes suggests that the variability in the ocean tem-
perature and stream functions is impacted prominently by
the single gyre oscillation in this case.

The pink (shown as +) attractor, which becomes
attracting for values C > 0.012 kg ⋅m−2 ⋅ s−1, presents LFV
over the variables (𝜓o,2,To,2), signifying that the dynam-
ics of the flow is impacted by the double gyre dynamics.
The other attractor (blue, or as dots) present does not show
LFV with any of the modes and this signifies that flows
associated with this attractor do not present the same LFV
or the same ocean dynamics as the other two attractors.
The blue attractor disappears for values C > 0.01275 kg ⋅
m−2 ⋅ s−1. This second bifurcation was found in Vannit-
sem (2017) using the linear version of the model, however
the region of multistability in this interval was not found
using the linear model. We have conducted long model
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F I G U R E 2 The distinct attractors for the T4 runs are projected onto (𝜓a,1, 𝜓o,1,To,1) (left) and (𝜓a,1, 𝜓o,2,To,2) (right), to present the
level of ocean–atmosphere coupling. The orange attractor is shown for C = 0.009 kg ⋅m−2 ⋅ s−1 and the other two attractors are shown for
C = 0.0125 kg ⋅m−2 ⋅ s−1. Here we only present the T4 runs, as the dynamics over these three variables are identical between the T4 and DE
model runs. [Colour figure can be viewed at wileyonlinelibrary.com]

runs to ensure the stability of both attractors in this inter-
val and found that both attractors remain stable for at least
3 × 107 model days. This region of multistability was found
in both the T4 and DE model runs, however it was found
that the region of multistability is extended in the T4 model
compared with the DE model.

Following the analysis of (Vannitsem et al., 2015), we
project the attractors onto the variables (𝜓a,1, 𝜓o,1,To,1)
and (𝜓a,1, 𝜓o,2,To,2) to visualise the degree of
ocean–atmosphere coupling in the attractors. In Figure 2
we show all three attractors, for the same values of C as
before. In each image there is one attractor that devel-
ops around an unstable orbit that varies across all three
variables over a decadal timescale. The image displaying
(𝜓a,1, 𝜓o,2,To,2) shows that the attractor coloured in pink
presents the same oscillating behaviour over the three
variables as the attractor found in Vannitsem (2017). In
addition, we also recover the attractor found by Vannit-
sem that does not present LFV (blue, or dots). The novel
result here is that we have found an additional attractor
(orange, or x), for lower values of C, that also displays LFV
in the coupled ocean–atmosphere system, but across the
ocean–atmosphere modes (𝜓a,1, 𝜓o,1,To,1).

To visualise the resulting flow in the ocean, given the
attractor behaviour, we have created videos showing the
ocean stream function and temperature profiles, given
the location in the projected 2D state space, which can
be found in the Supporting Information. The videos are
named based on the colour coding used in the above plots.
The attractor coloured in blue (dots) shows a persistent

positive value for the To,2 variable, leading to a persistent
double gyre temperature anomaly in the ocean tempera-
ture. In addition no clear LFV is present in the videos.
The pink (+) attractor shows oscillating behaviour over the
variables To,2 and 𝜓o,2 with timescales of approximately 70
model years, leading to transitions between a double and
quadruple gyre temperature anomaly in the ocean. Simi-
larly, a clear oscillation is seen in the ocean stream function
where the most prominent variables oscillate between 𝜓o,2
and 𝜓o,6 over the same time period. Lastly, in the case of
the orange (x) attractor, no clear double gyre appears in
the ocean temperature profile, and the LFV instead man-
ifests in the first ocean mode 𝜙o,1. This leads to LFV with
a timescale of 80–100 model years over the temperature
variables To,1, To,5, and To,7.

3.1.3 Lyapunov stability–C

To analyse the stability properties of the attractors that
were found, we calculated their Lyapunov properties,
focusing on values of C identified in the previous section
where multiple attractors exist. For more details on calcu-
lating Lyapunov properties in coupled ocean–atmosphere
models, see Vannitsem and Lucarini (2016); Vannitsem
(2017); Vannitsem et al. (2019); Vannitsem and Duan
(2020).

We present the largest Lyapunov exponents (LLE) in
Figure 3a, as a function of C, where again there is a mul-
tistability present in the two intervals identified. We have
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F I G U R E 3 The largest Lyapunov exponents (LLE), shown in days−1, where the results are colour-coded based on the attractor
behaviour, as described in Sections 3.1.2 and 3.2.1. [Colour figure can be viewed at wileyonlinelibrary.com]

used the same colour coding as in Section 3.1.2 to dis-
play which Lyapunov exponent is associated with which
attractor. Approximately, the midlatitudes have a synop-
tic forecast timescale of less than 2 weeks (Lorenz, 1982),
with larger scale process having a larger forecasting time
(Lorenz, 1969). At the synoptic scale, this would corre-
spond to LLE of approximately 0.2–0.3 days−1. In the
MAOOAM model there is a general decrease in the magni-
tude of the LLEs as C increases, due to the increase in cou-
pling between the ocean and atmosphere, resulting in flow
instabilities from the atmospheric dynamics being reduced
(Vannitsem, 2017). However, it is clear that the orange (x)
branch displays significantly smaller LLEs than the other
two branches for relatively small values of C. Other stud-
ies have shown that for low values of C the magnitudes
of LLEs do decrease (Vannitsem, 2017); however, this was
observed for values C ≤ 0.0015 kg ⋅m−2 ⋅ s−1, and we did
not carry out runs for values of C this low due to these
ocean–atmospheric coupling values being unrealistic in
the real Earth system.

In Figure 4a we present the Lyapunov spectra of the
three distinct attractors identified while varying the level
of ocean–atmosphere coupling. The figure shows that the
two attractors at C = 0.0125 kg ⋅m−2 ⋅ s−1 (blue (dots) and
pink (+)) both have 18 near-zero Lyapunov exponents, 17
negative exponents, and three positive exponents. How-
ever, the positive Lyapunov exponents are approximately
double in one of the attractors compared with the other,
showing that the rate of divergence of initial conditions
will be much greater in the blue attractor. The novel attrac-
tor found in this study (orange, x) presents significantly
smaller magnitude positive Lyapunov exponents than the
other attractors, and has a lower number of near-zero

Lyapunov exponents, implying that the attractor exists
on a lower dimensional chaotic manifold than the other
attractors. The smaller positive magnitude Lyapunov expo-
nents for two of the three attractors occur due to these
attractors existing around unstable periodic orbits that pro-
duce the LFV on decadal timescales and therefore increase
the predictability.

The extent to which coupling between the ocean and
atmosphere is responsible for the LFV can be visualised
using the variance of covariant Lyapunov vectors (CLVs:
(Vannitsem and Lucarini, 2016). The CLVs provide a
covariant basis of the tangent linear space of the system.
In other words, the CLVs are vectors that form a basis
and remain covariant with the flow, unlike forwards or
backwards Lyapunov vectors (Kuptsov and Parlitz, 2012).
Each covariant Lyapunov vector is stretched by the system
dynamics by the corresponding local Lyapunov exponent.
Each CLV is made up of 38 components, one for every
variable of the system. The CLVs were calculated at each
time step, and we took the variance of each of the 38 vec-
tor components across time for each of the 38 vectors.
The variance measures the variability of the CLV compo-
nent in the direction of a given variable. Variables from
the atmosphere and ocean both have high variance for the
same CLV index, implying that these variables are inter-
acting or influencing each other. Therefore variables that
are coupled with one another will present higher vari-
ance for the same CLV index (horizontal rows on the
diagram). This allows us to visualise which variables are
coupled and have a greater impact on the system dynam-
ics. In Figure 5 we present a heatmap of the variance
(log10 scale) for the three distinct attractors of Figure 1.
These plots show the CLV index on the y-axis and the
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F I G U R E 4 The Lyapunov spectra, shown in days−1, for the three distinct attractors found are plotted to compare the magnitude of the
largest Lyapunov exponent 𝜆1 and the number of near-zero Lyapunov exponents. [Colour figure can be viewed at wileyonlinelibrary.com]

F I G U R E 5 The variance of the CLVs (shown on a log10 scale), for each of the three distinct attractors shown in Figure 1. The attractors
are designated by the colour of their title, which corresponds to the previous sections (orange on left, blue in the middle, and pink on the
right). The orange (image on the left) attractor CLVs are calculated for 𝜀 = 0.7 and C = 0.009 kg ⋅m−2 ⋅ s−1, and the CLVs for the other two
attractors are calculated with 𝜀 = 0.7 and C = 0.0125 kg ⋅m−2 ⋅ s−1. [Colour figure can be viewed at wileyonlinelibrary.com]

model variables on the x-axis. The variables are ordered as
follows:

• atmospheric barotropic stream functions 𝜓a (index:
1–10);

• atmospheric baroclinic stream functions 𝜃a (index:
11–21);

• ocean barotropic stream functions 𝜓o (index: 22–29);
• ocean temperature To (index: 30–38).

As expected, the majority of the variance is seen in
the atmosphere, as these variables are the components

that contribute to the fast timescale dynamics of the
system. All three attractors present coupling for CLV
indices 13–22, where the ocean temperature variables
present similar variability to the atmosphere variables.
The near-zero Lyapunov exponents (CLV index 4–22)
in general present larger variance on the ocean vari-
ables (columns 22–38). All three attractors present similar
dynamics for indices greater than 22, where the ocean
components have low projection on the dynamics, imply-
ing that large-magnitude negative Lyapunov exponents are
caused predominantly by the atmosphere dynamics. How-
ever, the attractors that present LFV have higher variance
for indices 1–12, implying that in these attractors the ocean
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F I G U R E 6 Temperature–𝜀 diagrams showing the averaged atmosphere (left) and ocean (right) temperatures. The different colours
represent stable branches that present qualitatively different attractors. Here we only present the T4 model run results, as the DE results
produce the same results and the temperature differences between the three branches of the DE runs are too small to be visible on these
graphs. As in Figure 1, the attractors are projected onto the plane of ocean variables with the single gyre (left) and double gyre (right) for
𝜀 = 0.9. [Colour figure can be viewed at wileyonlinelibrary.com]

temperature has a stabilising impact on the atmosphere
dynamics and that there is a greater level of coupling
between ocean and atmosphere. In addition, the orange
attractor (heat map on the left-hand side) shows greater
coupling between all four components of the model, as the
ocean stream functions show higher variance for indices
1–10. This explains the low magnitude of the positive
Lyapunov exponents for this attractor, as the unstable
atmosphere components present high levels of coupling
with the stable ocean.

3.2 Emissivity

To simulate the impact of climate change on the
ocean–atmosphere dynamics in the MAOOAM model, the
emissivity 𝜀 is increased. Rising the emissivity acts as a
proxy for rising levels of greenhouse gases, causing the
atmosphere to ‘trap’ a larger proportion of the outgoing
longwave radiation, thus increasing the average ocean and
atmosphere temperatures. We picked a single value of
ocean–atmosphere coupling C = 0.01175 kg ⋅m−2 ⋅ s−1 to
investigate. In the previous section, this value of C resulted
in a single stable attractor, for 𝜀 = 0.7.

3.2.1 Multistabilities in temperature–𝜀

By using temperature–𝜀 diagrams, shown in Figure 6,
which present the average spatial and temporal temper-
atures of stable attractors found numerically, we can see

that as the emissivity increases bifurcations occur at two
values, leading to an additional two attracting branches.
We have coloured the attracting branches to display the
attractors that present qualitatively distinct behaviour.
On these images we only present the results from the
T4 model runs, as each of the T4 and DE model runs
presented similar trajectory behaviour, but the resulting
average temperatures of the three distinct branches in
the DE runs were too close to be visible on the graph.
This is because of the higher order nonlinear terms
being removed in the linearised version, as explained
in Section 3.1.2.

We have taken the three attractors that we found at
𝜀 = 0.9 and projected these onto the planes (𝜓o,1,To,1) and
(𝜓o,2,To,2), and these are also shown in Figure 6. We can
see that two of the attractors (shown in pink (+) and blue
(dots)) present the same behaviour as seen in Section 3.1;
in addition, the highest temperature branch (shown in
orange) appears qualitativelyto have similarities with the
attractor that showed a periodic behaviour with respect
to (𝜓o,1,To,1) that we also saw in the previous section.
Therefore, increasing the value of 𝜀 appears to have the
impact of providing stability to unstable branches. Figure 6
shows that the average temperatures in the atmosphere
and ocean rise quickly as 𝜀 is increased, but in addition
there are multistabilities that are separated by up to 1 K for
the same emissivity values.

As in Section 3.1, we visualise the level of
ocean–atmosphere coupling by projecting the three
attractors onto the first atmosphere mode and the sin-
gle and double gyre ocean modes, as shown in Figure 7.
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F I G U R E 7 The three distinct attractors found at C = 0.01175 kg ⋅m−2 ⋅ s−1 and 𝜀 = 0.9 are projected onto (𝜓a,1, 𝜓o,1,To,1) and
(𝜓a,1, 𝜓o,2,To,2), left and right respectively. The attractors are coloured to match the diagrams shown in Figure 6. [Colour figure can be viewed
at wileyonlinelibrary.com]

As with the previous section, we see that the orange
attractor displays an oscillatory behaviour, coupling the
barotropic stream functions and the single gyre variables,
and the pink attractor displays LFV with the double gyre
variables. Again, we see two distinct flows where coupling
exists between the ocean and atmosphere, over decadal
time periods. These results show that, in the MAOOAM
model, rising emissivity leads to multistabilities in the
ocean–atmosphere system, which were not present at
low levels of emissivity. From our model runs we have
not found examples of trajectories switching between the
attracting branches; however, all of our model runs were
undertaken using a constant solar forcing. To understand
the robustness of the attractors to forcing, further model
runs will have to be undertaken.

Similarly to Section 3.1.2, we have produced videos to
show the resulting ocean stream function and temperature
behaviour given the attractors. These videos can be found
in the Supporting Information. The qualitative behaviour
of each of the attractors identified in this section is simi-
lar to that of the corresponding attractors (those sharing
the same colours) in Section 3.1.2. One minor difference in
the results between the ocean–atmosphere coupling model
runs and the emissivity model runs is that the LFV in the
orange attractor over the first ocean mode 𝜙o,1 is more
clearly defined. This is shown by the projection of the
attractor on the plane (𝜓o,1, To,1), where the oscillating
behaviour over these variables contains less noise and vari-
ation. This change in the orange attractor could be caused
by the increase in ocean–atmosphere coupling between
the two runs, where we used the value of C = 0.009 kg ⋅

m−2 ⋅ s−1 in Section 3.1.2 and C = 0.01175 kg ⋅m−2 ⋅ s−1 in
this section.

3.2.2 Lyapunov stability–𝜀

Following the format of Section 3.1.3, we present the
LLEs in Figure 3b, where 𝜀 is varied, and we fix the
ocean–atmosphere coupling at C = 0.01175 kg ⋅m−2 ⋅ s−1.
As the value of 𝜀 is increased we see additional attractors
appear; however, the value of the LLEs on each attract-
ing branch does not alter with emissivity. This is because
the emissivity has the impact of increasing the tempera-
ture of the layers evenly in space. The atmospheric layers
in the model are driven from the meridional gradient in
solar insolation, leading to baroclinic instability. In the cur-
rent model setup, the emissivity has no impact on this
temperature gradient. To model the expected outcomes of
global heating more closely, model runs should be under-
taken where the rising emissivity reduces the temperature
gradient between the Arctic and the Equator (Francis and
Vavrus, 2012; Rantanen et al., 2022).

We have presented the Lyapunov spectra of the
three attractors at 𝜀 = 0.9, for C = 0.01175 kg ⋅m−2 ⋅ s−1 in
Figure 4b. Interestingly, the orange attractor, with the low-
est magnitude LLE, shows a significantly lower number of
near-zero Lyapunov exponents compared with the other
two attractors and also the orange attractor presented in
Section 3.1.3. There is a clear drop in the magnitude of
the Lyapunov exponents at index 18. This is an interest-
ing result, as it implies that the Lyapunov dimension of
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this attractor is significantly lower than that of the other
attractors. This difference between the Lyapunov spectra
of the orange attractors in Figure 4a,b could be caused
by the increase in ocean–atmosphere coupling between
the two model runs, from C = 0.009 kg ⋅m−2 ⋅ s−1 to C =
0.0175 kg ⋅m−2 ⋅ s−1 in this section.

3.3 Impact of model resolution

We investigated the impact of the model resolution on
the results presented. The truncation (measured as the
number of periods of a sine wave over the basin x ∈
[0, 2𝜋∕n], y ∈ [0, 𝜋]) of the model was influenced by pre-
vious work using the MAOOAM model, which was set at
(2 × 2) in the atmosphere and (2 × 4) in the ocean. This
truncation in the atmosphere matches Reinhold and Pier-
rehumbert (1982), and the ocean truncation was chosen to
match the number of atmosphere modes more closely and
provide a more realistic ocean temperature profile (Van-
nitsem, 2015). As the number of modes used increases,
the model resolution increases. However, as shown by
Cehelsky and Tung (1987), for such models the accuracy is
dependent on including certain modes that interact non-
linearly, which are inherent in the full system and not
necessarily dependent on the model resolution.

To test the impact of model resolution on the attrac-
tors, we have run the DE model for key parameter values
that we identified in the previous sections. The DE rather
than T4 model was used, as the quartic term would result
in model runs that take a long time. Following the work
of Cehelsky and Tung (1987), we have run the model at
resolutions of (4 × 4) and (6 × 6) in both the ocean and
the atmosphere. In addition, the (6 × 6) resolution model
has approximately the same scale as the Rhines scale
(defined as

√
U∕𝛽, where U is the flow velocity and 𝛽 is

the gradient of the Coriolis parameter) in the model atmo-
sphere, which marks the transition from wave-dominated
to turbulent dynamics (Rhines, 1975) and thus pro-
vides a resolution where we would expect the turbulent
dynamics to impact the solutions. However, due to the
order-of-magnitude difference between flow velocities in
the ocean and atmosphere, the Rhines scale in the ocean
is approximately an order of magnitude smaller than that
in the atmosphere, and as a result would require an ocean
resolution of∼ (60 × 60), which would be computationally
very expensive at this stage.

We ran higher resolution runs for C = 0.009 and C =
0.0125 while fixing 𝜀 = 0.7, to compare the results with
those in Section 3.1. We found that the multistability
for C = 0.009 collapsed into a single attractor, however
we could still find two distinct attractors for C = 0.0125
(shown in Figure 8c). These results are shown in

Figure 8a–d. The results here are similar to those of
De Cruz et al. (2016), where the LFV, while persist-
ing, becomes less pronounced as the model resolution
increases. Another very interesting result of the 6 × 6 for-
mulation is that the range of values of the variable 𝜓o,2 are
now mostly positive, suggesting that the structure of the
double gyres shows stronger similarities with the double
gyres found in the North Atlantic basin.

We also ran higher resolution models for 𝜀 = 0.9 and
C = 0.01175, for comparison with the results shown in
Section 3.2. For both the (4 × 4) and (6 × 6) resolution runs,
the multiple attractors were no longer stable and we found
a single attractor. These results are shown in Figure 8e,f.

The higher resolution runs show that these novel
attractors found are dependent on the model resolution
and specific nonlinear interactions between the spectral
modes. These results are in line with the results of Cehel-
sky and Tung (1987), who found that the multiple regime
behaviour of the baroclinic model disappeared at higher
resolutions. In our work, however, we do find that multi-
stability persists for certain atmosphere–ocean couplings
at (4 × 4) resolution. Further studies are needed to inves-
tigate the values of coupling for which this multistability
exists, to investigate the impact of the full quartic temper-
ature term and also the nature of the LFV emerging in a
systematic way.

4 DISCUSSION

We have described the novel multistabilities found in a
reduced-order atmosphere–ocean model, resulting from
not linearising the longwave radiation terms. The modifi-
cations made to the MAOOAM model have resulted in sev-
eral features that were not present in the original linearised
version with fixed reference temperature. This study intro-
duced two new versions of the model (the dynamic equi-
libria and nonlinear versions), and compared the results
of these versions with the existing linear model. The prop-
erties of the new attractor found, as well as the region of
multistability, were analysed qualitatively and by using the
Lyapunov properties of the attractors.

We have demonstrated in the reduced-order
ocean–atmosphere model, MAOOAM, that by modify-
ing the linearisation of the longwave radiation terms we
can obtain three qualitatively distinct attractors, with
intervals of multistability for certain parameters. Inter-
estingly, the dynamic equilibria version of the model,
which includes the same linearisation as the original
model but allows the zeroth-order equilibrium temper-
ature to change with time, presents similar dynamics to
the fully nonlinear version for most parameter values. All
three distinct attractors can be obtained in the dynamic



3436 HAMILTON et al.

F I G U R E 8 High-resolution model runs. [Colour figure can be viewed at wileyonlinelibrary.com]
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equilibria (DE) version, where there are two attractors that
present LFV while representing largely different coupled
ocean–atmosphere flows. In addition, the DE version of
the model can be run in the same length of time as the fixed
reference temperature version, which is almost an order of
magnitude faster than the nonlinear version of the model.

Two of the distinct attractors present LFV behaviour.
One of the attractors, which displays LFV over the second
ocean mode 𝜙2, has been identified in the linear model.
In this study we found an additional attractor that dis-
plays LFV over the first ocean mode 𝜙1, which has not
been identified in the linear model. This attractor has a
longer timescale (∼ 80–100 years) compared with the first
attractor (which displays a timescale of approximately 70
years). In addition the two attractors display marked dif-
ferences in the ocean and atmosphere flows, with one
attractor producing double gyre behaviour, similar to that
observed over the North Atlantic, and the other attractor
displaying a more complex flow, where the main relation-
ships are with the first ocean mode 𝜙1 and the fifth ocean
mode 𝜙5. This attractor displayed the greatest degree of
coupling between the ocean and atmosphere compared
with the other attractors, where all four variables are cou-
pled. This leads to significantly lower positive Lyapunov
exponents, which implies that this attractor would have a
longer forecasting window. Further studies will need to be
done to find whether this attractor describes a real-world
ocean–atmosphere flow.

The DE version of the model was run at higher model
resolutions and it was found that these novel attractors
were no longer attracting for different model resolutions.
However a multistability persisted for some parameter val-
ues, and others showed a tendency for a stable positive
double gyre system. Further studies are required to inves-
tigate what type of solutions could emerge by changing
the bifurcation parameters in a systematic way, and to
explore whether other parameter ranges are needed to see
the development of multistability.

A key reason for undertaking this study and not lin-
earising the longwave radiation terms was to investigate
the potential of tipping between multistabilities. While we
found cases of distinct attractors for the same parameter
values, we could not produce trajectories that switched
intermittently between the attracting branches, though
it is not possible to rule out the possibility of such tra-
jectories existing. However, in the current model setup
all external forcings are constant with respect to time.
To test the robustness of the stability of each attractor,
model runs could be undertaken where stochastic forc-
ing or perturbations are included, to see if there is the
potential for noise-induced tipping between the attract-
ing branches. Another potential source of tipping could
come from periodic cycles, such as the annual solar cycle

as implemented in a similar linearised model (Vannit-
sem, 2017).

With rising global temperatures, investigating the pos-
sibility and impact of tipping points in the climate is of
great importance. Understanding how rising temperatures
could impact existing multidecadal patterns in the climate
could lead to a better understanding of how established
climate patterns may look in the future, or whether there
is the possibility of abrupt transitions from one regime
to another. This article has introduced a modified model
that produces multistabilities, as well as attractors that
present LFV, which become stable for rising emissivity.
These properties are of interest, as they facilitate the study
of attractors that allow forecasting well beyond the atmo-
spheric Lyapunov time, as well as the potential of tipping
from one attractor to the other. These aspects will be inves-
tigated in the future.
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