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Nomenclature

R om an  Sym bols (SI un its)

Ac acceleration num ber
a Forchheim er coefficient, lam inar contribution s m ~ l
OjQq linearized hydraulic resistance coefficient s m ~ l
b Forchheim er coefficient, tu rbu len t contribution s2m ~2
c Forchheim er coefficient, inertia  contribution s2m,~l
C k , i ( z ) regression p aram eter in pore pressure calculation 

m odel equations
—

C generic wave celerity m s ~ l
& U ) gain of / P ( / ) -
C R reflection coefficient, ra tio  between reflected and 

incident wave height
—

C R U ) reflection coefficient, obtained in frequency 
dom ain

—

D characteristic  length m
D 5 0 m edian sieve diam eter m,
D n ,  50 m edian nom inal diam eter or equivalent cube size 

=  ( M 50 'Pr ) 1/3
m

D s seepage length  factor -
dx uniform  cell dim ension m
dt tim e step size s
dtp p iston  tim e step s
e half the  p iston  stroke m
ƒ frequency s “ 1
Í n N yquist frequency s " 1
f s piston sam ple frequency s - 1
f s f filter sam ple frequency s -1
9 gravitational acceleration m,s~2
h generic w ater dep th m



R om an  Sym bols (SI u n its)

h 1 d iscrete F in ite  Im pulse Response (FIR ) filter m
response

H l( f )  com plex frequency F IR  filter response —
H  generic wave height m
H q inpu t wave height for wave generation m
H m m ean wave height, defined in tim e dom ain m
H mo significant wave height, defined in frequency m

dom ain
U r n ,irie incident m ean wave height, defined in tim e m

dom ain
I  hydraulic gradient —
I p  g rad ien t of pore pressure height —
J f  num ber of coefficients in F IR  filter —
k  tu rb u len t kinetic energy m 2s~ 2
k  wave num ber (=  2t: /L )  m ~ l
k'  in ternal wave num ber, defined in porous m edium  m ~ l
K  hydraulic conductivity  m s -1
K w hydraulic conductiv itj' of single-phase (water) m s -1

flow
K aw hydraulic conductivity  of tw o-phase flow m s ~ l
K C  K eulegan-C arpenter num ber —
K n near-field Diesel transfer function —
K /  far-field Biesel transfer function —
L  wave length obtained from linear dispersion m
L p peak wave length corresponding w ith peak period rn

TJ p
L '  wave length  defined in porous m edium  m
Lsponge length of zone for passive wave absorption m
L p  b ea t length of harm onic generation m
Aiso m ass of particle for which 50% of th e  granular kg

m ateria l is lighter 
n  porosit}- —
n a air fraction in two-phase flow —
n s power in sponge function —
p  pressure N m -2
P  pore pressure height N m ~ 2
Pm  m ean pore pressure height, defined in tim e N m -2

dom ain
Pmo significant pore pressure height, defined from N m -2

pressure spectrum

X



R om an Sym bols (SI u n its)

R source term  in RN G  model m 2s~
Re Reynolds num ber —

Rßp pore Reynolds num ber, based on pore velocity 
and  size

—

S m ean rate  of s tra in .s“ 1

Srj rate-of-strain  tensor -
Srj(f) wave energy density spectrum m 2s
S c Schm idt num ber -
So piston stroke m
t tim e s
T generic wave period s
Tp peak wave period defined from wave spectrum s
Tof filter duration s
u* filtered x-com ponent of m easured velocity m s~
Ui velocity com ponent (i = x.y,z) rns~
u s seepage velocity m s~
U? filter or discharge velocity m s~
u p pore velocity m s~
u * shear or friction velocity m s~
U|| fluid velocity com ponent parallel to  wall face rns~

K ' f correction signal for p iston  control velocity in m s~
active absorption

u* filtered x-com ponent of m easured velocity signal m s~
w* filtered ¿-com ponent of m easured velocity signal ms~
X i general C artesian  spatia l coordinate m
X first C artesian  spatial coordinate m
X i x-coordinate of velocity m easurem ent location for 

active absorption
m

X.s(~) x-coordinate of separation  point betw een zone 1 
and  2 in the  pore pressure calculation model

m

X { t ) piston displacem ent m
X * ( t ) corrected piston displacem ent in active absorp

tion
m

y second C artesian  spatia l coordinate m
z th ird  C artesian  spatia l coordinate m
Z \ ¿-coordinate of velocity m easurem ent location for 

active absorption
rn



G reek  Sym bols (SI u n its)

a arm our slope angle —
a p shape coefficient in Forhheim er coefficient a —

ß F shape coefficient in Forhheim er coefficient b —

IF added mass coefficient in Forhheim er coefficient c —

± f f filter frequency interval s -1
A  t f filter tim e interval s
*ij Kronecker de lta —

Ö dam ping coefficient —

5' dam ping coefficient —

€ tu rb u len t dissipation ra te m 2s ~3
V free surface elevation m
V tim e-averaged free surface elevation m
le free surface elevation of wave crest m
It free surface elevation of wave trough m
1* corrected free surface elevation in active absorp

tion
m

ß dynam ic viscosity N s m ~2
I t tu rb u len t or eddy viscosity N sn rT 2
V kinem atic viscosity m ? s~ l
ut tu rb u len t kinem atic viscosity rri2s ~ l
K, von K arm an constant —

Ks local free surface curvature m -1
k (z ) dimensionless param eter in pressure calculation 

model
—

A L Froude length scale —

Ul pulsation  (=  27r/T ) rad  s -1
d> velocity potential m 2.s~ 1
i f f phase shift in wave m aker theory rod
Vc phase angle a t wave crest rad.
</>'(ƒ) phase of H l( f ) rad
£ surf sim ilarity or breaker param eter -
p m ass density k g m ~3
Pr apparen t mass density of rock, depending on the  

degree of sa tu ra tion
k g m -3

a fluid surface tension coefficient N m - 1
a ' relative standard  deviation —

discrete wave energy spectrum m 2
CTxifi) discrete piston-displacem ent energy spectrum m,2
T shear stress N m ~ 2
Tw wall shear stress N m ~ 2



f l o w - 3 d  variab les (SI un its)

A í cell area fraction in i ( — x, y, z) direction -
A x cell a rea  fraction in x-direction -
Ay cell area fraction in y-direction —
A z cell area  fraction in ¿-direction -
A F R i j 'k area  fraction of right face cell (i , j , k) -
A F B ij^ k arca  fraction of bo ttom  face cell ( i . j ,  k ) -
A F T iJtk area fraction of top  face cell (i , j , k ) -
ALPHA weight factor in first-order m om entum  advec

tion  scheme
—

AUTOT tim e step  control flag -
CFPK m ultiplier used in F-packing algorithm -
CON m ultiplier in Courant-Friedrich-Lewy (CFL) 

stab ility  constrain t
SXi cell dim ension in x-direction of cell (i , j , k ) m

5Vj cell dim ension in y-direction of cell ( iyj ,  k) m
ÖZk cell dim ension in ¿-direction of cell ( i , j ,  k) m
ôt tim es step  size s
DTMAX m axim um  allowable tim e step size s
EPSI user-defined convergence criterion in pressure- 

velocity equation solution
EPSADJ convergence control option in pressurc- 

velocity equation  solution
F fluid fraction or VOF function -
FCLEAN treshold in fluid fraction cleanup algorithm -
Fd porous m edia drag coefficient s -1
F U X (Y ,Z ) discretized u-m om entum  flux in x(y,z)~  

d irection
m,s~2

F V X (Y ,Z ) discretized u-m om entum  flux in x(y,z)~  
direction

m s ~ 2

F W X ( Y ,Z ) discretized u>-momentum flux in x(y,z)- 
direction

m s ~ 2

ICM PRS flag for flow compressibility -
IFVOF flag for V O F advection scheme -
IFVIS flag for turbulence modeling option -
IFVISC flag for fluid viscosity option -
IGM RES flag for Generalized M inim al Residual (GM- -

RES) pressure solver



F L O W -3 D  variab les (SI u n its )

IMPADV

IMPADV

IORD ER
ITMAX

ITDTM AX

N Fi,j,k 

n y
ROUGH
TLEN
TW FIN

v i , j , k

y i , j , k

W i tj , k

U A R (L )

V F iJ .h
V F C

V IS X (Y ,Z )

W S X (Y ,Z )

flag for im plicit explicit trea tm en t of m om en
tu m  advection
flag for im plicit explicit trea tm en t of viscous 
stress
flag for of m om entum  advection scheme 
m axim um  num ber of pressure-velocity ite ra
tions
m axim um  num ber of pressure-velocity ite ra
tions before 5t is reduced 
cell (i , j , k ) flag label defining fluid configura
tion
num ber of cells in ¿/-direction
length scale defining wall roughness
tu rb u len t length scale
to ta l sim ulation duration
x-direction velocity a t right face of cell ( i , j ,  k)
y-direction velocity a t b o tto m  face of cell

2-direction velocity a t top  face of cell (i , j , k ) 
advecting velocity in m om entum  flux term  
F U X
cell { i , j , k )  volume fraction
averaged volume fraction Vpi j k in m om entum
flux term  F U X (Y ,Z )
discretized viscous shear stress acceleration in 
x (y ,2 )-direction
discretized wall shear stress acceleration in 
x (y ,2 )-direction

m
m
s
r a s -1
m s ~ l

m s ~ l
m s ~ l

m s —2 

m s —2

x iv



S u b scrip ts

G W K referring to  G W K test
n u m num erical
m a x maxim um
m in minim um
c corresponding w ith wave crest
t corresponding w ith  wave trough
ino incident
L C Low Cut-off
H C High Cut-off
real realized
theo theoretical
P peak
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A cronym s

ID one-dimensional
2D two-dimensional
3D three-dim ensional
ADI A lternating  D irection Im plicit
CFD C om putational Fluid Dynam ics
CFL C ourant-Friedrich-Lewy
DNS D irect Num erical Sim ulation
FAVOR Fractional A rea Volume O bstacle R epresentation
F IR Fin ite Im pulse Response
G CG Generalized C onjugate G radient
GMO General M oving O bject
GM RES Generalized M inim al Residual
GW K Grösser W ellenkanal, Hannover (Germ any)
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Samenvatting

H et ontw erpproces van waterbouw kundige structu ren  w ordt vandaag de dag 
gekenm erkt door een groeiende com plexiteit. De toenem ende projcctschaal 
en de veelheid aan  functies die in een beperk te  ru im te verenigd m oeten 
worden zijn hier de belangrijkste oorzaken van. De uitdagende taak  van de 
bouw kundig ingenieur in deze b es taa t erin om  de fysische processen die in 
de kustzone aangrijpen te  vertalen naar een veilig, economisch en duurzaam  
ontwerp van de kustw aterbouw kundige structuur.

E en van de voornaam ste hydrodynam ische processen in het domein 
van de kustw aterbouw kunde betreft de golfinteractie m et doorlatende 
structu ren , w aarvan de stortsteengolfbreker wellicht het m eest belangrijke 
voorbeeld is. H et wetenschappelijk onderzoek op deze stru c tu ren  wordt 
sinds geruim e tijd  voornam elijk uitgevoerd op basis van proeven op schaal
m odellen. Pas in de laa ts te  decennia kennen numerieke m odellen (en dan 
voornam elijk m odellen gebaseerd op de Navier-Stokes vergelijkingen voor 
vloeistofdynam ica) een toenem end gebruik binnen de kustw aterbouw kunde.

H et huidig onderzoek situeert zich op he t raakvlak  van beide ont
w erpm ethodieken, waarbij experim enteel onderzoek toegepast werd in de 
validatie van een num eriek strom ingsm odel voor golfinteractie m et een 
stortsteengolfbreker.

H et eerste gedeelte van d it onderzoek sp its t zich toe op experim enteel 
onderzoek. H et huidige praktisch rekenmodel, d a t gebruikt kan worden voor 
de bepaling van de ruim telijke verdeling van poriëndrukken in de kern van de 
golfbreker, werd grondig getoetst aan de m eetresu lta ten  van een grootschalig 
model. Aangezien blijkt d a t he t huidig rekenmodel teveel vereenvoudigingen 
bevat werd een verbeterd  rekenm odel ontwikkeld.

Een niet-lineaire regressieanalyse werd uitgevoerd op de meetgegevens 
van  een grootschalig m odel, en op basis hiervan werden nieuwe semi- 
em pirische m odelvergclijkingen opgcsteld. De vergelijkingen voorspellen de 
golfgeïnduceerde poriëndrukken op basis van de invallende golfparam eters. 
Hierbij w ord t opgem erkt d a t de regressieparam eters to t op zekere hoogte 
afhangen van de specifieke geom etrie van de s tru c tu u r en m ateriaaleigen
schappen.
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Vervolgens werden experim entele meetgegevens u it een kleinschalig 
golfbrekerm odel toegepast op het verbeterd  rekenmodel. D it levert verder 
inzicht in de algemene toepasbaarheid  van de regressieparam eters. De 
proeven op kleine schaal om vatten zeer gelijkaardige golfcondities ais deze 
in de grootschalige proeven, waarbij eenzelfde helling van het zeewaartse 
ta lu d  aangehouden wordt. Bovendien w ordt aandacht besteed aan de 
verschaling van de kernfractie van he t m odel. Door toepassing van een 
verschalingsprocedure w ordt ernaar gestreefd om het visccuze lam inaire 
strom ingsveld in het fijnkorrelig m ateriaal op een correcte m anier weer 
te  geven in he t model. De validatie op basis van de m etingen op 
het kleinschalig model bevestigen da t h e t nieuwe rekenm odel de ruim 
telijke verdeling van poriëndrukken relatief nauwkeurig beschrijft. De 
verschillen in regressieparam eters tussen beide modellen w ijzen evenwel 
op een zekere invloed van de m ateriaaleigenschappen en m ogelijk ook 
de laagdiktes van het zeew aartse talud. De vergelijking tussen  beide 
experim entele meetgegevens toon t aan d a t strom ingsw eerstand van het 
kernm ateriaal de grootste invloed heeft op de m odelparam eters. De 
drukverdeling op de deklaag en tussenlaag is m inder onderhevig aan de 
specifieke m ateriaaleigenschappen, w at bevestigd w ordt door een betere 
overeenkomst in regressieparam eters afgeleid voor beide experim enten. De 
vergelijking tussen  het bestaande en het nieuwe rekenm odel to o n t aan dat 
de golfgeïnduceerde poriëndrukken gevoelig nauwkeuriger voorspeld kunnen 
worden. Een d irecte toepassingsm ogelijkheid van he t verbeterde rekenmodel 
ligt in de verschalingsprocedure voor fijnkorrelig kernm ateriaal in fysische 
schaalproeven.

In een tweede onderzoeksluik w ordt een num eriek strom ingsm odel 
gebaseerd op de Navier-Stokes vergelijkingen toegepast op he t probleem 
van golfinteractie m et een stortsteengolfbreker. Het voornaam ste doei is 
het valideren van een state-of-the-art. m odel op basis van van experim entele 
m etingen op een representatieve grootschalige modelsectie.

Een efficiënte behandeling van he t vrije strom ingsoppervlak en strom ing 
doorheen poreuze m aterialen  zijn de voornaam ste eisen w aaraan  het 
m odel m oet voldoen orri de vooropgestelde onderzoeksdoelstellingen te 
bereiken. O p basis van deze criteria  werd het commercieel pakket FLOW- 
3d®  geselecteerd.

Het num eriek m odel is echter niet uitgerust m et een s tan d aa rd  golfge- 
neratiem ethode m et actieve golfabsorptie, een absolute noodzaak om  lange- 
duur-golfproeven uit te  voeren in de numerieke golfgoot. D aarom  wordt 
een golfschot van het p iston-type in he t num eriek model geïm plem enteerd, 
waarbij gebruik gem aakt werd van bestaande technologie voor de aan
drijving van he t golfschot in de fysische golfgoot van de Afdeling Weg-en 
W aterbouw kunde (UGent).

x v i i i



De werking van het golfschot w ordt in detail gevalideerd op basis van en
kele weloverwogen gekozen golfcondities m et verschillende karakteristieken, 
zowel in generatiem odus als in absorptiem odus. De resu lta ten  tonen aan dat 
h e t m eest eenvoudige (eerste-orde nauwkeurige) m om entum advectieschcm a 
volstaat om  een nauwkeurige en stabiele werking van het numerieke golfschot 
te  bekomen. De specificatie van de bem onsteringsfrequcntie voor de 
aandrijving van het schot blijkt hierbij een van de belangrijkste numerieke 
param eters te  zijn, die zorgvuldig gekozen dient te  worden op basis van de 
gridresolutie en verwachte tijdstapgroo tte . R ichtlijnen om to t een optim ale 
num erieke param eterinstelling te  komen worden in deze stud ie  vermeld.

In een laa ts te  stap  van d it onderzoek werden de grootschalige modelproe- 
ven (die o.m. aan de basis lagen van het verbeterde rekenmodel) uitgevoerd 
in de numerieke golfgoot. Gezien de aard  van he t bestudeerde probleem 
werd een tweedimensionale berekening uitgevoerd, waarbij de vloeistof ais 
één fase voorgesteld w ordt en de effecten van tu rbu len tie  in het domein 
bu iten  de golfbreker ais verw aarloosbaar beschouwd worden.

De eerste s tap  in deze validaticstudie is een grondige verificatie van 
het invallende golvenveld. De analyse van de hydrodynam ische processen 
die gepaard gaan m et de poreuze strom ing toon t aan  dat. het numeriek 
model de golftransm issie en de effecten tengevolge van een langdurige 
cyclische golfbelasting relatief nauwkeurig reproduceert. De vergelijking 
tussen experim enteel en num eriek bepaalde poriëndrukken geeft tenslotte  
aan  d a t deze nauwkeurig berekend kunnen worden in het num eriek model, 
op voorw aarde d a t de basisveronderstelling (éénfasestrom ing) voldaan is. 
In een beperk te  zone nabij het vrij oppervlak worden duidelijke verschillen 
vastgesteld, die toegeschreven kunnen worden aan het on tstaan  van een 
lucht-w ater mengsel en bijhorende toenam e in poreuze strom ingsweerstand, 
een effect d a t in de huidige sim ulaties nog niet gemodelleerd werd.

De m ate  van nauwkeurigheid die in deze validatiestudie bereikt wordt 
toon t aan  d a t dcrgelijke numerieke modellen een waardevolle bijdrage 
kunnen leveren in het ontw erpproces van stortsteengolfbrekers en andere 
doorla tende kustw aterbouw kundige structuren .
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Sum mary

T he design of coastal struc tu res in m odern age has become increasingly 
complex, due to  the growing scale of projects over the  last decades and 
the  m u ltitude  of functions com peting for v ita l space in a  often limited 
coastal area. T he task  of th e  coastal engineer in th is m a tte r is to  provide 
a link betw een th e  physical processes acting  w ith in  the  coastal zone and 
the design of coastal structu res. One of the  im portan t hydrodynam ic 
processes in coastal regions is the  in teraction  of w ater waves w ith  perm eable 
coastal s tru c tu res  such as a  Rubble-M ound Breakw ater. Research on these 
struc tu res has been historically based on physical scale model testing, bu t 
the  progress achieved in the  last decade in num erical m odeling of wave- 
s tru c tu re  in teraction (m ainly based on models using the Navier-Stokes 
equations) suggest these m odels will become increasingly im portan t for 
the  coastal engineer. T he present work fits w ithin the  scope of better 
understand ing  th e  hydraulic processes involved in wave-induced porous 
flow and  th e  im pact of these processes on the  design of perm eable coastal 
s tructures. To th is  end, experim ental and numerical research are combined 
in an in teg rated  study.

In a  first p a rt of th is  research, the accuracy of the  existing state-of- 
a r t practical calculation m odel for the a ttenuation  of pore pressure height 
w ithin th e  core of a typical Rubble-M ound B reakw ater section has been 
verified against an extensive datase t of large-scale model pore pressure 
m easurem ents. T he resu lts point to  oversimplifications in the  current model, 
affecting the  predictive accuracy under varying wave conditions. Therefore, 
im provem ents to  the  calculation model have been proposed.

T he m odel equations in the  improved calculation m ethod were derived 
from a nonlinear regression analysis and relate th e  wave-induced pore 
pressure height to  a  sea s ta te  defined by the  relative w ater dep th  and 
wave height, corresponding w ith non-overtopping and  nonbreaking wave 
conditions. T h e  dimensionless regression param eters appearing  in the 
model equations are considered to be dependent to  a  certain  extent on the 
breakw ater geometrj^ (slope angle, layer thickness) and  the specific m aterial 
p roperties affecting the porous flow resistance.
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Pore pressure m easurem ents on a sm all-scale breakw ater m odel have 
been applied to  the  newly-derived calculation model, in  order to  provide 
insight into th e  general applicability of the  m odel regression param eters. 
The small-scale model te s ts  consider sim ilar wave conditions as in large-scale 
tests  and m oreover present an equal arm our slope. In  an effort to  m aintain 
Froude scale sim ilarity of the  porous flow in the  sm all-scale breakw ater 
core, the  core m aterial has been determ ined using a  scaling procedure. The 
validation w ith  the  small-scale d a ta  proves th a t  the m odel equations are 
capable of describing the  variation of pressure height under varying wave 
conditions, b u t also reveals differences in th e  m odel param eters to  a  certain  
extent. M ore specifically, th e  com parison betw een b o th  m odels learns th a t 
the  regression param eters in th e  model equation  for the  reference pressures 
(along the  interface betw een underlaver and  core) are least susceptible to  a 
change in layer thickness or m ateria l properties of th e  arm our or underlayer. 
T his can be explained since th e  m ean value of the  reference pressures along 
the  core slope is determ ined to  a large extent by  th e  wave run-up  on 
the  breakw ater slope, a phenom enon which is im plicitly cap tu red  due to 
the incorporation of the  relative incident wave param eters in the model 
equation. W hen moving inside the  breakw ater core, the  influence of the 
hydraulic resistance of the  core m aterial on the  pressure height a ttenuation  
increases. Consequently, an  increased dependency of the  m odel param eters 
on the  specific m ateria l p roperties may be expected.

T he im provem ent in accuracy achieved w ith the  new calculation m ethod 
has been dem onstrated  by com parison w ith  th e  existing m ethod for a 
selected num ber of cases. A  particu lar application of the  im proved m ethod 
m ay be found in the  scaling procedure of finer core m ateria l in reduced-scalc 
m odels, m aking the  procedure m ore reliable in varying wave conditions.

A second p a r t  of th is P hD  research explores th e  application of Com pu
ta tional F lu id  Dynam ics (CFD ) modeling based on the  Navier-Stokes equa
tions to the  in teraction  of w ater waves w ith  perm eable coastal structures. 
T he principal goal is to  validate the  capabilities of such a  num erical model, 
specifically aim ing to  use a  realistic large-scale model case and consider 
long-term  tran sien t effects in the  w ave-structure interaction.

Prerequisites to  the applied model are an efficient sim ulation of free 
surface and porous m edia flow, two m ain characteristics dom inating  the 
problem  of in terest. A com m ercial sta te-o f-the-art CFD  code, flo w -3 d® , 
has been selected for th is purpose.

T he num erical model has no stan d ard  wave boundary  w ith  active wave 
absorption, which is crucial to  sim ulate realistic long-duration wave tests 
resem bling those in a ph j’sical wave flume. For th a t  reason, an  additional 
wave generating technique has been im plem ented in the  code. A linear 
piston wavemaker w ith active absorption has been im plem ented, based on
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existing technology from the piston wavemaker operated  in the  laboratory  
of th e  departm ent of Civil Engineering (G hent University). T he generation 
and  absorption  capacities of th e  im plem ented piston  wavemaker have been 
thoroughly validated. Sim ulations of the piston wave generation w ith and 
w ithou t active absorption have shown th a t the  best results, in term s of 
accuracy and stability, are obtained w ith  the  first-order upwind m om entum  
scheme. A nother im portan t factor concerns the  specification of the  piston 
sam ple frequencies, which needs to  be in accordance w ith  the  numerical 
tim e step  and  is thus governed by the  mesh resolution. Guidelines to  define 
op tim al settings for different num erical param eters were established.

Finally, a  realistic validation case of wave in teraction w ith  the  large- 
scale model was carried out. Due to  the  n a tu re  of the  studied problem 
(nonbreaking waves), the  problem  was simplified to  two-dimensional lam inar 
single-fluid flow in the  clear-fluid region.

A first step  of the validation consisted of a  detailed com parison between 
num erical and  experim ental incident wave fields. T he analysis on the 
wave-induced flow features learns th a t  the num erical model well predicts 
th e  transm ission of free surface elevation th roughou t the  breakw ater cross- 
section, and  proves to  cap ture  th e  long-term  transien t effects of the  fluid 
flow under cyclic wave loading. Finall}', com paring the  experim ental and 
num erical spatia l d istribution  of pore pressures, the  m odel was found to 
accurately  predict the pore pressure height, provided the flow is no t affected 
by air entrainm ent. A ir entrainm ent leads to  higher porous flow resistance, 
resulting in larger discrepancies between m easured and  num erical pore 
pressures in a  (lim ited) zone near th e  free surface in the  core and on the 
breakw ater slope.

In conclusion, the overall predictive accuracy obtained  w ith  this model 
proves its  value as a design tool in support of the  coastal engineer.
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1 Introduction

1.1 G e n e ra l

Coastal regions typically accom m odate large population  densities and  a  mul
titu d e  of activ ities, such as harbours, fisheries and arcas for environm ental 
and recreational use, often w ith  a  large economical or ecological value. In 
places w here a  n a tu ra l defense against the destructive power of the  sea 
is absent, people have sought for solutions by building ‘artificial’ coastal 
structu res, in order to  prevent flooding of the  h in terland , shelter harbour 
areas or reduce shoreline or beach erosion.

T he design of coastal struc tu res in m odern tim es has become increasingly 
complex, due to  increasing project scales and th e  m ultitude of functions 
com peting for v ital space in coastal areas worldwide, facing an  increased 
anthropogenic pressure due to urbanization  and rapid  population  growth 
(Nicholls c t al., 2007). In  addition, th e  expected sea level rise due to  climate 
change obliges to  revisit the  design safety of existing coastal structures. 
O ptim um  solutions need to  be found for these com plex m atters, and the 
role of the  coastal engineer herein is to  provide a  link between th e  physical 
processes ac ting  in the  coastal region and  the  m anagem ent of th e  coastal 
region.

One of th e  im portan t hydrodynam ic processes in coastal regions is the 
in teraction of w ind-generated w ater waves1 w ith coastal structu res. In  the 
exam ple of dikes or breakw aters exposed to severe storm  conditions, these 
surface g rav ity  waves may cause overtopping. In  case of (grass) dikes, 
the  dow n-rush of w ater a t  the  rear-side ma)' cause unacceptable erosion. 
In  harbours, wave pene tra tion  through the  harbour entrance and wave 
transm ission through perm eable breakw aters sheltering the  harbour area 
cause ship m otions, which m ust rem ain lim ited. In  the  particu lar design

1 T idal cu rren ts  are an  equally im p o rtan t factor in th e  hydrodynam ic boundary  
conditions b u t ac t indirectly  th ro u g h  m odification of waves or m orphological processes. 
Since th ey  do  n o t d irectly  in te rac t w ith  th e  coastal s tru c tu re , th ey  are  no t considered 
here.
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and operation  of coastal struc tu res or elements such as dikes, breakw aters 
and (gravel) beaches, forces generated by w ater waves m ight cause failure 
of the  s tru c tu re  as a  whole or unacceptable dam age to  individual p a rts  of 
it. In  brief, the  aforem entioned examples illustra te  the  need to  predict the 
im pact of waves on the  coastal struc tu re  in  the design process.

1.2 D esig n  o f ru b b le -m o u n d  b re a k w a te rs

Typical exam ples of coastal struc tu res a re  breakw aters, revetm ents and 
dikes. In general, revetm ents and  dikes have an im perm eable core, since the 
principal function of these struc tu res is to  protect low-lying areas against 
flooding. T hese coastal struc tu res are usually bu ilt as a  m ound of fine 
m aterials like sand  and  clay, which can be regarded as im perm eable. In 
contrast, the  principle function of a  breakw ater is to  dissipate wave energy 
by friction loss in the  perm eable body  of the  structure.

The subject of the  presen t s tudy  is the m ost common type  of breakw ater: 
a  Rubble-M ound B reakw ater (RM B). Due to  the large diversity in hydraulic 
and geotechnical boundary  conditions and  available construction  m aterials 
worldwide, am ple variations in breakw ater design exist. Nevertheless, the 
geom etry and  com position of a  RM B can be reduced to a  typical trapezial 
cross-section, illu stra ted  in Fig. 1.1.

c r e s t
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Figure 1.1: Typical cross-section of a  (nonovertoppable) RMB (adapted from 
Troch, 2000).

T he m ain  p a r t  of th e  breakw ater body, the  core, is a m ound of quarry  
run. The choice for a  relatively fine m ateria l as quarry  ru n  is prim arily  based 
on economical considerations, besides its  favorable properties of dam ping 
wave-induced flow and blocking sedim ent tran sp o rt. The finer core m aterial 
however will no t rem ain  stab le under wave a ttack  and  is therefore protected 
by a  layer of heavy arm or stones on the  seaward side. These arm or units, 
either na tu ra l rock or artificial concrete un its, are designed in weight and 
shape in order to  rem ain stab le  or undergo a  lim ited displacem ent when 
sub ject to the  design wave conditions. A filter layer is placed between the 
arm or and  core, in order to  prevent th e  finer core m aterial being washed
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out th rough  the  voids of the  arm or layer. Toe constructions below the 
arm or layers act as a foundation, providing geotechnical stability. W herever 
needed, erosion filters between th e  seabed and th e  construction prevent 
erosion which could endanger the  overall s tab ility  of the  structure . The 
crest elem ent on top  of the  core provides access to  the  breakw ater.

T he in teraction between w ater waves and  the RAIB is characterized by 
a  m ultitude of physical processes. As waves approach the  structu re , they 
undergo a nonlinear transform ation  in reduced w ater depth. This might 
lead to wave breaking either in front of the struc tu re  or on the  arm or slope. 
A lternatively, waves run up on th e  ou ter slope w ithou t breaking (surging 
waves). In  either case, the  result is a  flow of w ater running up and down 
the  breakw ater slope, containing a  certain am ount of air. In th is process, 
a  p a r t  of the  incident wave energy is reflected back tow ard the  sea, where 
the  in teraction between the  reflected and  incident waves creates a  partially  
standing  wave field in front of th e  structure . T he rem ainder of the wave 
energy which is no t reflected is dissipated th rough friction losses on the slope 
and  inside th e  arm or layer or partia lly  reflected on the  interfaces between 
arm or-filter and filter-core. W h a t is left of the  wave energy is then  dissipated 
by friction losses of the  porous flow  in the  core. Finally, only a  sm all part 
of the  wave energy reaches th e  rear side of the breakw ater as transm itted  
waves. Depending on the  crest level, the  run-up on the  arm our slope might 
overtop and reach the leeward side of the  breakw ater v ia the  crest and the 
leeward slope.

In conclusion, the ex ternal flow on th e  outer breakw ater slope is governed 
by (i) the resulting wave field in front of the  struc tu re , (ii) the  geom etry of 
the  s truc tu re , (iii) the roughness of the  arm our layer and  (iv) the  exchange 
of wave energy w ith the  s tru c tu re  (inflow and outflow). T he internal 
flow depends on the perm eability  of the  struc tu re , on its tu rn  influenced 
by the  m aterial properties, air en tra inm ent and in ertia  effects (M uttray, 
2000). T he internal and external flow are highly unsteady  and dissimilar. 
In  m aterials w ith  larger voids (arm or and filter layers) applied to design 
sto rm  conditions, the in ternal flow is generally tu rbu len t. In  scale models 
however, the  porous flow in the  finer core m aterial can exhibit b o th  lam inar 
and  tu rb u len t characteristics. Generally, two-phase flow arises due to  air 
en tra inm ent a t the  fluid interface, to  an  extent depending on the  external 
flow.

T he previous overview shows th a t  the prediction of the  hydraulic 
processes in w ave-structure in teraction , which are crucial in the  design of 
a  RM B, is not a  straightforw ard task . The design of a  RM B nowadays 
still heavily relies on physical scale m odel research, em pirical design criteria 
and  engineering practice, com bining the  expertise in different research areas 
such as coastal engineering, hydraulics, geotechnics, concrete and  m aterial
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research (Troch, 2000). For m ore details on the  a r t  in RM B design, the 
in terested  reader is referred to e.g. the  Rock M anual (CIRIA  et al., 2007) 
or the  C oastal Engineering M anual (CECW -EH , 2011).

1.3 M o tiv a tio n

M any perm eable breakw aters have been successfully bu ilt to  date, proving 
the  value of the current design approach. However, in  those particu lar cases 
where dam age was reported , or even failure in load conditions less severe 
th a n  design conditions, it often seems th a t  the  problem s can be related  to 
excessively large wave-induced pore pressures in the  core (Harlow, 1980). 
T his points to  the  im portan t role of porous flow in the  global interaction 
process of w ater waves w ith th e  s truc tu re , w ith  im plications on breakw ater 
design. According to De G root et al. (1994), the pore pressure d istribution 
should be taken  into account in the  following design aspects:

® stab ility  analysis of the  breakw ater slope, where failure m ight occur due 
to  high pore pressures in the  core and reduced wave pressures on th e  slope 
a t  the m om ent of m axim um  wave run-down;

• hydraulic stability  of the  arm or un its, influenced by pore pressures in the 
underlaying filter layer(s) and  core;

• wave transm ission, which is d irectly  connected w ith  wave-induced pore 
pressure oscillations and th e  resulting energy loss in the  porous flow;

• wave run-up and overtopping, which are affected by the  infiltration  of the 
w ater in the  slope, characterized by the  porous flow in the  arm or and 
filter layer and the core;

• an  optim ized, economical design of filter layers in the  presence of low pore 
pressure gradients;

© th e  occurrence of set-up  in th e  breakw ater, i.e. the  rise of the  phreatic 
w ater level due to  the  re ten tion  of w ater, a  direct consequence of porous 
flow.

A lthough the internal flow field in a  RM B seems to  play an im portan t 
role in the  s tru c tu re ’s response to wave loading, the  phenom enon has not 
been the  subject of many studies. Existing  knowledge on th is  topic is ra ther 
lim ited and fragm ental, com pared to  o ther design aspects, e.g. th e  design of 
the  arm or layer or the crest of th e  s tru c tu re  (a result of overtopping studies). 
T h is  can be explained perhaps since coastal engineers have been relj'ing 
m ainly on physical scale m odel research for a  long tim e. As such, global 
response param eters of the  s tru c tu re  are stud ied  and  incorporated  in design
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criteria, in con trast to th e  in ternal flow field, which is no t readily available in 
a  physical m odel. W hereas (pore) pressures can still be m easured relatively 
easily in a  physical model, in situ  velocity m easurem ents on the o ther hand 
are qu ite  com plex, particu larly  in porous media. Simple design criteria 
based on theoretical or em pirical considerations are not likely however to 
provide an  accurate  description of the  problem  due to  the  stochastic natu re  
of the  wave-induced flow, the  random  character of the  porous m edium  and 
the  com plexity of the specific breakw ater geometry.

In view of the  previous considerations, it is argued th a t  often insufficient 
a tten tio n  is paid  to  the  in ternal flow field w hen designing perm eable coastal 
structures. Since the  link w ith  the in ternal flow field is very often missing, 
it is difficult to  ob tain  a  fundam ental understanding of the  w ave-structure 
interaction. One specific, yet im portan t exam ple which is highlighted here 
is the  problem  of scale effects in physical models a t reduced scale (typically 
1:30 to  1:60), w here geom etric (Froude) scaling causes an  incorrect scaling of 
the  lam inar viscous flow in th e  breakw ater core. Only a  detailed view of the 
in ternal porous flow field can provide insight in to  the  possible repercussions 
of scale effects on the research conclusions draw n from scale model tests.

In  addition  to  physical modeling, th e  use of num erical modeling as a 
research tool for the  coastal engineer is gaining im portance. A growing 
num ber of num erical m odels for w ave-structure in teraction have been 
developed in the  past decades, w ith increasing com plexity and accuracy. 
In particu lar th e  advent of C FD  models based on the  Navier-Stokes (NS) 
equations has enabled the  com putation of flow fields w ith  a  sufficient level 
of detail and  accuracy. In  light of the  previous concerns, the possibility of 
com puting pressures and  flow velocities inside a  perm eable coastal struc tu re  
is regarded as a  significant added value to  the  design process.

In  the  last decade, a  growing use of NS models dealing w ith wave 
in teraction  w ith  perm eable struc tu res can be observed. An overview of 
advances and  the  s ta te  of th e  a rt on th is topic is included in C hap ter 2. 
In order to  become a  reliable research tool for the  coastal engineer, it is 
im portan t however th a t  these numerical m odels are well validated with 
experim ental d a ta . I t  is noticed th a t a  validation m aking use of large-scale 
m odel d a ta  obtained  from a  realistic RMB struc tu re  (similar to  Fig. 1.1), 
and  focusing on long-term  transien t effects under cyclic wave loading is not 
well covered to  date. T he m otivates one of the  principal aim s of th is study.

T he previous considerations reflect the  need for a  fu rther investigation 
of the  porous flow field in a  typical multi-layered RMB. T he present study 
aims to m ake a  contribu tion  to  the  design of these struc tu res b}' combining- 
experim ental and  num erical research in an in tegrated  study. Concrete 
research goals are form ulated hereafter.
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1.4 R e se a rc h  o b jec tiv es

T he first research goal results from an experim ental s tudy  on wave-induced 
pore pressures in a  RMB core:

1. T he existing calculation m odel for th e  spatia l d istribu tion  of wave- 
induced pore pressures (B urcharth  e t al., 1999; Troch, 2000) is based 
on a lim ited num ber of large-scale m odel and pro to type d a ta , and needs 
further investigation. Using a more extensive d a ta  set resulting from 
experim ents in the large wave flume in Hannover (M uttray , 2000) and 
a  more detailed  theoretical form ulation, the  practical calculation model 
will be ex tended  to im prove its  accuracy under varying wave conditions.

In a second p a r t  of th is research, the use of a  NS-based CFD model for 
wave in teraction  w ith  perm eable coastal s tru c tu res  will be explored. The 
knowledge acquired in previous research (Troch, 2000) forms the  starting  
po in t to  select and  employ a  sta te-of-the-art num erical m odel w ith specific 
streng ths of m odeling free surface and porous m edia flow, th e  m ain  elements 
which govern th e  problem  of interest. In  th is  context, two specific research 
goals arc form ulated:

2. T he origin of th e  selected model is generic, ra th e r th an  being specifically 
designed for coastal engineering applications. Therefore, an effective 
m ethod for wave generation needs to be im plem ented and  validated. 
T his will allow to  sim ulate realistic wave generation of long-duration 
tests, closely resem bling th e  operation of a wavemaker used in  laboratory  
testing.

3. Once th e  operation  of the  num erical wave flume has been established 
and  validated, i t  requires validation. By using large-scale experim ental 
d a ta  obtained  from a  typical m ulti-layered RM B, the  aim  is to  bridge 
th e  curren t gap in validation  studies for th is  type  of num erical models.

1.5 O u tlin e

A synopsis of relevant lite ra tu re  is included in C hapter 2, providing 
an  overview of th e  s ta te  of the  a rt on porous m edia flow modeling, 
experim ental research on porous flow and  num erical m odeling of wave- 
struc tu re  in teraction.

T he use of experim ental d a ta  obtained from scale model testing  is one of 
the  cornerstones of th is  research. C hapter 3 provides a  detailed description 
of two te st series, conducted on a physical m odel a t large (1:5) and  small 
(1:30) scale. T he experim ental d a ta  are used to  establish an  improved
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calculation m ethod for the  spatia l d istribu tion  of pore pressures w ithin the 
breakw ater core, presented in C hap ter 4.

In  C hapter 5, the numerical framework to s tu d y  w ave-structure inter
action  is presented. T he num erical m odel has been adap ted  w ith specific 
m ethods for wave generation. A description of the  im plem entation and 
validation of the operation of the  num erical wave flume is given in C hapter 6. 
T h is is followed by a  validation s tu d y  in C hapter 7, where the  results of 
num erical sim ulations of large-scale model te s ts  are presented.

Finally, research conclusions and  perspectives for fu ture research are 
provided in C hapter 8.





2 S tate  of the a rt

E xperim ental and num erical research are combined in  an  in tegrated  study  
in th e  present work. N aturally, acquired knowledge on wave interaction 
w ith perm eable coastal struc tu res forms the  s ta rtin g  point. A synopsis of 
th e  cu rren t s ta te  of a r t  is presented in th is chapter, focusing on the  three 
key aspects:

© an overview of theoretical concepts for porous m edia flow modeling, w ith 
particu la r a tten tio n  to  the  incorporation of such a  porous flow m odel in 
a  generic num erical model for w ave-structure interaction;

© an  overview of acquired knowledge on the  description of the porous 
flow field in a  RM B, based on theoretical concepts and validated by 
experim ents;

« the  use of state-of-the a rt NS solvers to  m odel wave in teraction w ith 
perm eable coastal structures.

2.1 P o ro u s  m e d ia  flow

In  th e  following, the general term  porous media will be used w hen referring 
to  different kinds of perm eable m aterial used in the  construction  of coastal 
s tructures. U nder th e  definition of a  porous m edium  is understood: solid 
m aterials w ith  connected in terstitia l voids trough which fluid can flow.

A concept to describe the  flow resistance in a  porous m edium  is presented 
in th is  section, based on theoretical and experim ental grounds. The 
porous m edia  flow m odel concept will be of particu lar im portance when 
applied in a  num erical m odel for wave interaction w ith  perm eable structures 
(C hapter 5).

2.1.1 S ta tio n a ry  flow in porous m edia
D arcy (1856) was th e  first to  obtain  a  solution for a  specific type of 
porous m edia flow. Based on experim ental work on groundw ater flow,

9
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he experienced th a t  th e  flow velocitj' in such case is p roportional to  the 
hydraulic grad ien t I:

=  K I  =  “ | (£ + p9Sii) (2J)

Eq. (2.1) is also known as the  law o f Darcy, an  expression of the  conservation 
of m om entum  for a  lam inar, stationary, incom pressible fluid flow through 
a  homogeneous, isotropic porous medium. In th is equation, denotes the 
independent spatia l variable, p the  fluid density, p  the  pressure and gôij 
the  gravity force. T he filte r  velocity u { , also referred to as bulk or discharge 
velocity is an average flow velocity, accounting for th e  to ta l w ater flux across 
a  well-defined cross section. The hydraulic conductivity  of the  flow through 
the  porous m edium  is represented by the  dim ensional coefficient K .  The 
conductivity  depends b o th  on the  perm eabilitj' of th e  porous m edium  (i.e. 
the  configuration of th e  porous m atrix) and  the phvscial p roperties of the 
fluid (density, viscosity). Various expressions for th e  hydraulic conductivity 
have been derived, see e.g. Bear (1972).

Considering purely horizontal (x-directional) flow and  neglecting vertical 
accelerations, eq. (2.1) reduces to  a  one-dimensional equation:

/ = _ J _ | E = a w /  (2.2)
pg o x

where a = K ~ l and  u f  the  filter velocity in x-direction.
Eq. (2.2) is valid for lam inar flow, i.e. when velocities and pore sizes are 

small. However, when velocities or pore sizes increase, a  linear relationship 
between flow resistance and  flow velocity does no t longer hold. In  order to 
represent a s ta tionary  flow in coarse granular m aterial, Forchheim er (1901) 
proposed to  include a  quadra tic  velocity term  to  eq. (2.2):

I  = au f  +  bu^\u^\ (2.3)

where a and b are dim ensional coefficients, often referred to  as fric tion
factors. T hese factors are found to  depend on the  fluid viscosity, the  flow
regime and  specific g ranular com position of the  porous m edium . I t is of 
im portance to  notice th a t  these coefficients are no t constants b u t depend 
on the  flow regim e, which is characterized by the  Reynolds (R e)  number:

„  uD
R e = —  (2.4)

where u  is a  characteristic  velocity, D  a characteristic  length scale and  u 
the  kinem atic fluid viscosity. The R e  num ber is a m easure representing the  
relative con tribu tion  of tu rb u len t and lam inar effects.
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In  order to identify the  different characteristics and flow regimes in 
porous flow, Dybbs and Edw ards (1984) perform ed experim ental research 
on idealised porous structu res consisting of plexiglass spheres in a  hexagonal 
packing, and glass and plexiglass rods arranged in a  complex, fixed three- 
dim ensional (3D) geometry. W ater and  oil were used for the  test. Laser 
anem om etry  and flow visualization were applied to characterize the flow 
regime. T hey  identified four regimes, characterized by R ep—vPDp/ v , i.e. 
a  Reynolds num ber re lated  to  the pore size D p and the  pore velocity u v . 
T he  flow regimes are sum m arized in Table 2.1. For the  experim ents w ith 
sm ooth  spheres, the  transition  zones between the  different flow regimes are 
relatively narrow and easy to  identify.

T ab le  2.1: Porous flow regimes (after Dybbs and Edwards, 1984)

R e g im e  R e p-r a n g e  F lo w  c h a r a c te r is t ic s

D arcy flow R e p C1-10

Forchheim er flow 1-10 -'Rep '1 5 0

U nsteady  lam inar flow 150< R e p '300

Fully tu rb u len t flow 300 ' R e p

Flow dom inated  by viscous forces, velocity 
d istrib u tio n  determ ined  by local geometry. 
D evelopm ent of an  inertia l ‘core’ flow 
outside th e  b o u ndary  layers, causing a 
nonlinear re la tion  betw een pressure drop 
and  flow ra te . T h e  steady  nonlinear 
lam inar ‘core’ flow enlarges in size with 
growing R e p.
T ransitional flow regim e between inertial 
Forchheim er an d  fully tu rb u len t flow. 
A t R ep ~  150, th e  first lam inar wake 
oscillations in th e  pores develop, growing 
to  larger vortices a t  higher R e p num ber. 
Highly u n steady  and  chaotic flow regime, 
qualitatively  resem bling tu rb u len t flow.

Forchheim er (1901) proposed eq. (2.3) on experim ental basis. This 
equation  can also be derived from the  basic equations of fluid flow, the  well- 
know n Navier-Stokcs equations (see C hapter 5 for a  detailed discussion). 
T h e  derivation (see e.g. B urcharth  and Andersen (1995)), is retaken here 
since it yields more insight into the  applicability of the  porous flow model 
in different flow conditions. T h e  NS equations for m om entum  tran sp o rt in 
fluid flow naturally  provide the basis for a general description of fluid flow 
in a  porous medium:

du t du i  1 dp d  f  du i d u j  \
_  +  u  Ä _ _ _  +  ,  + _ j  ( 2 . 5 )

w ith  the  appropriate  boundary  conditions along the  grain surfaces and 
the  boundarj- of the space in question. In these equations, t  and x.¿ are
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the  independent tim e and space variables, u¿ is the  (microscopic or pore) 
fluid velocity and v  the fluid k inem atic viscosity. For a  one-dimensional 
s ta tio n ary  closed conduit flow (ux — u ), and using the  definition of the 
hydraulic gradient eq. (2.2), eq. (2.5) reduces to:

ƒ 1 d u  V d 2u  
g d x  g d x 2

(2 .6 )

Introducing U and D  as a  characteristic  velocity and  length scale, eq. (2.6) 
can be w ritten  in a  dirnensionallv correct form:

V U n 1*71*71
I  =  a p - —¿ +  P f -----

g D 2 g D
(2.7)

Eq. (2.7) is identical in form to  eq. (2.3). T he coefficients a and b 
(or a  F and  ß p )  are trea ted  as constan ts for a  given fluid viscosity, a 
given geom etrical m atrix of th e  porous m edium  and a  certa in  flow regime 
(see Table 2.1). Based on experim ental evidence by Fand et al. (1987), 
B urcharth  and Christensen (1991) proposed a  representation of the  porous 
flow according to  Fig. 2.1, to  be used for flow in irregular and graded 
m aterials. In  the  la tter case, transition  zones between flow regimes are 
likely to  be blurred and difficult to  identify, in con trast to  flow through 
a  porous m edium  consisting of sm ooth  uniform  spheres which led to  the 
classification of flow regimes in Table 2.1.

F o r c h h e im e r  flowD a r c y  flo w f u l ly - tu rb u le n t  flo w

l=aU+bU|U|l=a"U l=a'U+b'U|U|

F ig u r e  2 .1 :  R e p re s e n ta tio n  o f  p o ro u s  flow  re g im es  b a se d  o n  th e  F o rch h e im er 
m o d e l eq. (2 .3 ) (a f te r  B u rc h a r th  a n d  C h r is te n s e n , 1991).
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In case o f Darcy flow, also referred to as ‘creeping flow’, the  velocities are 
small and  th e  convective inertia  term  in eq. (2.6) can be neglected, leading 
to  the  following solution:

gD 2
t:U  =  a"U ( 2 .8)

which is identical in  form to  eq. (2.2). T his type  of flow is no t relevant for 
the  coarser type of m aterials used in a  RM B. W hen the  velocities increase, 
the  flow rem aining s ta tionary  and  lam inar however, the  pertu rbations of 
the  flow p a th s  in th e  porous m edium  introduce an additional pressure drop 
which is described by the  nonlinear convective inertia  te rm  in eq. (2.6). 
Such a  case corresponds w ith  Forchheimer flow, and can be described by 
eq. (2.7).

W ith  fu rther increasing flow velocity, turbulence will occur. T heoret
ically, including th is type of flow can be described w ith  eq. (2.6), using 
the appropria te  boundary  conditions and  fully resolving the  dissipation of 
tu rb u len t eddies a t  the sm allest scales (see DNS, C hap ter 5). T he viscous 
te rm  in fully tu rb u len t flow can be neglected com pared to  the  inertia  term , 
so eq. (2.6) reduces to:

I  =  f t C  =  b'V 2 ( 2 .9)

O btain ing  a  direct solution of the  NS equations in case of tu rbu len t 
flow in a  porous m edium is very complex, if no t im possible in practice. 
Instead, it  is m ore common to use a  modeling approach to resolve tu rbulen t 
phenom ena. T he derivation of the  Forchheimer equation  is retaken here 
for the  so-called Reynolds-Averaged Navier Stokes (RANS) equations (see 
5.3.3):

duj
d t

. _  dui
+  U j d X i

= gSi
1 dp
P dxi

1 d
p d x j

du-i
dx,-.

d ü j
dx., pu'iuj (2.10)

where u¿ denotes th e  ensemble averaged flow velocity com ponent and u!i the 
fluctuating velocity com ponent, according to the  Reynolds decom position 
technique. In  sta tionary , one-dimensional flow, eq. (2.10) reduces to:

1 _ d u  V d 2u  
g Ud x  g d x 2

1 9  ^ 2  ~ — u '¿
g d x

( 2 . 11)

Assum ing th a t  th e  velocity fluctuations u ' in the  Reynolds stress te rm  vary 
proportionally  to  the  velocity average u , which can be represented by I/, 
and  tak ing  D  as a  characteristic  length scale, the  Reynolds stress term  
has the  sam e form as the  convective term  and can be merged into one 
term  (B urcharth  and  Andersen, 1995). Since the  lam inar viscous term  can
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be neglected in fu lly-turbulent flow, eq. (2.11) is th en  shown to  reduce 
to  eq. (2.9), representing the local convective acceleration and turbulen t 
dissipation. T he fact th a t  the porous m edia model contains th e  dissipation 
by turbu lence1 is im portan t when considering th e  application  of a  porous 
m edia m odel in a  num erical m odel for w ave-structure in teraction  (section 
5.3.2).

Eqs. (2.8) and  (2.9) represent two asym ptotic expansions to  the  general 
Forchheim er equation  eq. (2.7) for very sm all and  very large R e  numbers, 
respectively. Eq. (2.7) is often used to represent tu rb u len t porous flow. In 
th a t  case, th e  linear term  is merely a  fitting  term  w ithout physical m eaning2, 
since viscous forces are deemed negligible. In  order to represent fully- 
tu rb u len t flow, e.g. in the  core of struc tu res a t  p ro to type  scale, B urcharth  
and Andersen (1995) proposed a  modified Forchheim er equation  w ithout 
the  linear viscous term :

I  =  Ic + b '(u f  -  u { )2 ; R e  > R e c =  ^  (2.12)

where the  critical lower lim it for th e  tu rb u len t flow region R e c is in the 
range 300-600. I c is com puted from eq. (2.7) applying —u{..

W ith  the  aim  of im plem enting a porous m edia model (eq. (2.7)) in a 
num erical m odel based on the  NS equations, van G ent (1995) rem arks 
th a t the  coefficients and ß p  have to  be determ ined for tests  w ith 
sufficiently sm all convective term s. O therw ise, the  presence of a  large 
(macroscopic) convective term  would increase th e  value of b, since the 
m om entum  needed to cause the  acceleration would end up in the  quadratic  
velocity term . Accordingly, the  coefficient b derived from th e  experim ent 
would no t p roperly  represent the  porous flow resistance due to th e  local 
convective acceleration in th e  NS model.

2.1.2 U n s tead y  p o ro u s m edia flow
T he Forchheim er equation eq. (2.3) is valid for s ta tionary  flow. An inertia  
te rm  for unsteady flow was originally suggested by Polubarinova-K ochina 
(1962):

I  =  au f  + buf \uf \ -I- c ^ -  (2.13)
dt '

where c, sim ilar to  a and  6, is a  dim ensional coefficient. T he coefficient c
can only be applied to  the local acceleration, which is usually  dom inating

1 R eferring to  th e  tu rb u len t d issipation  in fully-developed un id irectional sa tu ra ted  
sta tio n a ry  flow in a  closed conduit. T urbulence due to  a ir en tra inm en t is n o t included in 
eq. (2.9).

2 I t  is noticed m oreover th a t  a'  is relatively  sm all com pared to  b'U,  hence the 
d e te rm ina tion  of a'  from a  linear regression analysis will be  prone to  a  relatively  large 
error.
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over the  convective accelerations (B urcharth  and  Andersen, 1995). In case 
of non-uniform  flow w ith  a  considerable large-scale convective transpo rt, an 
additional te rm  needs to  be included:

Several au thors have presented a  derivation for th e  inertia  term  in the 
extended Forchheimer eq. (2.13), based on th e  concept of added m ass , the 
ex tra  m om entum  needed for the  acceleration of fluid volume in the presence 
of an  obstacle. G u and W ang (1991) and van G ent (1992) derived an 
expression for the  inertia  coefficient c on a  theoretical basis:

where n  is the  porosity and  q p  the  virtual mass coefficient, a  nondimensional 
coefficient representing the  effect of added mass. B urcharth  and Andersen 
(1995) however argue the  validity of eq. (2.15), since a  pressure gradient 
ac ting  on a  fluid elem ent in a  porous m edium  was considered in the 
derivation of this equation. In reality, the pressure gradient acts on the 
entire sam ple of water and solids. Based on the  analogy of flow trough 
a  porous m atrix  containing cylindrical voids, they  propose the  following 
expression th a t  is assum ed to  have a  stronger physical basis:

T he analogy w ith th e  Morison equation for oscillatory flow around 
cylindrical struc tu res suggests th a t b o th  coefficient b and  c depend on the 
flow characteristics and the  com position of the  granular m atrix  (i.e. porosity 
and  the  surface roughness of the  individual grains in the  porous medium). 
S tric tly  speaking, the coefficients b and c in eq. (2.13) are thus no t to 
be considered as constants bu t are instantaneous values. In  engineering 
practice however, the coefficients are taken as constants depending on a 
characteristic  Reynolds and K eulegan-C arpenter num ber ( K C )  num ber, the 
la tte r  being a  representation of the  ra tio  between the turbulence and inertia 
effects.

van G ent (1995) perform ed a  detailed experim ental study  on the  effect 
of in ertia  in oscillatory flow tests. In  particu lar for low K C  num bers, the 
value of th e  friction coefficient b in oscillatorv flow was found to  increase, 
com pared to  the  value in s ta tionary  flow. A form ulation of b including the 
K C  num ber was proposed:

(2.14)

(2.17)
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w here ß p  is the  shape coefficient in sta tio n ary  flow. T h e  K C  num ber is 
defined as:

= (218)
50

where u(nax is the maxim um  filter velocity, T  th e  period of the  oscillatory 
flow and  £>„,50 the  median nom inal grain size. T he in ertia  coefficient c in 
eq. (2.15) was found to increase w ith a  param eter A c  accounting for the 
acceleration:

0.015 u L ax 0.015
7F =  0.85 -  — -  , A c  =  - a s  >    2.19

A c n g T  n / ( l  — n ) +  0.85

W hereas the  assum ption of tim e invariant coefficients b and c might 
seem reasonable for a  cyclic flow. B urch arth  and A ndersen (1995) question 
to  which ex ten t such an approach is valid for a  random  wave-induced flow.

2.1.3 Effects of an iso tro p y  an d  inhom ogeneity
T he previous concepts were derived assum ing an isotropic porous medium. 
In an  anisotropic porous m edium , the  hydraulic resistance changes w ith flow 
direction. Porous m edia consisting of stones more likely tend  to  have the 
longest axis of the  stones aligned horizontally (norm al to  the  gravity  force), 
and  the sm allest axis vertically. As a  result, the  hydraulic resistance in the 
vertical direction is larger th an  in the  horizontal direction.

van G ent (1995) proposed a  relatively simple correction to  the  ßp  
coefficient, including the  aspect ra tio  and th e  relative orientation of the 
flow w ith respect to the longest stone axis. T his correction however, was 
n o t verified experimentally.

T he intrinsic inhom ogeneity of th e  granular m aterial (i.e. the  stone 
grading) is incorporated in the  expressions of a and b th rough the  porosity 
and  characteristic  stone d iam eter. N aturally , differences in characteristics 
a t  m acroscopic scale cannot be im plem ented in one single set of porous 
m edia param eters.

2.1.4 Effect of a ir e n tra in m e n t
Air en trainm ent due to  tu rbu len t m ixing in the  presence of a  free surface 
leads to  tw o-phase porous m edia flow. In  th is  compressible flow, air bubbles 
can move independently from the  m ain flow, rem ain stuck in the  pores 
or move w ith  the m ain flow. According to  B arends (1980), the  hydraulic 
conductiv ity  K aw of the porous m edium  for two-phase flow decreases for 
increasing air fraction n a :

K aw ~  K w ( l  -  n a)3 ( 2 .2 0 )
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where K w denotes the  conductivity  of single-phase flow. T he air fraction 
n a is defined as th e  ra tio  of air volume to  the  to ta l volume of pore water 
and air.

Since th e  experim ental flow tests are  typically derived in a  closed 
conduit, th e  effect of air entrainm ent is not incorporated in th e  porous m edia 
param eters derived from these tests. H annoura and M cCorquodale (1978, 
1985) perform ed experim ental research on two-phase porous m edia flow and 
concluded th a t  th e  effect of air en trainm ent on the  hydraulic conductivity 
depends on th e  flow direction relative to  the  movement of the air phase. 
They proposed the  following modification to eq. (2.13):

a f b c, f, d v /  ,
I = T ^ : u + ( ï ^ ÿ u l u \ + c ^ - n “cos*  (2-21)

where c-2 is obtained  w ith eq. (2.15), replacing n  by an  effective porosity for 
two-phase flow: (1 — n a)n . $  is defined as the  angle of th e  flow direction 
of the  air-w ater m ix ture  relative to  the  movement of the  air phase (i.e. the 
vertical direction).

2.1.5 P o ro u s  m ed ia  flow p a ram e te rs
A num ber of researchers developed expressions for the friction factors a and 
b in eq. (2.3), b o th  using theoretical concepts (e.g. pipe flow analogy) or by 
perform ing labora to ry  te s ts  on porous flow. For a  (historical) background 
on th is research, reference is m ade to  e.g. B urcharth  and A ndersen (1995). 
I t  can be argued w hat kind of characteristic length scale D  is to  be used 
in eq. (2.7). N onetheless, the  concept of a  hydraulic radius for a  porous 
m edium  consisting of granular spheres is widely used. The hydraulic radius 
is th en  defined as the ra tio  of the  pore volume to the  pore surface area:

D  =  =  dn (2 22)
N kS k 6(1 - n )  1 ' j

where N k is th e  num ber of spherical grains, Ok is the  surface of a  spherical 
grain and d th e  spherical grain diam eter. Using the  hydraulic radius as a 
characteristic  length scale and  introducing the  filter velocity, which relates 
to the  microscopic or pore velocity as u = u / / n ,  eq. (2.7) is rew ritten  as:

/  (1 ~  n)2 - t - f e 1 (2.23)n 6 gd¿ n ó gd

where a p  and Pf  are dimensionless factors which need to  be determ ined 
experim entally, often referred to  as shape coefficients, a p  depends on Re, 
the  gradation  and  grain shape, and ß p  on the  sam e param eters plus the 
relative surface roughness of the  grains.
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A com prehensive overview of porous m edia param eters a ? ,  ß p  and 7 p 
in eq. (2.23) or eq. (2.13) is given by Troch (2000). T h e  review com prises the 
work published by various au thors on different types of m ateria ls in lam inar 
(Forchheimer) and  fully- tu rbu len t, steady  and unsteady  flow conditions. 
An im portan t com m ent in th is review concerns the  size of tes ted  m aterials. 
To the a u th o r’s knowledge, no experim ental values of shape coefficients 

are reported  for larger stone diam eters ( D 5 0 -  O.IO m ). Although 
ß p  may be expected to  show little  variation in fu lly-turbulent flow, the 
lack of experim ental d a ta  still induces some uncertain ty  when appljdng the 
porous m edia flow model a t p ro to type scale.

Based on practical design values of porous m edia param eters in fully- 
tu rbu len t flow, which is the  m ost common flow type in perm eable coastal 
s tructures, it can be shown (Troch, 2000) th a t  the  contribu tion  of the 
linear (auf )  and inertia  ( c du f / d t )  term  in the to ta l hydraulic resistance 
is very sm all com pared to  the  quadratic  term  (bu^\u^\). In addition , the 
im portance of an accurate  determ ination  of the  porosity  is stressed, since 
the friction factor b is much m ore sensitive to  the  porosity  th an  the  shape 
factor ß p  or grain  size D , due to  the  te rm  (1 — n ) / n 3 in eq. (2.23).

2.2 S tu d y  o f w av e -in d u ced  p o ro u s  flow

2.2.1 A n aly tica l so lu tions based  on p o te n tia l flow 
th eo ry

The only theoretical description of the  in teraction of w ater waves w ith  a 
porous m edium , which can be solved analytically, is provided by potential 
flow theory. Under th is approach, the  flow field is considered to  be 
irro ta tional (V  x Ü =  0) and  can be described by a  velocity po ten tia l (f>:

u { = nVcj) (2.24)

A solution is derived for a  homogeneous, rectangular porous m edium
011 a  flat b o tto m  with w ater d ep th  h , sub ject to  a  perpendicular incidence
of small am plitude waves w ith wave height H  and period T  (Le M éhauté, 
1957, 1958; M adsen, 1974; Sollit and Cross, 1972). Considering the  previous 
assum ptions, in troducing a  linearized hydraulic resistance and neglecting 
large-scale convective accelerations, the  NS equations reduce to the  following 
linearized non-sta tionary  Bernoulli equation (M uttray  and Oum eraci, 2005):

d(¡> p  . .
cn —— I (- aecind) =  const. (2.25)

d t pg

Several au thors have presented theoretical concepts for the  linearized
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hydraulic resistance coefficient aeq, see e.g. M adsen (1974); Sollit and Cross 
(1972). A concise overview on th is topic is given by M uttray  (2000).

A two-dimensional solution for the  velocity po ten tia l j) fulfilling the 
specific boundary conditions a t the  bo ttom  (z =  —h ) and  the  free surface 
(z  =  0) was first presented by Biesel (1950) and  Le M éhauté (1957, 1958). In 
th is  solution, a  factor e x p ( - ö k ' x )  accounts for the  exponential a ttenuation  
of wave height or pressure height along the direction of wave propagation 
(i.e. th e  horizontal ¿c-axis). In  th is exponential factor, <5 is a  dimensionless 
dam ping coefficient (accounting for the  dam ping rate) and  k ' the  internal 
wavenum ber (k ' =  2 n /L ' , where L ' is the  wavelength inside the  porous 
m edium ). Le M éhauté (1957, 1958) derived a  set of dispersion equations 
for k ' and 5.

T h e  theoretical approach based on p o ten tia l flow theory  yields a 
relatively simple solution for the  wave-induced porous flow in the  breakw ater 
core. However, th is m ethod will only provide accurate results when the 
flow field in the  clear fluid region is not characterized by intensive wave 
breaking, when the  influence of the  wave reflection on the  rear side of 
th e  breakw ater is lim ited and when the linearized hydraulic resistance 
coefficient aeq is effectively representing the  bulk hydraulic resistance of 
the  core m aterial (M uttray , 2000). Furtherm ore, the  theoretical solution 
assum es a  simplified geom etry of the  struc tu re , which does no t account for 
energy dissipation and deform ation of the flow field by a typical breakw ater 
slope. The analytical solution moreover yields a  dam ping ra te  <5 which is 
independent from the vertical position below the  free surface, in contrast 
to  w hat has been observed in experim ents (cfr. infra). I t  is clear th a t  this 
theoretical approach will no t yield accurate solutions in a  realistic case of 
wave interaction w ith a  complex RM B geometry.

2.2.2 E x p e rim en ta l research

Experim ental research on wave-induced porous flow in a  breakw ater core is 
typically  conducted by m eans of pore pressure m easurem ents. According 
to  th e  theoretical solution of Biesel (1950) and  Le M éhauté (1957, 1958), 
the  free surface elevation and pore pressure height inside a  rubble mound 
breakw ater decrease exponentially in the d irection of wave propagation. 
O um eraci and Part.enscky (1990) presented the  following expression for the 
dam ping of pore pressure height P( x )  in the  breakw ater core:

P ( x )  — P ç,exp(-Ô k'x) (2.26)

w here Pq is the  height of pore pressure oscillations a t  the  interface between 
core and filter layer, and  Ô and k ' the  dam ping coefficient and in ternal wave 
num ber, respectively.
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T he a tten u a tio n  of pressure height according to  (2.26) has been verified 
by various researchers, e.g. B ürger et al. (1988), Oum eraci and  Partenscky 
(1990) and  M uttray  et al. (1995, 1992), who all perform ed large-scale 
experim ents in th e  Grösser W ellenkanal, Hannover (G erm any) (GW K). 
Troch et al. (2002, 1998) conducted field m easurem ents on th e  Zeebrugge 
breakw ater (Belgium) and analyzed p ro to type  d a ta , experim ental d a ta  and 
num erical results. Small-scale experim ents were conducted by Haii (1991, 
1992) who reported  the  occurrence of constan t m axim um  w ater surface 
elevations in the  seaward p a rt of the  breakw ater core when sub ject to larger 
waves. T his is possibly induced by ‘in ternal wave overtopping’, where the 
wave run-up  on the  breakw ater core reaches the  to p  of th e  core and causes 
a  downward infiltration from th e  crest.

Two different approaches are distinguished to stu d y  th e  a ttenuation  of 
pore pressure height along a  horizontal section, depending on th e  specific 
core area  under consideration. F igure 2.2 contains a  definition sketch of 
the  reference system. T he first approach, used by Bürger et al. (1988) and 
B urcharth  et al. (1999), considers th e  full breakw ater core w ith  th e  starting  
poin t (X =  zco tana) of the  horizontal section a t a given depth  z  = z ' on 
the  interface between filter layer and  core.

swiz=j

z = z'_

z=-h

F ig u r e  2 .2 :  D e fin itio n  sk e tch  o f th e  re fe re n ce  sy s te m  u se d  in  th e  an a ly sis .

T he second approach proposed by M uttray  and  O um eraci (2005) 
restric ts  th e  analysis of wave propagation  to the  p a rt of the  breakw ater 
core where the  w ater surface rem ains inside th e  core during th e  entire wave 
cycle. In  th is  case, the  a n a p s is  is lim ited to values of x  larger th an  xo, 
w ith  xo corresponding to  the point of m axim um  wave run-up  on the core 
slope. T his approach trea ts  the  wave transform ation in the  seaward part 
of the  breakw ater (i.e. the arm our and filter layer and  th e  seaward p a rt of 
the  core) and  the  wave propagation inside the  core as two successive and 
separa te  processes. Using th is assum ption, the  influence of the  breakw ater 
geom etry on th e  pressure a tten u a tio n  should be absent or s tric tly  lim ited, 
and  th e  la tte r  should then  only be affected by the  hydraulic resistance of 
the  core m aterial.

Following the first approach, a practical calculation m odel was proposed
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by B urcharth  e t al. (1999) in order to  assess Pq and 5 in eq. (2.26). From 
m ultiple experim ents (e.g. Bürger e t al. (1988), O um eraci and Partcnscky 
(1990)) and  d a ta  from pro to type  m easurem ents (Troch et al. (2002)), it 
was observed th a t  the  wave-induced pore pressure height a t  the  interface 
between core and  filter layer does no t vary significantly along the  core slope. 
Accordingly, a  simple expression was proposed to  predict the  dimensionless 
‘reference pressure’, i.e. the  ra tio  between the  dynam ic oscillation of 
significant pressure height Po,rno/p<? and th e  incident significant wave height 
H mo,inc a t  th e  breakw ater toe:

^ m-°—  ^  0.5 (2.27)
PÇJ H r  ti.O .inc

B urcharth  et al. (1999) s ta te  th a t  the  ra te  of wave dam ping <5 in the 
direction of wave propagation increases w ith increasing wave length (for 
equal wave height) and decreases w ith  increasing wave height (for equal wave 
length). T hey  moreover found ô to  increase as the  considered horizontal 
section moves closer tow ards the  free surface. Based on the results from 
the  experim ents previously m entioned, the  following em pirical form ula was 
proposed in order to com plete the  practical calculation model:

J E L l
ö = a5hTr—  (2-28)O f l m O y i n c

where n  is the  porosity  of the  core, b the  to ta l w ith of the  considered 
horizontal section at dep th  z  — z ' (see Figure 2.2) and i7mo.¿nc and L y 
are the  significant wave height and  peak wave length a t the  breakw ater 
toe, respectively. A value for th e  dimensionless coefficient =  0.014 
was suggested, resulting from a  linear regression analysis applied to  the 
experim ental ¿ values. T he la tte r  were obtained by curve fitting of the 
pressure recordings to  eq. (2.26), assum ing th a t  the  wave length inside
the  core can be approxim ated as L p = L v¡ \jr\ .4. T he accuracy of this
calculation m odel, eqs. (2.27) and (2.27) will be further discussed in 
C hapter 4.

Following the  second approach m entioned above, M uttray  and  Oumeraci 
(2005) derived a  theoretical approach for the wave dam ping in the  rear part 
of the  breakw ater (x  > X o ) .  Different dam ping functions were established, 
based on th e  relationship between the  hydraulic resistance (predicted w ith 
the  Forchheim er equation eq. (2.3)) and the wave dam ping. Depending on 
the  actual flow properties, the  dam ping function takes a  linear, quadratic  or 
polynom ial form. T he theoretical solutions were validated w ith large-scale 
d a ta  obtained  in th e  G W K  flume and  proved to describe the  wave damping. 
However, an  em pirical correction was needed to  com pensate for deviations
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generated by simplifying assum ptions such as the  use of an  averaged filter 
velocit}- and  linearized dispersion equation.

2.3 M o d e ls  b a se d  on  th e  N av ie r-S to k es  
e q u a tio n s

T he hydrodynam ics of wave in teraction w ith perm eable struc tu res are 
characterized by an ensemble of nonlinear three-dim ensional processes, 
arising when surface w ater waves encounter an obstacle in the ir propagation, 
which can be e ither porous or solid. A num erical solution of such a problem  
is complex, due to  the wide range of length  scales which m ark the  different 
processes involved and th e ir  nonlinear interactions (del Jesus, 2011).

A m ultitude  of simplified,3 approaches exist to  m odel the  fluid flow in 
w ave-structure interaction. Regardless of the specific assum ptions which 
lead to the  simplified approach, their applicability is no t general. T he aim  of 
the  present s tu d y  is to investigate the  (nonlinear) w ave-structure in teraction 
w ith the h ighest possible accuracy and  level of detail. For obvious reasons 
only a  model based on th e  full NS equations will be suitable, since these 
equations (see C hapter 5 for a  m athem atical description) are th e  most 
general ones to  describe fluid flow. T hey  exactly represent the  physical 
processes involved, from a  microscopical point of view. Solutions need to 
be com puted point by po in t and connected in the whole dom ain in order to 
obtain physically m eaningful results.

All flow problem s in coastal engineering exhibit a free surface, i.e. an 
interface betw een gas (air) and  liquid (w ater). T he much lower density of 
air w ith respect to  the w ater 4 causes its inertia  to  be negligible com pared 
to th a t of w ater. In th is  sense, the  w ater moves independently, or freely, 
w ith  respect to  th e  air. T he only influence of the  air is induced by the 
pressure it exerts on th e  liquid surface and th e  effects of surface tension it 
possibly generates. T he free surface is no t explicitly incorporated  in the 
model equations b u t ra th e r  acts as a boundary  condition of th e  solution 
domain, which in addition  is no t fixed b u t moves and deforms under the 
action of the  fluid. Num erical techniques have been specifically developed 
to deal w ith  free surfaces.

A second im p o rtan t feature in th e  sub jec t of study  is the  presence of a 
porous m edium . Theoretically, a  direct resolution of the  NS equations inside 
the voids of th e  porous m edium , w ithout assum ptions or sim plifications of

3T his term  is used here to  denote  m odels w hich are not based on th e  full Navier-Stokes 
equations.

4T h e  density  of w ater is 998.21 k g / m  a t  20° Celsius. C om pared to  an  a ir  density  
o f 1.20 k g / m  u n d e r a tm ospheric  pressure an d  th e  sam e tem p era tu re , th e  ra tio  of bo th  
densities is a b o u t 1:829.
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anv kind, should deliver the  highest accuracy. Representing the  exact nature 
of th e  highly complex porous m atrix  and  the  enormous com putational 
cost (resulting from a  very large variation in flow length scales) are true 
stum bling blocks however, which render the  direction solution impossible 
to  date . Instead , an engineering approach is used to  represent the  porous 
m edium  in th e  num erical model, m aking use of the concept of a  porous 
m edia flow model (see section 2.1).

A synopsis of advances in NS solvers w ith  applications in coastal 
engineering is presented hereafter.

2.3.1 F ree-surface m odeling
Basically two different approaches for free-surface m odeling can be dis
tinguished, commonly referred to  as Lagrangian and  Eulerian m ethods. 
T heir classification is adopted  from the  fram e of reference in which they 
are developed.

T here  are two main variations to  the  Lagrangian approach. In a  first 
m ethod , th e  grid is em bedded in and  moves w ith  the  fluid, which is probably 
th e  sim plest means of defining and tracking a  free surface. Several finite- 
elem ent m ethods use th is approach. T he first applications in fluid dynamics 
go back to  th e  early 1970’s, see e.g. H irt et al. (1970). A particu lar variation 
to  th e  Lagrangian grid m ethod is the  P article F in ite  E lem ent M ethod 
(PFE M ) m ethod (O ñate e t al., 2004), presenting a  general form ulation for 
solving flu id-structure interaction problems. A Lagrangian description is 
used to m odel th e  m otion of grid nodes (particles) in b o th  fluid and structu re  
dom ains. Nodes are considered as particles which can freely move and even 
separa te  from the  main fluid dom ain representing, for instance, the  effect of 
w ater drops.

In a  second branch of Lagrangian m odels, referred to as (Lagrangian) 
particle methods, the equivalents of grid points are fluid particles moving 
w ith  the flow. T he fluid particles are assigned a  series of physical properties, 
m ass being the  most im portan t one. An a rb itra ry  num ber of particles 
co n stitu te  th e  free surface in th is m ethod. In  a  s tric t sense, it is no t a 
free-surface modeling technique since the  free surface is readily available 
in th e  meshfree m ethod w ithout further m anipulation. An exam ple of this 
kind of m ethod  w ith w idespread use in coastal engineering is the  Sm oothed 
P artic le  H ydrodynam ics (SPH) m ethod.

T h e  second class of free surface models are im plem ented in an Eulerian 
fram e of reference, which is perhaps a  more common way of representing 
th e  governing flow equations. T he earliest num erical m ethod devised for 
tran sien t, free surface flow problem s is the  M arker-and-Cell (MAC) m ethod 
(Harlow and  Welch, 1965). T his scheme is based on a  fixed Eulerian grid 
of control volumes. The location of fluid w ithin the  grid is determ ined
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by a  set of m arker particles th a t  move w ith  the  fluid, bu t otherwise have 
no volume, mass or o ther properties. G rid cells containing m arkers are 
considered occupied by fluid, while those w ithout m arkers are em pty (or 
void). A free surface is defined to  exist in any grid cell th a t  contains particles 
and  th a t  also has a t least one neighboring grid cell th a t  is void. Evolution of 
surfaces is com puted by moving th e  m arkers w ith locally in terpolated  fluid 
velocities. Some special trea tm en ts are required to define the  fluid properties 
in newly filled grid cells and  to  cancel values in cells th a t  are em ptied. In 
sp ite  of its  initial success, th e  m ethod presen ts a  num ber of drawbacks, e.g. 
a  high com putational cost due to  th e  large num ber of particles required 
(Flow Science, 2012).

A last m ethod discussed here is th e  Volume-of-Fluid (VOF) m ethod 
based on the  donor-acceptor approach first in troduced by H irt and Nichols
(1981). T his is an  advection scheme for free-surface tracking employed in 
a  considerable num ber of E ulerian NS solvers nowadays. T h e  idea for this 
approach originated as a  way to have th e  powerful volum e-tracking feature 
of th e  MAC m ethod  w ithout its  high com putational cost. In  each grid cell 
(control volume), the  fluid volume fraction  w ithin the  cell is defined as a 
sca lar quantity . Based on the am ount of fluid in each cell, free surfaces can 
be located, as well as surface slopes and surface curvatures. T he free surface 
can then  be located in cells partia lly  filled w ith  fluid or betw een cells full 
of fluid and cells w ithout fluid. F irst im plem entations of the  V O F m ethod 
suffered from the  possibility of overfilling or over-em ptying com putational 
cells when volume fluxes are significant in all th ree  directions and  the  tim e 
step  size is close to  the local C ourant s tab ility  lim it (B arkhudarov, 2004). 
T hese deficiencies were la ter rem edied by in troducing a  Piecewise-Linear 
Interface C alculation (PLIC) scheme. Using the  V O F m ethod  w ith  PLIC  is 
a  contem porary  standard . I t  is also used in the  num erical m odel which will 
be fu rther employed in th is work. More details on th is m ethod  are given in 
C h ap te r 5.

2.3.2 P o ro u s m edia flow m odeling
As m entioned before, it results to  be im possible in practice to  directly resolve 
the  fluid flow in a highly complex, irregular and  to rtuous porous medium. 
A solution to  th is problem  was presented  by Sollit and  Cross (1976), 
in troducing  the  concept of seepage velocity. According to  th is  simplifying 
approach, the  real flow velocity inside the  porous voids is replaced by 
an  equivalent velocity over a  continuous and  microscopically homogeneous 
bod}\ T he flow th a t  is confined to  the  in te rs titia l voids is th en  d istribu ted  
over the  whole medium, neglecting the  presence of the solid skeleton. This 
replacem ent avoids the  need of a  detailed represen tation  of th e  voids. Their 
presence however is still accounted for by including macroscopic properties
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like porosity  and perm eability  in the  flow description. A consequence of this 
approach is the loss of flow details inside the  porous medium. Furtherm ore, 
the  porous m edium  properties are assum ed to  be tim e invariant, i.e. the 
porous m edium  is composed of a  rigid skeleton th a t  does no t show any 
deform ation under the action of the  fluid flow.

M athem atically, the  seepage velocity concept is a  decom position tech
nique which resembles the Reynolds ensemble averaging technique for 
tu rbu len t flows (see C hap ter 5). T he instantaneous (real) velocity u* is 
split into th ree  com ponents:

u* =  u s +  u s + u t (2.29)

where u s is the  seepage velocity and u s and u t are respectively spatial 
and tem poral velocity fluctuations. T he spatia l fluctuations are due to 
geometrical irregularities of the  porous m atrix  or boundary  layers developing 
in the  porous structu re . T he tem poral fluctuations arise from unsteady flow 
features such as tu rb u len t eddies in the  pore holes. The same decom position 
is applied to  th e  pressure field.

The spatia l and  tem poral fluctuations are locally defined and may 
present ab ru p t changes, while th e  seepage velocity represents the  mean 
flow variation. In  fact, the  seepage velocity resembles the  filter velocity uJ 
defined in section 2.1. T he filter (or discharge) velocity is also an  averaged 
porous flow velocity. However, it is averaged in a  specific volume containing 
bo th  fluid and  solids, while the  seepage velocity is defined as the  average 
velocity of the  fluid contained in the  averaging volume. B oth  are related 
trough the  porosity  n  of the  porous medium:

=  n u s (2.30)

where n  is the  to ta l volume of voids (accessible to the  fluid) divided by the 
to ta l volume of th e  porous m edium  considered.

If the instan taneous flow velocity in the  NS equations is replaced by a 
decom position according to eq. (2.29), tim e-averaging and volume-averaging 
operations are needed to  elim inate the  velocity fluctuations. W ithout 
specifying exact values for the averaging tim e interval and volume, Sollit and 
Cross (1976) s ta te  th a t  th e  averaging tim e increm ent should be much smaller 
th an  the scale of m acroscopic unsteadiness and th a t  the  averaging volume 
m ust contain a  sm all b u t finite num ber of pores. Different approaches have 
been followed to  im plem ent the  seepage velocity concept. Volume-Averaged 
Reynolds-Averaged Navier Stokes (VARANS) equations (Hsu e t al., 2002; 
S lattery , 1999) and  tim e averaging volume-averaged equations (de Lemos, 
2006) are m entioned as two m ain approaches (del Jesus et al., 2012).

A review of existing V O F m odels applied in coastal engineering learns 
th a t there  is no t a  unique m ethod to  incorporate a  model for porous media
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flow. Alaini}' two different concepts in porous m edia flow m odeling can 
be distinguished: (i) by applying volume-averaging techniques and  (ii) 
by directly adding a  porous drag  term  in the  m om entum  equations5. It 
is moreover noticed th a t  the  specific approach to  incorporate the  porous 
m edia flow m odel is closely connected w ith  grid com position and obstacle 
representation (see the  difference between body-fitted meshes vs. cut-cell 
approach in C hap ter 5).

Taking a  closer look, it seems th a t the  m ain difference betw een both  
approaches can be rela ted  to  the  trea tm en t of tu rbu lence in the  porous 
m edia flow. Using the  concept of seepage velocity and the  Forchheimer 
drag m odel (eq. (2.3) or eq. (2.13)) provides a  m eans to  represent the 
flow losses in th e  num erical m odel in term s of an  averaged macroscopic 
velocity. Since th e  derivation of the  friction factors in th e  Forchheimer 
drag model is usually  based on experim ental m easurem ents w ith sa tu ra ted  
unidirectional flow in a  closed conduit, only the  flow losses included in such 
type  of flow will be modeled. In  th is  respect, these flow losses are to be 
considered as flow losses arising a t  microscopic scale (i.e. inside the pores), 
involving tu rb u len t fluid shear stresses due to  the  geom etrical s tru c tu re  of 
the  individual grains inside the  porous skeleton (inertial dispersion) and 
discrete shear and  pressure forces acting onto the  fluid along the external 
surfaces of th e  grains. Macroscopic flow losses due to  velocity gradients over 
a  larger length  scale, in a  specific flow p a tte rn  th a t  is induced m ainly by 
the macroscopic geom etry of the  porous m edium  do not correspond w ith 
the  flow conditions which lead to  the  (extended) Forchheim er drag model.

Several au thors (see e.g. N akayam a and K uw ahara (1999)) have worked 
on the m odeling of m acroscopic turbulence in porous m edia flow, using 
the seepage velocity concept. Applying volume-averaging to  the RANS 
equations, a  decom position based on Reynolds-averaged quantities q (i.e. 
pressures or velocities) is perform ed, sp litting  the instan taneous value q into 
a  volume-averaged com ponent (q )fi  a  tu rbu len t (q')  and a  spatial fluctuation 
(<?"):

q =  (q)f  +  q' +  q" (2.31)
In th is way, th e  usual RANS equations are retrieved, w ith  additional term s 
due to  the volum e-averaging process. T he la tte r  term s are then  lum ped 
into a  macroscopic drag te rm  according to  eq. (2.3) or eq. (2.13), because 
they represent the  aforem entioned microscopic flow losses. In  th e  reviewed 
models, the  control volumes are identical to the  cell volumes, tu rn ing  the 
volume-averaged cell-based quantities into regular cell-based quantities. In  
th is way, the  VARANS approach become equivalent to  the  approach where 
a  porous drag term  is d irectly  incorporated  into the  m om entum  equations.

5T he presence of a  porous m edium  should  also be  included in th e  m ass continuity  and 
kinem atic free-surface b o u ndary  condition  (if applicable), see C h ap te r 5.
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T h e  oni}' possible difference between b o th  approaches then  stem s from the 
tu rb u len t shear stress term , which under the VARANS approach can be 
explicitly modeled inside porous media. Reference is m ade e.g. to  del Jesus
(2011), who applied volume-averaging to  two different turbulence models: 
the  k-e m odel6 and  the  SST model (M enter, 1994). T he closure term s in 
the  k-e m odel are based on the  work of N akayam a and K uw ahara (1999). 
I t  is noticed th a t this macroscopic turbulence model and closure term s 
were derived for fu lly-saturated  flow. A validation s tudy  for two-phase 
flow has no t been reported, to  the au th o r’s knowledge. E xperim ents have 
shown (H annoura and M cCorquodale, 1985) th a t air en trainm ent causes a 
considerable reduction of the  hydraulic conductivity, which is likely due to 
noticeable changes in the  physical processes involved in tw o-phase tu rbu len t 
porous m edia flow, e.g. the  tran sp o rt of air bubbles and possible blockage 
of pore holes.

Even w ithin  the  VARANS approach differences are noticed in the 
form ulation of th e  model equations (del Jesus, 2011). In  th is respect, it is 
im p o rtan t to  recognize th a t an interface betw een the  clear fluid and  a  porous 
obstacle, or between porous obstacles w ith different hydraulic conductivity, 
m a3r in troduce sharp  variations in the  flow field. In some volume-averaging 
approaches, m atching conditions for velocity and shear stresses are imposed 
a t  these k ind of interfaces, see e.g. de Lemos and Pedras (2001). In the 
m odel developed by del Jesus (2011), the prescrip tion  of such m atching 
conditions is avoided by deriving one single set of equations applicable in 
b o th  th e  clear fluid and porous medium. In the equations, the  porosity 
function is included inside th e  spatia l derivatives in the  conservation 
equations, in order to correctly represent th e  interfaces appearing  a t the 
transitio n  betw een clear fluid and  porous m edia or between porous media 
w ith  different characteristics. In  the  model used further in th is  work, which 
uses a  cut-cell approach, the presence of such interfaces is autom atically 
satisfied by inclusion of cell-based area and volume fraction functions in the 
conservation equations.

2.3.3 A pp lica tions in  coasta l eng ineering

In  th e  last decade, many efforts have been m ade in developing and validating 
num erical models to  s tudy  wave in teraction  w ith (perm eable) coastal 
struc tu res. Among the  m ethods based on the  NS equations previously 
m entioned, to  th e  au th o r’s knowledge, it appears th a t  two m ethods are 
nowadays widely used w ith in  the field of coastal engineering: the  SPH 
m ethod  and  Navier-Stokes solvers based on the  VOF m ethod.

T he first a ttem p ts  to  model free-surface flows w ith  the  SPH  m ethod

6see C h a p te r 5
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were carried ou t by M onaghan (1994). E ver since, the  m ethod has known 
an  increasing num ber of applications in  the  field of coastal engineering. 
A general introduction  on the  application  of SPH  in wave m odeling is 
given e.g. by D alryinple and Rogers (2006). T he m ethod has already 
been applied to  wave in teraction  w ith  perm eable coastal structu res, see e.g. 
Shao (2010) who presented a two-dim ensional m odel for wave interaction 
w ith  a  perm eable structure . A lthough th e  SPH  m ethod  shows a rem arkable 
developm ent in recent years, it  is relatively new in coastal engineering. The 
validation of these models in wave in teraction  problem s w ith  perm eable 
s tru c tu res  is still very lim ited. Consequently, th is kind of m ethod has not 
been considered for further use in the presen t study.

T he first application of Eulerian NS solvers using the  V O F m ethod 
in coastal engineering is probably to  th e  account of A ustin  and  Schlueter
(1982), who used the  SOLA-VOF code (Nichols et ah, 1980) to  determ ine 
the  flow field in a  porous arm our layer in a  simplified rectangular breakw ater 
section. Several successor codes have been  developed subsequently from 
SOLA-VOF, extending the  original m ethod  to  a  wider range of applications. 
A historical overview of key developm ents in V O F m odels used in the 
field of coastal engineering is given by Troch and  De Rouck (1999), 
who also presented a  model called V O Fbreak2. T he model was derived 
from SOLA-VOF and modified w ith some im provem ents and  fixes in the 
donor-acceptor algorithm  used in th e  V O F m ethod. A Dirichlet-type 
wave boundary  condition w ith active absorp tion  was im plem ented and the 
governing equations were extended w ith  the  Forchheim er resistance term s 
to  represent porous m edia flow. T he num erical model was validated  w ith  a 
num ber of experim ental d a ta  sets, derived from  physical scale m odel testing 
and pro to type  m easurem ents on the Zeebrugge breakw ater (Belgium).

One of the  successor codes of SOLA-VOF, called R IP P L E  (K othe et al., 
1994) was modified w ith a  k-e tu rbulence m odel by Liu and Lin (1997) 
to sim ulate breaking waves. Wave generation  boundary  conditions were 
moreover im plem ented in th is two-dim ensional m odel, called COBRAS 
(Cornell B R caking waves And S tructu res). In  an evolution of th is model, 
Liu et al. (1999) included a  porous m edia flow model by volum e averaging 
th e  RANS equations according to the  seepage velocity concept (cfr. supra). 
H su et al. (2002) further developed th e  m odel in order to  account for 
tu rbulence inside th e  porous medium, based on the  turbulence closure model 
presented by N akayam a and  K uw ahara (1999). T he m odel was applied in 
a  2D stu d y  of a  com posite breakw ater.

F urther developm ent of COBRAS, adop ted  in COBRAS-UC, include 
th e  im plem entation of wave generation boundaries for sim ulation of sea 
s ta te s  (Losada et al., 2008). T his model has been successfully validated in 
a  num ber of cases, e.g. for a  low-m ound breakw ater (L ara e t al., 2008),
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for a  study  of s tru c tu re  stab ility  (Guanche e t al., 2009) and for wave 
transform ation  on a  barred  beach (Torres-Freyerm uth et ah, 2010).

T he previous m odels were lim ited to  2D flow. Hur et al. (2008) presented 
a  num erical model to  analyze 3D wave diffraction and transm ission on a 
com posite breakw ater. T his model docs no t apply volume-averaging of the 
NS equations bu t includes area  and  volume fractions in the  m om entum  
equations to  represent the geom etry of the porous s tructu re , modeling the 
porous m edia flow resistance w ith  a  drag  term . More recently, del Jesus et al.
(2012) presented IH3VOF, a  m odel for 3D wave interaction w ith perm eable 
structures. The model makes use of the VARANS concept to  sim ulate 
tu rbu len t two-phase flow in porous media.

2.4 C o n c lu sio n s

T he lite ra tu re  review presented in th is  chapter has identified the  advances 
in the  field and curren t s ta te  of knowledge in three key aspects of the 
present study. Firstly, an overview on the theoretical concept to  describe 
porous m edia flow was presented. T he basic equation for steady porous 
m edia flow was first presented by Forchheimer (1901). T his equation was 
la ter extended to  unsteady flow. Furtherm ore, variations to the  equation 
have been proposed to  describe fullv-turbulent and two-phase porous media 
flow. The Forchheimer model is based on experim ental calibration of 
dim ensional coefficients. A synopsis of porous m edia param eters derived 
from experim ental flow tests  perform ed by various au thors is given by Troch 
( 2000 ).

A second aspect of th  lite ra tu re  review deals w ith the  description of the 
porous flow field in perm eable coastal structu res, w ith special a tten tion  to 
RM B structures. An analytical solution for wave-induced flow in porous 
m edia is obtained w ith po ten tia l flow theory. I t  provides a  theoretical basis 
for the  description of the  a tten u a tio n  of flow m otions w ithin the  porous 
m edium , according to  a  negative exponential function. T he assum ptions in 
th is approach however, simplifying the  geom etry of the  porous struc tu re  and 
considering irro tational flow, render this m ethod unsuitable for cases where 
the  real solution to  th e  problem  is marked by a  high degree of nonlinearity.

Several researchers have confirmed an exponential decay of surface 
elevation and pore pressure height in the core of a  RM B, by means of 
experim ents on physical scale m odels and pro to type m easurem ents. As 
a  result, a  practical calculation m ethod was proposed (B urcharth  e t al., 
1999) from which the wave-induced pore pressures can be related to the 
incident wave param eters in a  straightforw ard m anner. M uttrav  (2000) 
derived dam ping functions for th e  wave height a ttenuation  w ithin the  core, 
based on experim ents from a  large scale m odel in the  G W K  flume. In
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th is  approach however, th e  influence of the breakw ater slope on th e  spatial 
d istribu tion  of pore pressures was excluded. I t  is rem arked th a t  the  la tte r 
large-scale te s ts  provide an  excellent basis for fu rther research.

Finally, the  advances in th e  developm ent of num erical solvers based on 
the  NS equations are discussed, which natu ra lly  provide the  m ost accurate 
solutions for the  wave-induced porous flow field in coastal structu res. The 
m ost w idespread models for coastal engineering applications are models 
based on the  V O F approach, providing a  com putationally  efficient m ethod 
for free-surface tracking. To represent porous m edia flow, use is m ade of 
the  seepage velocity concept, which can be im plem ented either by volume- 
averaging of the  NS equations or by incorporation of a  porous drag term  
in the  m om entum  equations. In  practice however, it tu rns ou t th a t  both  
m ethods are equivalent.

The review of a  selected, no t exhaustive, num ber of 2D and 3D models 
based on the  V O F m ethod proves the  value of these m odels in predicting 
wave in teraction  w ith  perm eable structures. To the  au th o r’s knowledge 
however, the  validation studies are typically lim ited to  simplified cases on 
a  reduced scale. T his m otivates the  need for a  thorough validation using 
large-scale d a ta  from a  realistic m ulti-layered RM B, w ith inclusion of long
term  transien t effects under cyclic wave loading.



3 Physical scale model tests

3.1 In tro d u c tio n

In th e  previous chapter, the  large-scale tests  perform ed by M u ttray  (2000) 
in th e  large wave flume (GW K) in Hannover have already been highlighted. 
T his d a ta  set is probably unique in its kind and  provides an  excellent basis 
for fundam ental research on wave-induced porous flow in a  RM B, for a 
num ber of reasons:

• th e  large scale (1:5), excluding possible effects due to  incorrectly scaled 
lam inar porous flow in the core;

• a  very extensive and accurate m onitoring of pore pressures and surface 
elevations;

•  an  accurate  determ ination  of the  porous m edia flow characteristics of the 
breakw ater m aterials;

•  a  broad variation in regular and  irregular wave conditions;

I t  is deem ed useful to  provide a  concise description of the  GW K model 
te s ts  in th e  present chapter, since th e  work developed further on will heavily 
rely on th e  results obtained by these model tests . A synopsis of available 
inform ation is presented hereafter, provided in the  m anuscrip t of M uttray  
(2000). For further details on the  experim ental se tup  not included here, 
reference is m ade to M uttray  (2000) or M uttray  and Oum eraci (2005).

In  addition, a  second experim ental setup is presented, perform ed by the 
au th o r in th e  wave flume of G hent University (Belgium ), hereafter referred 
to  as the  UG model. T he tests concern pore pressure m easurem ents on a 
sm aller scale m odel (1:30), w ith  a  distorted  core fraction in order to  m aintain 
Froude scale similarity. In the  next chapter, the  results of the  small-scale 
and  the  large-scale model tests  will be jo in tly  used in the  developm ent of an 
im proved calculation model for the  wave-induced pore pressure d istribution  
in th e  breakw ater core.

3 1
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3.2 L arg e-sca le  G W K  m o d e l te s ts

3.2.1 W ave flum e layout

A sketch depicting the  layout of the  wave flume is given in F ig 3.1, including 
a  definition of the  reference system . T h e  wave flume has a  to ta l length of 
300 m. A 100 m  long, 1:50 foreshore slope makes th e  transition  between 
flume beds near the paddle (the far-field) and breakw ater model (the near
field).  T he  s ta r t point of the  foreshore is located a t a  distance of 133.95 m 
from th e  paddle in its initial position (x  = 0 m ). T he foreshore continues in 
a  2 m thick sand layer on which the  breakw ater model is constructed. The 
sand has an average grain size £>so=0 .22  mm and a  hydraulic conductivity 
of 2.6 * IO- 6  m  /s. M uttray  (2000) reports  some erosion of the  sand bottom  
in the  vicinity of the slope toe and th e  toe of the  breakw ater, which has 
been considered when determ ining the  local w ater depth  a t the  breakw ater 
toe. A 1:6 im perm eable asphalt dike is positioned a t  the  end of the  flume 
(x  =  250.07 m) as a  spending beach. T h e  toe of the  breakw ater (the point 
closest to  th e  wave paddle) s ta rts  at. 243.95 m from the  piston.

T he G W K wavemaker operated in th e  tests  consists of a  wave piston, 
com bined w ith an upper ro ta ting  flap. T he system  is equipped w ith 
an  active absorption system  (Schm idt-K oppenhagen et ah, 1997). The 
m axim um  piston stroke is ±  2.0  m , superim posed by upper flap movements 
of ±  10 degrees. An em pirically corrected trochoidal wave profile is applied 
in case of regular waves, in order to enhance th e  stability  of the  wave tra in  
(M uttray , 2000).

piston

I r  , i i , . . i . i T i , , i r , i i i , ,------ ,------ ,------ ]------ .------ 1------ i------ 1------ 1

0  5 0  1 0 0  1 5 0  2 0 0  2 5 0  3 0 0

F ig u r e  3 .1 :  Layout of the GW K flume w ith indication of far-field (FFx) and 
near-field (NFx) wave gauges. Dimensions in m (stretched in vertical direction).

3.2.2 B reak w a te r m odel

A detailed view on the  breakw ater cross section is given in Fig 3.2. The 
breakw ater consists of an Accropode arm or layer (slope 1:1.5), filter layer, 
gravel core, toe protection and crest wall. T he m aterial specifications, 
adopted  from M uttray  (2000), are sum m arized in Table 3.1. Fig. A.1-A.4
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in A ppendix A shows th e  different p arts  of the  breakw ater model.

T M l T M 2  T M 3  T M 4  T M 5 T M 6  T M 7 T M 8 TM 9

\ 7  + 3 . 7 5  m

 X Z_ r 2 . 9 0 m
S W L  3 7  -*-2.50m~

p ressu re  c e lls  D M D x

y  ±0.00m

F ig u r e  3 .2 :  Cross section of the GW K breakwater model, w ith indication of 
pressure (DMDx), run-up (RUx) and wave gauges (TM x). Figure adapted  from 
M uttray  (2000).

T a b le  3 .1 :  P roperties of geometry, m aterials and porous flow conditions related 
to  the  GW K breakwater model.

a rm o u r to e u n d e r la y e r co re

ty p e Accropode basalt rock quarry rock gravel
(80 150 mm) (22 56 mm)

lay e r th ic k n . [m] 0.60 0.40 0.40 '0.30 N A
M 5 0  [kg] 40 80 1.95 0.079
£G ,5o M * 0.257 0.300 0.090 0.031
Ö n ,85/Rn,15 ["] - - 1.58 1.74
a sp e c t  r a t io  [ - ] 2 1 - 2 .6 2

n  [-] 0.510 0.4503 0.394 0.388
a F i-r 305 305 305 1007
ß F  h 4 1.27 1.27 1.27 0.63
7 f  H 5 0.52 0.43 0.43 0 . 0 0

R e  6 (5 .0 -10 .1).IO 5 (6 .7 -13 .3 ). IO5 ( 1 .4 -  2.7).10r> (2 .4-25 .6).IO 3
K C  [-Ie 23-153 22-148 51-338 8-226

1 -On,50 =  (M 5 0 / p r) 4 '  ̂i P r is the  apparent rock mass density
2 max. length divided by min. distance between parallel lines through which the particle 

would pass (CIRIA et al., 2007)
3 hypothetical value
4 according to a  and b in eq. (2.23), based on ö n ,50

5 according to c in eq. (2.15)
6 corresponding w ith  GWK wave tests (M uttray, 2000)
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3.2.3 In s tru m e n ta tio n
Different aspects of th e  th e  wave m otion on the  breakw ater slope were 
m easured, including wave run-up , pressure d istribu tion  on the  slope and 
w ater surface elevations. T he wave propagation  inside the  s tru c tu re  was 
determ ined by wave gauges (TM x) installed inside the  core and  b)r wave 
run-up gauges (RUx) a t the  boundaries of the different, layers. T he pore 
pressures were m easured by pressure transducers (DM Dx) inside th e  core 
(at three different levels) and along the  boundaries of the  different layers. 
T he location of the  m easuring devices a t  and  inside the  breakw ater are 
indicated in Fig. 3.2. A full list of all m easuring devices w ith exact position 
is included in Table A .l in A ppendix A. All d a ta  were recorded a t  40 Hz.

3.2.4 H y d rau lic  b o u n d a ry  cond itions
T he hydraulic boundary  conditions are sum m arized in Table 3.2. An 
im portan t aspect of the  wave conditions concerns the  choice of Still W ater 
Level (SWL) and  wave height. To avoid downward infiltration  into 
the  breakw ater core from the  crest of th e  breakw ater, wave overtopping 
conditions were excluded from the  tests. For the given breakw ater slope 
(cota = 1.5), the  employed ranges of waves steepness resu lt in nonbreaking 
(surging) wave conditions, since values of the  breaker p aram eter £ are larger 
th an  2-3 (E urO top, 2007). R anges of £ are included in Table 3.2. £ is defined 
by eq. (3.1a) or eq. (3.1b), for regular and  irregular waves respectively:

tana  , .
( 3 ' l a )

t  =  ■ tana  (3.1b)
^ H m0/ ( g T l _ h0)

where Tm- i ,o =  m _ i/m o  is a  spectral wave period, defined as the  ra tio  of 
the  first negative to  the  zeroth m om ent of the  variance spectrum  of incident 
waves a t the  toe  of the  s truc tu re . H m  or H m0 refer to  th e  incident mean 
or significant wave height a t  th e  toe of the  breakw ater in case of regular 
and irregular waves, respectively. It is noticed th a t in a  lim ited num ber of 
irregular waves tests, th e  wave front of the  steepest waves m ight becoming 
unstable and show a light form  of wave breaking, as reported  by M uttrav  
(2 0 0 0 ).
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T a b le  3.2: Hydraulic boundary conditions in GW K tests.

re g u la r  w aves i r re g u la r  w aves

w av e  s p e c tru m N A TM A1
w a te r  d e p th  h  [m]2 2.5 '2.9 2.5 '2.9
H in c /h  I - ] 2 0.08 - 0.48 0.08 - 0.38
k h  [—] 0.32 - 1.45 0.32 - 1.45
Î H 3.2 - 15.7 3.3 - 13.6

1 Hughes (1984)
2 a t breakwater toe

3.3 S m all-sca le  U G  m o d e l te s ts

3.3.1 W ave flum e layout

T h e  experim ental research (Vanneste and Troch, 2010) was conducted in 
the  wave flume of G hent University, which is 30 m  long, 1.2 m high and 
1 m  wide. A  sketch depicting the  layout of th e  wave flume is included 
in A ppendix B (Fig. B .l) , including a  definition of the  reference system. 
W aves are generated  w ith a  piston wavemaker w ith  active wave absorption 
(Troch, 2000), using the  feedback of surface elevations of 2 wave gauges in 
the  vicinity of th e  piston face. A 4.4 m  long, 1:20 im perm eable foreshore 
slope makes th e  transition  between flume beds near the paddle and the 
breakw ater m odel. The s ta r t point of the  foreshore is located a t a distance 
of 6.4 m from  the  paddle in its  initial position (x  =  9.36 in). T he foreshore 
continues in  a  0.29 m thick screed layer on which the breakw ater model 
is constructed . A  void of 0.05 m w idth below th e  foreshore connects the 
‘seaw ard’ and  ‘landw ard’ sides, allowing th e  recirculation of transm itted  
w ater. A gravel spending beach is constructed  a t  the  end of the  wave flume. 
T he toe of th e  breakw ater (the point closest to  the  piston) s ta rts  a t  17.54 
m  from  th e  p iston  (x  — 20.5 m).

3.3.2 B reak w a te r m odel

T he b reakw ater model is based on the existing design of a  low-crested 
breakw ater bu ilt for the  new p o rt entrance in O stend (Belgium) constructed 
in 2010-2012. T h e  model cross section was scaled a t 1:30 and slightly 
modified in th e  framework of th e  present research. In  particu lar, the  crest 
level was raised to  0.20 m above SW L to  avoid overtopping in th e  applied 
wave conditions (see section 3.3.4). T he experim ental set-up consisted of 
a  rubble-m ound breakw ater w ith  a  m ulti-layered cross section consisting of 
arm our layer (slope 1:1.5), underlayer, core and  toe pro tection  (see Fig. 3.3). 
T hree  different types of arm our layers were used : HARO units, Antifer units
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and  coarse gravel. M aterial specifications are sum m arized in Table 3.3.

W G 3

'♦Q.IOm

W G 4

T

F ig u r e  3.3 : Cross section of the UG breakwater model w ith indication of pressure 
(Px) and wave gauges (WGx).

A point of particu lar in terest concerns the  scaling of the  core m aterial. 
In  order to  avoid a  possible incorrect represen tation  of th e  porous flow in 
the  breakw ater core, the  size of the  core m aterial was determ ined by a 
scaling procedure according to  B urcharth  et al. (1999). T he application of 
the  scaling procedure assum es th e  knowledge of the  hydraulic properties of 
the  rock m aterial. Therefore, a  lite ra tu re  review of tested  rock gradings 
was carried  ou t, resulting in the  selection of stone sam ple ‘te s t 2’ (5-25 mm) 
from the  rep o rt of B urcharth  and  C hristensen (1991). T h is m eans th a t the 
core m ateria l has been scaled w ith  a  larger scale (1:19) th an  th e  geometrical 
m odel scale (1:30).

Using the  available sieves in the  laboratory , th is stone fraction  ‘test 2’ 
was reconstructed  to m atch the  original sam ple as far as possible. The 
shape class of a  representative sam ple taken  from the  stone m aterial was 
determ ined  according to  the  m ethod specified by CIRIA  e t al. (2007). 
D etails are given in Fig. B .3 in A ppendix B.

Since it is im portan t to  have an accurate value for the  porosity  in the 
scaling procedure, m easurem ents on the  core m aterial were carried ou t both  
in a  recipient and  ‘in s itu ’. The. la tte r m ethod is perform ed on the  m aterial 
as bu ilt in the  wave flume. A procedure has been elaborated  to  m easure the 
porosity, by first weighing the  am ount of stones in well-determ ined volume 
in sa tu ra ted  surface dry conditions, followed by m easuring th e  mass of 
w ater added to  a  control volume. Subsequently m easuring the  bulk volume 
occupied by th e  stones w ith  a  surface profiler, the  porosity could then be 
determ ined. By m easuring the  bulk volume before and after com pactation 
under wave loading, possible variations in th e  porosity could be detected. 
T he stone density  required in th e  previous procedure v/as m easured from a 
represen tative sam ple in sa tu ra ted  surface dry  conditions.
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T a b le  3 .3 :  Properties of geometry, m aterials and porous flow conditions related 
to  the UG breakwater model.

A rm or Filter Core

ty p e HARO Antifer gravel 
(35 50 mm)

gravel 
(25 '40 mm)

crushed rock 
(5 '25 mm)

layer th ickn. [m] 0.115 0.102 0.115 0.07 N A
M 50 [kg] 0.542 0.330 0.139 0.063 0.005
D so  [m] 0.070 0.060 0.043 0.033 0.0138
Ö 85/Ö 15 [-] N /A N 'A 1.18 1.37 1.84
a sp ect ratio  [-] N A N A - - 2.3
n  [-] - - - - 0.4071

[ - F - - - - 1053
0 F  H 2-3 - - - - 3.45
R e  [-] 3’4 - - - - 182-1767

1 experimental measurement in UG flume
2 according to  a  and b in eq. (2.23), based on Dgo-
3 derived from stationary  flow test (Burcharth and Christensen, 1991)
4 valid range derived from experimental flow tests

3.3.3 In s tru m e n ta tio n

In  to ta l, 24 pressure gauges (Px) were installed to  m easure pore pressures on 
the filter and  core slope and inside the  core of the  breakw ater. T he positions 
of the  pressure gauges are indicated  in Fig. 3.3. T he sensors are placed in 
3 levels, separated  0.10 m  from each other, th e  lowest level a t a  distance of 
0.10 m  above the  local seabed. T he pressure transducers m easure absolute 
pressures, resulting in high-precision m easurem ent.

T he w ater movement inside the  breakw ater core was m easured w ith three 
wave gauges (W Gx, see Fig. 3.3), protected by a  perforated plastic pipe. 
One wave gauge (W G4) a t the  rear of the s tru c tu re  was used to  m easure 
wave transm ission. P ictu res showing the  m easurem ent instrum entation  and 
the  test facility are shown in Fig. B .4 and B .5 in A ppendix B.

A full list of all m easuring devices w ith exact position is included in 
Table B .l in  A ppendix B. All d a ta  were sam pled a t 40 Hz.

3.3.4 H y d rau lic  b o u n d a ry  conditions

The hydraulic boundary  conditions are sum m arized in Table 3.4. A constant 
w ater dep th  of 0.4 m was used. The test program  consisted of regular and 
irregular wave trains. As in G W K  tests, the wave heights and periods were 
chosen in accordance w ith  the crest level in order to avoid wave overtopping. 
T he range of wave heights for the  regular waves varied between 0.02 and 
0.10 m . Wave periods ranged betw een 1.09 and 2.6 s. Irregular wave are 
generated according to  a. JO N SW A P spectrum  (7 = 3 .3), w ith  significant
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wave heights from 0.06 to  0.10 m and  peak periods from 1.3 to  2.6 s. The 
length of b o th  regular and  irregular wave tra ins determ ined to  include at 
least 500 waves. This provided a  sufficient dura tion  to  elim inate transien t 
effects in th e  pressure recordings and  to  track  the  po ten tia l w ater level set
up in the breakw ater core.

During tests, no explicit wave breaking on th e  breakw ater slope was 
observed, in accordance w ith the  wave conditions from the  te s ts  series. 
Only the  largest waves in  the  te s ts  w ith irregular waves are s itua ted  in 
th e  transition  zone betw een breaking and  nonbreaking (£ betw een 2 - 3 ) ,  
and m ight be associated w ith  a  m ild form of wave breaking. Ranges of the 
breaker param eter £ are given in Table 3.4.

T a b le  3.4: Hydraulic boundary conditions in UG model.

r e g u la r  w a v e s ir r e g u la r  w a v e s

w a v e  s p e c t r u m N 'A JONSW AP (7=3.3 ) 1
w a te r  d e p t h  h  [m ]1 0.4 0.4
H inc/ h  [ - ] 1 0.04 - 0.28 0.17 - 0.28
k h  [-] 0.51 - 1.50 0.51 - 1.16
£ H 2 .7 - 16.0 3.1 - 6.7

1 Joint N orth Sea Wave Project (JONSWAP), Hasselmann et al. (1973, 
1976)

2 a t breakwater toe



4 An improved pore pressure 
calculation model

4.1 In tro d u c tio n

A relatively sim ple practical calculation m ethod (B urcharth  e t ah, 1999) 
can be used to  determ ine the  pore pressures in the  core of a  RM B, if the 
incident wave param eters a t the  toe of th e  s tru c tu re  are known. As will 
be  shown fu rther however, th is m ethod seems too  sim plistic to  cap tu re  the 
variation in spatia l d istribu tion  of pore pressures when the  incident wave 
conditions vary  significantly. T his shortcom ing is th e  m ain m otivation to 
search for an  improved calculation model, valid in a  broad range of wave 
conditions, however lim ited to  nonbreaking conditions in the present stud}-.

T he derivation of new empirical formulae to  describe the  pore pressure 
d istribu tion  is based on the  results from large-scale m odel te s ts  in the  GW K 
flume, perform ed by M uttray  (2000). T he tests  have been fully re-analyzed 
in detail in th e  present study. I t  is m entioned th a t  the  breakw ater geom etry 
tested  by M u ttray  shows only minor differences to  the  geom etry tested 
by Bürger e t al. (1988) and  Oum eraci and Partcnscky (1990). I t  can be 
regarded as an  optim ization of the  la tte r tests which were used to  derive 
the  calculation  m ethod (eqs. (2.27) and (2.28)).

In  th is ch ap te r1, a  new approach is proposed to determ ine th e  d istribu
tion  of pore pressure height inside the  breakw ater core, based on one single 
set of large-scale tests. In  order to ensure the  general applicability  of the 
new calculation  model, it  is in addition verified using m easurem ents from 
the  sm all-scale UG model described in the  previous chapter.

xT h e  ch ap te r is ad ap ted  from a  pap er published in C oastal Engineering (V anneste 
an d  Troch, 2012).

3 9
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4.2 D e r iv a tio n  of a  new  c a lc u la tio n  m o d e l

T he com bination of equations (2.26), (2.27) and (2.28) yields a  practical 
calculation model to  estim ate  the  pore pressure a tten u a tio n  w ithin th e  full 
b reakw ater core. Nevertheless, the  derivation of th is calculation m odel was 
in itially  based on a  very lim ited num ber of large-scale m odel tests . A re
analysis by Troch et al. (2002), using th e  results of an  extended num ber 
of G W K  te s ts  and  pro to type m easurem ents, confirmed the  applicability of 
th e  calculation model, b u t also revealed an increased sca tte r com pared to 
the  results from the original regression analysis by B urcharth  et al. (1999). 
M oreover, th e  application of equations (2.27) and (2.28) on the  com plete set 
of experim ental d a ta  from G W K tests  has shown th a t  the  accuracy of the 
present m odel is poor under varying wave conditions (see further, Fig. 4.16). 
T he previous considerations question th e  sta tis tica l validity of the  existing 
calculation m odel equations, and  give cause to search for im provem ents in 
b o th  m odel form ulation and accuracy.

4.2.1 M ethodo logy

In th e  following, the  term  ‘pore pressure’ refers to the  excess pore water 
pressure which is solely induced by wave action. T he te rm  ‘(pore) pressure 
height’ (P ) is used in the  sam e way as for w ater waves to  designate the 
height of th e  pressure fluctuations. T h e  recorded pressure tim e series arc 
processed in a  sim ilar way as the surface elevations. In  experim ents w ith 
regular waves, the  pressure variation is characterized by the  mean pressure 
height Pm , w hereas for irregular waves a  significant pressure height Pmo is 
obtained from the  pressure variance spectrum .

O f b o th  approaches th a t  can be used to  exam ine the  pressure a tte n 
uation  m entioned previously in section 2 .2 .2 , th e  one considering th e  full 
b reakw ater core will be the  m ost relevant for practical applications. The 
widelv-uscd assum ption of an exponential decay of pore pressure height in 
th e  d irection of wave propagation (x-direction) according to  eq.(2.26) will 
be used to  describe the  evolution of the  m easured pore pressure height in 
the  core.

However, a  concern rises when applying eq.(2.26) to  a  horizontal section 
w ith  s ta r tin g  po in t a t  the  interface betw een core and  filter layer, since a 
significant deviation is observed between th e  theoretical exponential decay 
of pore pressure height and  the  actual m easured decay. T he deviation is 
observed in a  lim ited region near the  seaw ard breakw ater slope, as illustrated  
in Fig. 4.1, showing the  a ttenuation  of pressure height along 3 sections in 
the  b reakw ater core. T he distance along each section a t a  certa in  d ep th  z is 
represented by a  local coordinate in horizontal direction w ith origin a t  the
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intersection between core and filter layer: x '  = x  — zcotana.

In  the bo ttom  and m iddle section, the  ra te  of pressure height decay 
initially is small (or even negative in some tests) in a  lim ited zone 
near the slope, followed bv an  accelerated decrease. T he deviation from 
the  theoretical exponential decay is m ost probably caused by th e  wave 
infiltration processes th a t  take place in the lower p a rt of the seaward slope, 
since the deviation is m ost pronounced on a  horizontal section near the 
bo ttom , and virtually  absent on a  section close to the  free surface. The 
observed deviation is m ore pronounced for regular waves, when com pared 
to  wave spectra.
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F ig u r e  4 .1 :  Attenuation of dimensionless pore pressure height a t (a) bottom 
section ( z /h  = —0.86), (b) middle section ( z /h  =  —0.53) and (c) top section 
(.z / h  = —0.22), GWK tests with regular waves (Hm.,inc=0.222 m, T =3 s). 
Experimental values (dots) versus exponential fitting (line).

Given the  deviation betw een the  observed and  theoretical a tten u a tio n  of 
pore pressure height according to  eq. (2.26), a  new approach is proposed in 
order to describe the  pressure height a ttenuation . T he considered section at 
dep th  z  is divided in two regions: (i) z o n e  1 , near the  seaward slope, where 
the  decay of pressure height does no t m atch an exponential function, and 
(ii) z o n e  2 ,  where the use of an exponential function results in a  accurate 
description of the  pore pressure height evolution. H ereafter, empirical 
m odel equations are derived to  describe the evolution of P ( x ,  z)  w ithin the 
breakw ater core. The equations will be derived in th ree consecutive steps, 
in order to describe (i) the  reference pressures on the  interface between core 
and  filter layer (a t x  — z c o t a n a , see Fig. 2.2), (ii) the pressure gradient 
in zone 1 and (iii) th e  pressure a ttenuation  in zone 2 , according to  an 
exponential pressure decay.
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4.2.2 R eference p ressu res  a t th e  in te rface  core-filter 
layer

T he pore pressure Pq along the  interface betw een core and  filter layer is 
represented hereafter by the  so-called dimensionless reference pressure, i.e. 
the  ratio  betw een the dynam ic pressure height oscillation Pq/ pg [mwc] and 
the  incident wave height Hinc (= H m or H rno) a t th e  toe of the  breakw ater. 
T he reference pressures are m easured by gauges on the  interface between 
core and filter layer, see Table 4.1 and Fig. 3.2. In  some te s t cases w ith  a 
large incident wave height, it  was observed th a t  the  pressure gauges DMD22 
and DMD23 close to  SW L are running dry under the  passage of a  wave 
trough. Such te s ts  were elim inated from th e  final results.

T a b le  4 .1 :  Positions of the  pressure gauges on the interface between core and 
filter layer, in the GW K and UG model.

G W K U G

g a u g e z / h  [ - ] z / h  [ - ] g a u g e z / h  [ - ]
( h =  2 .5  m ) (h =  2 .9  m ) (h =  0 .4  m )

DMD19 -0.65 -0.70 P5 -0.75
DMD20 -0.46 -0.53 P 6 -0.50
DMD21 -0.27 -0.37 P7 -0.25
DMD22 -0 .1 0 -0 .2 2 P 8 -0.13
DMD23 +0.08 -0.07

The reference pressures Pq¡ pg H iric will be affected by (i) the wave run
up on the  arm our slope and  (ii) the  hydraulic resistance of th e  arm our 
and filter layer. T he wave run-up on th e  arm our slope is responsible 
for the spatia l variation of the  pressure height along the  arm our slope, 
whereas the  hydraulic resistance of the arm our and filter layer causes a 
difference betw een th e  pressure heights and  the  arm our and  core slope. 
T h is is illustra ted  in Fig. 4.2, showing the  variation of the  dimensionless 
pressure heights along the  arm our and core slope. T he pressures on the 
arm our slope are indeed governed by the wave run-up, and m ore specifically 
the  wave length, since only very lim ited differences are observed between 
reference pressures associated w ith  the  two wave heights shown. The 
pressure variation  on the  core slope shows a  different image. In th is  case, 
the  variation along the  core slope is much m ore lim ited since the increase 
of pressure height tow ards SW L is significantly reduced. T he influence of 
the  hydraulic resistance of th e  arm our and filter layer becom es apparen t in 
the  deviation observed betw een tests  w ith different incident wave height. 
T h is deviation is largest in th e  upper p a rt of the  slope (—0.5 <  z / h  < 0). 
T he larger energy dissipation associated w ith  increasing wave height is
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accounting for th e  deviation between te s ts  w ith different wave height. The 
m ean value of Po however is still strongly influenced by the  wave run-up on 
the  arm our slope.
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F ig u r e  4 .2 :  Variation of reference pressures along the armour slope (black solid) 
and core slope (red dashed): for GWK tests with (a) short waves (Tp= 4 s, kh = 
0.98) and (b) long waves (Tp= 8 s, kh  =  0.44). Both cases contain 2 wave heights: 
H mo,inc ~  0.25 m (circles) and H m0,inc ~  0.7 m (squares).

T he prediction form ula aimed for, capable of describing the  variation of 
reference pressures on the  core slope needs to: (i) represent the  influence of 
th e  wave run-up  (m ainly affected by th e  wave length) and (ii) account for 
th e  flow losses due to the  hydraulic resistance of th e  arm our and filter layer. 
C oncerning the  la tte r, it appears impossible to  express the influence of the 
hydraulic resistance by m eans of specific m aterial properties (eg. porosity, 
grading, average stone size, porous flow characteristics), the  thickness, the 
num ber of layers or any other property  related  to  th e  breakw ater geometry; 
no t only from a  practical point of view, bu t also since none of these 
param eters have been varied during th e  tests. A lternatively, the  effect of 
th e  hydraulic resistance can be incorporated in th e  form ula by including 
th e  variation of Po w ith  varying incident wave height H inc, as observed in 
Fig. 4.2.

T he previous considerations imply th a t a  prediction form ula for the 
dim ensionless reference height Po/pg Hinc will contain a  dimensionless 
p aram eter accounting for the  effect of the  wave length (the relative w ater 
d ep th  kh)  and th e  wave height (the relative incident wave height H inc/h) .  
A detailed study  was perform ed on th e  individual im pact of the  relative 
w ater dep th  and  incident wave height on the reference pressure. T his has 
resulted  in the  following em pirical prediction form ula, which is considered
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to  a  good compromise between model sim plicity and predictive accuracy:

Pq(z )— ——  =  exp(c \ ti ( z )  -  ci-2{z)kh  -  c i ¿ ( z ) H inc/ h )  (4.1)
PQtt-inc

where Citi (z)  (i =  1..3) are dimensionless param eters resulting  from a  non
linear regression analysis perform ed on the  pressure m easurem ents, shown 
in Fig. 4.3. T he lowest pressure gauge along the  core slope is DMD19 
(Table 4.1). T he minimum value of z / h  a tta in s  -0.7 in th is  case. In order 
to  fill up th e  gap between z / h  -0.7 and -1, a  v irtual m easuring point on the 
core slope is added a t  th e  sam e vertical position as DM D1. T he pressure 
height a t th is  location is approxim ated by  tak ing  the  average of th e  pressure 
heights m easured by DMD24 and DM D1. Tests w ith  different w ater depths 
were trea ted  join tly  in th is analysis.

T he regression param eters c i^ (z ) in  eq. (4.1) account for the  spatial 
variation of th e  reference pressure along the  core slope, induced by the 
wave run-up  and the hydraulic resistance of the  arm our and filter layer. 
Theoretically, the  param eters C i ,¿ ( z )  are coupled w ith the  specific properties 
of th e  G W K model, since the  la tte r  affect the  run-up and hydraulic 
resistance (i.e. the front slope angle, layer thicknesses and m aterial 
properties of arm our and  filter layer). The general applicability of the 
regression param eters will be discussed further.

F ig u re  4 .3 : Dimensionless regression param eters (a) 0 1 ,1 (2 ), (b) 0 1 ,2 (2 ) and (c) 
0 1 ,3 (2 ) in eq. (4.1), for regular (black circles) and irregular (red crosshairs) wave 
tests. Piecewise linear approxim ations to  ci,¿(z) for regular (black solid) and 
irregular (red dashed) waves according to  Table 4.2.

O f all th e  th ree  regression param eters C i ,* ( z ) ,  the  largest variation w ith 
depth  z / h  is observed for 01,3 . In Fig. 4.3(c), 01,3 alm ost linearly increases 
from 0 to  approxim ately 1.7 near SWL. This implies th a t  th e  effect of the 
wave height will be m ost pronounced in the  upper region of the  core slope 
close to  th e  free surface, an indication th a t  the  pressure a ttenuation  in
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th is  region is m ainly due to  th e  hydraulic resistance2. Moreover, in the 
sam e zone near SWL ( z / h  >  —0.3) and in case of irregular wave tests, the 
param eters 01,2 and c \ t3 show a considerable variation between tests  w ith 
different w ater depth  (2.5 and 2.9 m). A com parison of the  m easured surface 
elevations and pore pressures did no t reveal however any clear physical 
differences between tests  w ith  different w ater depth. This fact, together 
w ith  the  much more lim ited variation in case of regular wave tests, suggests 
th a t  the  sca tte r in 01,2 and  ¿4,3 is an outcom e of the  regression analysis 
itself. Since larger values of Ci¿ are combined w ith smaller values of cp3 , 
a  certain  correlation appears betw een the relative w ater depth  and incident 
wave height in eq. (4.1), in case of irregular wave tests.

In  order to  employ eq. (4.1) in a  practical calculation model, the  variation 
of th e  different param eters C\¿(z) is approxim ated by a  piecewise linear 
function w ith  relative depth  z / h ,  as shown in Fig. 4.3. In the  aforementioned 
cases where values of Ci¿ vary noticeably between te s ts  w ith w ater depth, 
the  approxim ated value for a  given pressure gauge is taken  as the  average 
value of b o th  tests. C haracteristic  points which determ ine the  piecewise 
linear approxim ation for ci, i(z)  param eters are specified in Table 4.2.

T a b le  4 .2 : C haracteristic model values of Ci,¿(z) [-] in eq. (4.1).

R e g u la r  w aves I r r e g u la r  w aves

z / h  [ - ] c i , i C l ,2 C l , 3 C l . l C l ,2 C l , 3

- 1 .0 0 0.74 1.07 0 .0 0 0.69 1 .2 2 0 .0 0
-0.85 0.74 - - 0.69 1 .2 2 -

-0 .6 8 - 1.07 0.60 - 1 .2 2 0.18
-0.42 - 0.90 - - 1 .0 2 -

-0.25 1.09 - 1.72 0.96 - -

-0.09 - - - 0 .8 8 1.23 1 .6 8
-0.08 1 .0 2 1.14 1.72 - - -

Fig. 4.4(a,b) show th e  com parison between the  reference pressures and 
values predicted by eq. (4.1), for regular and irregular waves, respectively. 
Param eters Ci¿(z) according to  Table 4.2 are employed to  establish Fig. 4.4. 
T he use of the  approxim ated c i^ (z )  values instead of the  exact values 
determ ined in the  regression a n a p s is  has only a  minor im pact on the 
prediction accuracy. T he resu lts in Fig. 4.4 show th a t  eq. (4.1) is able 
to  predict th e  reference pressures w ith  good accuracy: a relative standard  
deviation (a')  between m easured and predicted values of 6.5% is obtained 
in case of irregular waves, a  slightly higher value of 8.4% is obtained in case 
of regular waves tests.

2N ote th a t  a  pressure reduction  due to  air en tra inm en t will be most, pronounced near 
th e  free surface.
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F ig u re  4 .4 : Measured (GW K) vs. predicted values of reference pressure
Po/pgHinc , for (a) regular and (b) irregular waves. P redicted values by eq. (4.1) 
w ith ci,i(z)  according to  Table 4.2; 90 % confidence interval in green dashed.

4.2.3 P re ssu re  g rad ien t in zone 1
T he application of eq. (2.26) results in a  poor description of the  pressure 
height decay in zone 1 , for th is  equation implies a  decreasing ra te  of change 
of the  gradient of pore pressure height I p  (=  —d ( P / p g ) / d x ) ,  whereas an 
increasing ra te  of change of I p  is generally noticed in zone 1. The transition  
between zone 1 and 2 will thus be m arked by a  ra te  of change of I p  equal 
to  zero. T he separation po in t x s (z ) between zone 1 and 2 is obtained 
practically as the  inflection point of the  cubic spline fit th rough  the  measured 
pressure heights. A definition sketch of the  proposed approach defining both 
zones is shown in Fig. 4.5.

S W Lz = 0  -

z = - h
z o n e  1 z o n e  2

F ig u re  4.5: Definition of zone 1 and 2 in the breakwater core
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In  order to  identify the  ^-coordinate x s (z) of the  separation point, a  
dim ensionless param eter k( z )  is introduced:

=  JíAíL ( 4 . 2 )
zco tana

Values of k (z ) derived from the  experim ents are shown in Fig. 4.6. In 
te s ts  w ith b o th  regular and  irregular waves w ith  the  sm allest w ater depth  
employed ( h = 2.5 m), the a ttenuation  of pressure heights m easured by the 
upper row of pressure gauges is in accordance w ith  an  exponential decay 
s ta rtin g  from the  interface core-filter, hence k =  1. In  o ther cases, k (at 
a  fixed dep th  z)  varies significantly w ith  varying wave length. In  order to 
ob tain  a  p ractical calculation model, the te s ts  were divided in two groups, 
according to  the  wave length: (i) waves w ith  sm all to  medium-sized wave 
length ( kh > 0.5) and (ii) long waves (kh  <  0.5). In  b o th  groups, the  value 
of n(z)  used in the  calculation m odel is approxim ated as the  average of 
the  K-values of each section a t dep th  z / h .  Values of k( z )  over the  entire 
d ep th  are th en  in terpolated  linearly in betw een the  known m odel values, as 
shown in Fig. 4.6. The characteristic values which determ ine the  practical 
piecewise linear approxim ation for k(z)  are given in Table 4.3.
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F ig u r e  4 .6 :  E x p e r im e n ta l  v a lues o f k (z ) (c irc les a n d  c ro ssh a irs )  a n d  p iecew ise 
l in e a r  a p p ro x im a tio n s  (so lid  a n d  d a sh e d  lin e s), fo r te s ts  w i th  (a )  re g u la r  a n d  (b) 
i r re g u la r  w aves.

In  Fig. 4.6, slightly sm aller values of k(z)  are observed in case of 
regular waves, com pared to irregular waves. T his is in agreem ent w ith 
the  observation of a  more pronounced deviation between the  observed and 
theoretical a tten u a tio n  of pressure height in case of regular waves. I t  is
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noticed, th a t  the  values of k ( z )  shown in Fig. 4.6 are determ ined for a 
fixed slope cotana  =  0.5. Logically, k ( z )  will increase w ith  increasing slope 
angle, as th e  influence of the  breakw ater slope on th e  spatia l variation of 
pore pressures diminishes. I t  is expected th a t  em ploying the  m odel values 
of k ( z )  in Fig. 4.6 in cases where the  slope differs (m oderately) will not 
resu lt in a  d ram atic  loss of accuracy w hen employing the  m odel equations 
in zone 1 and 2 , determ ined hereafter.

T a b le  4 .3 :  Characteristic model values of k ( z )  [ - ]

R egular waves Irreg u la r  waves

z / h  [ - ] k h  >  0.5 kh  <  0.5 k h  >  0.5 k h  <  0.5
-0.85 0.07 -0.02 0.12 0.11

-0.50 0.37 0.11 0.47 0.28
-0.22 0.66 0.43 0.88 0.80
-0.09 1.00 1.00 1.00 1.00

R ath er th a n  searching for a  description of the  evolution of pore pressure 
height in zone 1 , the  to ta l pressure gradient / p i  over zone 1 (zco ta  < x  < 
Xi(z))  will be studied. Considering a horizontal section a t dep th  2 , the 
reference pressure Pq(z ) (at  x  =  zc o ta ) and the  pressure height Ps (z)  (at 
x = x s (z))  are linked by the  to ta l pressure gradient Ip.i(z):

Ps (z) =  Pq(z ) +  pg lp ti ( z ) [ l  -  K,(z)\zcotana (4.3)

T he local pressure height P ( x ,  z)  in zone 1 (zco tana  <  x  < Xi) can be 
approxim ated by a  linear in terpolation betw een Pq(z ) and Pi(z),  using the 
to ta l g rad ien t Ip, i(z):

P (x , z) = Pq{z ) — pglp t\{z)[x  -  zc o t an a ] (4.4)

I t is clear th a t  using the  to ta l pressure gradient / p i  (2) will deliver an 
underprediction  of the  m easured pressure height P { x , z )  in zone 1, given 
the  increasing ra te  of change of I p  s ta rtin g  from x  = zcotana .

I t is assum ed th a t the  decay of pressure height in zone 1 differs from the 
theoretical exponential decay as a  result of th e  d istortion  of the  flow field by 
the  breakw ater slope. U nder th is  assum ption, Ip , i ( z )  will be affected jointly  
by th e  local hydraulic resistance of the  core m ateria l and  by the  wave run-up 
on th e  b reakw ater slope. A stu d y  of th e  experim entally obtained pressure 
gradients / p i  (2 ) shows th a t  they are dom inantly  governed by the  incident 
wave height. T he im pact of the  wave length  (and implicitly, th e  im pact 
of the  wave run-up) is much less pronounced; it  is however noticed th a t 
/ p i  (z)  increases w ith increasing wave period, an  observation which is more
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pronounced in case of irregular waves. In  th e  p ractical m odel developed 
hereafter, the  tests  are grouped according to  th e  wave length, in the  same 
way as in the  derivation of k (z ): k h  < 0.5 and k h  > 0.5.
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F ig u re  4.7: Dimensionless regression parameters 02,1(2) and 02,2(2) in eq. (4.5), 
values obtained from regression analysis and piecewise linear approximations for 
regular and irregular wave tests: (a) 02,1(2) for kh  > 0.5, (b) 02,1(2) for kh  < 0.5, 
(c) 02,2(2) for kh > 0.5 and (d) 02,2(2) for kh <  0.5.

Sim ilar as in eq. (4.1), no param eters related to  the  breakw ater geom etry 
or the  hydraulic resistance of the  core m aterial will be included explicitly in 
the  model equation to  established. Instead, th e  pressure gradient ip , 1(2 ) in 
zone 1 will calibrated in a  non-linear regression analyis containing H inc/ h  
as th e  independent variable, since th is  param eter dom inantly governs the 
m easured values of I p ^ ( z ) .  The following m odel equation proves to  yield 
the  best fit:
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Ip,  i  (*) =  ca,i (z ) ( H ino/ h ) cm W  (4.5)

where 02.1(2 ) and 02,2(2 ) are dimensionless param eters resulting from a  non
linear regression analysis perform ed on the  pressure m easurem ents, shown 
in Fig. 4.7. In  order to  employ eq. (4.5) in a  calculation model, the  variation 
of th e  param eters 02,1(2 ) and 02,2 (2) is approxim ated by  a  piecewise linear 
function over the  depth  z / h , as shown in Fig. 4.7. C haracteristic  points 
w hich determ ine th is function are given in Table 4.4.

T ab le  4.4: Characteristic model values of 02,1(2) [-] in eq. (4.5)

R egular waves Irreg u la r waves

A!Já 0.5 k h  < 0.5 k h  > 0.5 k h  < 0.5
z / h  [ - ] C 2 , l C 2 , 2 C 2 , l C 2 , 2 c2) 1 C 2 , 2 C 2 , l C 2 , 2

-0.85 0.59 1.56 0.36 1.08 0.55 1.62 0.51 1.34
-0.50 0.99 1.23 0.48 0.88 0.98 1.31 0.84 1.14
-0.22 0.66 0.71 1.12 0.92 1.00 0.94 1.20 0.99

Fig. 4.8(a,b) show th e  com parison between experim ental values of 
1(2 ) and values predicted by eq. (4.5), for regular and irregular waves, 

respectively. P aram eters 02,¿(2 ) according to Table 4.4 are employed to 
establish Fig. 4.8. T he use of th e  approxim ated values 02,¿(2 ) has a  minor 
im pact on th e  prediction quality. Fig. 4.8 shows th a t  pressure gradients 
I p . i (2 ) are predicted fairly accurately  by eq. (4.1): a  relative standard  
deviation of 13.5% is obtained in case of irregular and 17.7% in case of 
regular waves tests.

4.2 .4  P ressu re  a tte n u a tio n  in  zone 2
T he observed a ttenuation  of pore pressure height in zone 2 (x > x s) results 
to  be in good correspondence w ith  the  theoretical a ttenuation , given in 
eq.(2.26) and rew ritten  as:

P (x ,  z) =  Ps (z ) e x p [ -S ' ( z ) k {x  -  £.,(2 ))] (4.6)

According to  eq.(4.6), the  pore pressure height a t position x  (x  > x s) 
along a horizontal section of the  breakw ater core a t dep th  2 , is com puted 
using the  initial pressure height Ps( z ) (eq. (4.3)) and  the  dam ping coefficient 
S'(z).  Note the difference in no ta tion  between the  dam ping coefficient 
S' in  eq. (4.6) and  5 in  eq. (2.26). Eq. (2.26) has been converted into 
eq. (4.6) in order to  avoid any assum ption regarding the  in ternal wave 
num ber k ' , since it  is im possible to  determ ine k'  directly w ith  sufficient 
accuracy. Theoretically, k  and  k'  are linked by a  so-called ’seepage length
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F ig u re  4.8: Measured (GWK) vs. predicted values of pressure height gradient 
Ip,i(z ) in zone 1, for (a) regular and (b) irregular waves. Predicted values by 
eq. (4.5) with C2 ,i according to Table 4.4; 90 % confidence interval in green dashed.

fac to r’: k ' / k  = \fD~s- T h is  factor D s accounts for seepage length as a  result 
of the  deviation of the  flow p a th  caused by the  grains. In  the  approach of 
B urcharth  e t al. (1999), D s is approxim ated as be 1.4, an em pirical value 
for quarry  rock m aterial given by Le M éhauté (1957).

E xperim ental values of 8'{z) are obtained by a  tw o-param eter non
linear regression analysis according to  eq. (4.6), applied to  the  recorded 
pressure heights along a horizontal section. T he analysis is perform ed at 
th ree different positions below SWL. indicated in Fig. 3.2. T he following 
observations regarding th e  obtained values of ö'(z) apply:

•  5'(z)  increases w ith  decreasing vertical distance between the  considered 
horizontal section and SWL;

•  ö'(z)  increases w ith increasing wave length, for a  constan t wave height;

•  6'(z) increases w ith  increasing incident wave height for a  constan t wave 
period.

T he first two observations are in agreem ent w ith w hat has been reported 
previously by various au thors (see section 2.2.2). However, some am biguity 
exists ab o u t th e  influence of H inc on the  dam ping ra te . In particular, 
B urcharth  e t al. (1999) m ention th a t  the  dam ping coefficient ö decreases 
w ith increasing wave height, which becomes visible in eq. (2.28) employed 
in the  p ractical calculation model. In  the  present analysis, the  effect of the
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F ig u r e  4 .9 :  D i m e n s i o n  l e s s  r e g r e s s i o n  p a r a m e t e r s  ( a )  0 3 4 ( 2 : )  a n d  ( b )  0 3 , 2 ( 2 )

i n  e q .  ( 4 . 7 ) ,  v a l u e s  o b t a i n e d  f r o m  r e g r e s s i o n  a n a l y s i s  a n d  p i e c e w i s e  l i n e a r  

a p p r o x i m a t i o n s  f o r  r e g u l a r  a n d  i r r e g u l a r  w a v e  t e s t s .

incident wave height 011 S'(2 ) is unm istakably clear, b u t however much less 
pronounced th an  the effect of th e  wave length.

Theoretically, the  dam ping ra te  will be  governed by b o th  the  porous 
flow characteristics of th e  specific core m aterial (i.e. the  porous flow 
coefficients a , b and c in eq. (2.13)) and the  incident wave conditions 
th a t  partia lly  impose the  filter velocities. In th is em pirical approach, it 
is aim ed to  establish a  prediction form ula for S' th a t  reflects th e  effect of 
the  changing wave conditions (controlled by kh  and H inc/ h )  on th e  dam ping 
ra te , bu t w ithou t explicitly incorporating  the  porous flow characteristics in 
the  formula. Based on the  previous findings from the  experim ents, eq. (4.7) 
is proposed to  predict the  dam ping rate:

6’(z)  =  (4.7)

where £3,1(2 ) and £3,2(2 ) are dimensionless param eters resulting from a 
non-linear regression analysis perform ed on the  pressure m easurem ents. 
Analyzing th e  individual im pact of the  wave param eters on <5' (2) (the  power 
of k h  and Hinc/ h  in eq. (4.7)), it is noticed th a t  the  relative difference of 
the  im pact is approxim ately constant over the  entire depth . Hence a  fixed 
param eter e is introduced in eq. (4.7), taken  as the  average value of the  three 
horizontal sections. A value of 5.8 was obtained  for e in case of regular waves, 
com pared to  a  value of 3.6 for irregular waves. The param eters £3 4 (2 ) and 
£3,2 (2 ), shown in Fig. 4.9, are clearly dependent on th e  depth  2 of the 
considered horizontal section, in agreem ent w ith the first observation from 
the  tests, listed above. Given the considerations m entioned above, these
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param eters are partially  determ ined by the  porous flow characteristics. As 
observed in Fig. 4.9, values of 03,1(2) from regular and irregular wave tests 
are nearly identical over th e  entire depth. Values of 03,2(2 ) for irregular 
waves nearly double the  values for regular waves. Equal values of H inc/ h  
thus lead to  larger values of S'(z)  in case of regular waves, suggesting th a t 
the  im pact of the  wave height on th e  dam ping coefficient is m ore pronounced 
for regular waves.

In order to  employ eq. (4.7) in a  calculation model, th e  variation of 
03.1(2 ) and 03,2(2 ) w ith z / h  is approxim ated by a piecewise linear function, 
shown in Fig. 4.9. C haracteristic  points which determ ine th is  approxim ation 
function are given in Table 4.5.

T a b le  4 .5 :  C haracteristic model values of 03^ (2 ) [-] in eq. (4.7)

R e g u la r  w aves I r r e g u la r  w aves

z / h  [ - ] C .3 ,1 C 3 , 2 C 3 , l C 3 , 2

-0.85 1.68 0.11 1.73 0.19
-0.50 1.77 0.10 1.79 0.18
-0.22 2.47 0.08 2.42 0.17
0.00 2.47 0.08 2.42 0.17

0 '= 0 .1 0 5  H  (5.2%)o '= 0 .1 5 3  (-)  (6.8%)

0 . 5  1 .0  1 .5  2 . 0  2 . 5  3 . 0  3 . 5  4 .0

5' m easured  [-]

(b)

1 .0  1 .5  2 . 0  2 . 5  3 . 0  3 . 5  4 .0

5' m easured [-]

(a)

O  bottom  sec tion
+  m iddle section
□  to p  section

O  bottom  section
+  middle section
□  top  section

F ig u r e  4 .1 0 :  Measured vs. predicted values of dam ping coefficient Ô'(z) in 
zone 2, for (a) regular and (b) irregular waves. P redicted values by eq. (4.7), with 
C3 , i ( z )  according to  Table 4.5; 90 % confidence interval in green dashed.

Fig. 4.10(a,b) show the  com parison between the  dam ping coefficients 
obtained a t  the three different sections in th e  breakw ater core, and values
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predicted by eq. (4.7), for regular and irregular waves, respectively. The 
param eters 03,1(2 ) and 03,2(2 ) according to  Table 4.5 are employed to 
establish Fig. 4.10. The use of the  approxim ated values 03,1(2) has a  minor 
im pact on the  prediction quality. T he results in Fig. 4.4 show th a t  eq. (4.1) 
is able to  predict the  reference pressures w ith good accuracy: a  relative 
standard  deviation of 5.2% is obtained in case of irregular waves, a  slightly 
higher value of 6 .8% is obtained in case of regular waves tests.

4.3 A p p lic a tio n  to  U G  m o d e l d a ta

In  th is section, the  validity of the  model equations derived in section 4.2 
is verified w ith experim ental results from sim ilar tests  on the  small-scale 
physical model presented in C hap ter 3, hereafter referred to as the  UG 
model.

4.3.1 R eference p ressu res
Observations from tests  w ith  the  3 different types of arm our layers do 
not show any significant differences regarding the  reference pressures. 
Consequently, all results from UG tests  w ith  different arm our layers were 
trea ted  join tly  in the  analysis. A nonlinear regression analysis according to  
equation  (4.1) has been applied to  the  m easurem ents from pressure gauges 
P5 to  P 8 on the  interface between core and filter layer (see Fig. 3.3 and 
Table 4.1). Fig. 4.11 shows the  com parison between regression param eters 
ci,i (z) (i =  1..3) determ ined from G W K and UG model tests, together w ith 
GW K piecewise linear approxim ations:

• values of 01,1(2 ) obtained from the  UG model are slightly larger than  
GW K piecewise linear approxim ations for z / h  <  —0.5. T he opposite is 
tru e  for z / h  > -0 .5 ;

•  values of 01,2(2 ) are very sim ilar for z / h  < -0 .5 , however they do not 
show an increasing trend  tow ards SW L, as observed in GW K tests;

•  values of 01,3(2:) are very sim ilar over alm ost the  entire core slope, except 
for the  pressure gauge P 8 close to  SWL. In case of regular waves, the 
underprediction of 01,2 (2 ) is com pensated by the  overprediction of 01,3(2), 
indicating a  certain  interchangeability between bo th  m odel param eters. 
In  case of irregular waves, b o th  01,2(2) and 01,3(2 ) are overestim ated by 
the GW K piecewise linear approxim ations.

N otw ithstanding the  use of eq. (4.1) w ith G W K piecewise linear 
approxim ations to  Citi(z)  results in an increased prediction error, it still 
yields an acceptable approxim ation of the  reference pressures. A relative
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s ta n d a rd  d ev ia tio n  of 9.1%  (com pared  to  5.4%  using  th e  ex ac t regression 
p a ra m e te rs )  a n d  8.5%  (com pared  to  2 .7% ) is o b ta in ed  for reg u la r and  
irregu la r waves, respectively . T h e  la rg e s t d ev ia tio n s betw een  p red ic ted  
an d  m easu red  reference p ressures a re  fo und  for gauge P 8  u n d er irregu lar 
w ave te s ts , d u e  to  th e  th e  afo rem entioned  o verp red ic tion  of b o th  0 1 ,2 (2 ) 
a n d  0 1 ,3 (2 ) by  th e  piecewise linear app rox im ations .
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(a) (b)
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- 1 . 0 - 0 . 9 - 0 . 8 - 0 . 7 - 0 . 6 - 0 . 5 - 0 . 4 - 0 . 3 - 0 . 2 - 0 . 1  0 .0  
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F ig u re  4 .11 : Comparison between dimensionless regression param eters (a)
0 1 ,1 (2 ), (b) 0 1 ,2 (2 ) and (c) 01 ,3 (2 ) in eq. (4.1), derived from UG and GW K model 
tests. Piecewise linear approxim ations to  01 ,1(2 ) for regular (black solid) and 
irregular (red dashed) waves according to  Table 4.2.

D esp ite  th e  d iffe ren t p ro p ertie s  o f th e  a rm o u r an d  filter layer em ployed 
in  b o th  m odel te s ts ,  on ly  lim ited  differences in  m odel p a ra m e te rs  ci,¿(2 ) are 
observed  in  F ig. 4.11. T h is  fac t, to g e th e r  w ith  th e  o b serva tion  of v irtua lly  
no d ifferences be tw een  th e  th re e  d ifferen t a rm o u r ty p e s  in  th e  U G  m odel
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tests, points to  the  probably lim ited effect of the hydraulic resistance and 
la3rer thicknesses on the  reference pressures. I t  appears th a t  eq. (4.1) - 
using the  G W K piecewise linear approxim ation for c i¿(z)  - is capable of 
predicting the  reference pressures accurately in b o th  G W K and UG model 
tests. T h is  suggests th a t  the  prediction form ula can be applied to  o ther 
cases as well, where the  breakw ater geom etry and m ateria l properties do 
no t differ extremely. A n im portan t rem ark in th is  m a tte r however concerns 
the  influence of the  breakw ater slope angle. T his param eter has been not 
varied in bo th  model tests, so no conclusions can be draw n regarding its 
im pact on the  reference pressures.

4.3.2 P re ssu re  g rad ien t in  zone 1

Values of k ( z )  are derived from the  experim ents in an identical way as 
for GW K tests. Similarly, the  obtained value of k ( z )  shows a  slight 
variation according to  the  wave length. In order to  obtain  a  practical 
model approxim ation however, no distinction was m ade between te s ts  w ith 
different wave length. All tests  moreover fulfil th e  condition k h  > 0.5, 
hence the  sam e subdivision according to  k h  as in G W K tests  is respected. 
T he model approxim ations are taken as the  average of each position z / h .  
Fig. 4.12 shows th e  k ( z )  values derived from UG tests, together w ith the 
piecewise linear approxim ations of bo th  UG and G W K tests. I t  is observed 
th a t  model k ( z )  values are slightly higher th an  in case of G W K tests, 
indicating a  som ew hat sm aller effect of the  breakw ater slope on the  pressure 
a ttenua tion , however still very com parable.
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F ig u re  4 .12 : Experim ental k ( z )  values derived from UG tests  and model
approxim ations, for tests  w ith (a) regular and (b) irregular waves.
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Average pressure gradients Ip , i ( z ) are derived from UG d a ta , where 
th e  ex ten t of zone 1 is determ ined using the  GW K piecewise linear 
approxim ation for k (z ).  A regression analysis according to  equation (4.5) 
yields the  dimensionless regression param eters 02,1(2) and 02,2 (2), shown in 
Fig. 4.13 together w ith data, values and the piecewise linear approxim ation 
from GW K tests  (for kh  > 0.5):

•  obtained  values of 02.1(2 ) from the  UG model show a much more limited 
variation w ith 2 com pared to  G W K values, and  are generally smaller. 
Since 02,1(2 ) is the upper lim it for Ip, i( z)  (Hinc/ h  <  1), th is implies th a t 
lower pressure gradients Ip , i (z )  are m easured in UG tests  for larger values 
o f relative incident wave height, com pared to  G W K  tests;

• values of 02.2(2 ) show a  b e tte r  correspondence betw een UG and  GW K 
m odel tests; indicating a  sim ilar ra te  of change of Ip, i( z)  w ith varying 
relative incident wave height.
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F ig u re  4 .13 : Comparison between dimensionless regression param eters (a)
0 2 ,1(2 ) and (b) 0 2 ,2 (2 ) in eq. (4.5), derived from UG and GW K model tests. 
Piecewise linear approxim ations to  02 ,1(2 ) for regular (black solid) and irregular 
(red dashed) waves according to  Table 4.4 (kh >  0.5).

A pplying eq. (4.5) w ith  the  G W K piecewise linear approxim ation 
for C2 ,i(z) increases the  prediction error considerably, b u t still yields 
an acceptable approxim ation to  Ip ,1(2 ). In case of regular waves, a 
relative s tan d ard  deviation of 24.6% is obtained w ith  the  GW K piecewise 
linear approxim ations of 02,1(2 ), versus 18.9% using th e  exact regression 
param eters derived from UG tests. In  case of irregular waves, the relative 
stan d ard  deviation a tta in s  30.7% versus 18.1% using the  exact regression
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param eters. The largest deviations (approx. 75% of the  to ta l error) between 
predicted and measured Ii-values are found for the to p  section ( z / h = - 0.25) 
w ith  irregular wave tests, due to  the  overprediction of 02,1(2) by the  GWK 
piecewise linear approxim ation.

I t is likely to a ttrib u te  the  differences in 02,1(2 ) betw een bo th  model tests 
to  the  difference in the  hydraulic resistance of bo th  core m aterials. Indeed, 
the  reference pressures between bo th  m odels are very com parable, and the 
pressure gradients ip ,1(2) were found to  be dom inantly  influenced by the 
incident wave height, im posing the  local flow velocities. N otw ithstanding 
the  lim ited differences between 02,1(2 ), care should be taken  when applying 
the  model equation w ith the  approxim ation function for 02,1(2 ) to  a  case 
where the  hydraulic resistance of the  core m aterial differs considerably.

4.3.3 P re ssu re  a tte n u a tio n  in  zone 2
A com parison between UG and GW K tests  of S'(z)  values obtained a t the 
bo ttom  section of pressure gauges is shown in Fig. 4.14. The values from 
UG tests are obtained w ith  the  G W K piecewise linear approxim ation to 
k ( z ).  In case of UG tests  w ith  regular waves, no clear trend  of decreasing 
Ô'(z) w ith  increasing kh  is noticed in Fig. 4.14(a). The irregular wave tests 
in Fig. 4.14(b) on the o ther hand show a  sim ilar trend  as in G W K tests. It 
is noticed th a t  dam ping coefficients obtained  in UG tests  are clearly smaller 
th a n  in G W K tests.
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F ig u re  4 .14 : Evolution of 6' (a t bo ttom  section) in function of kh,  for (a) regular 
waves and (b) irregular waves.

In  case of irregular waves, a  value for e equal to  3.7 is derived from the 
regression analysis (averaged over the  th ree horizontal sections), compared
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to  3.6 in G W K tests. The regression param eters 03,1(2 ) and 03,2(2 ) show a 
sim ilar tren d  over the  depth  z / h  in Fig. 4.15, b u t are however significantly 
sm aller th a n  the  G W K piecewise linear approxim ations. Using eq. (4.7) 
together w ith  th e  exact regression param eters derived from UG tests  delivers 
an  accurate prediction of m easured 6'(z): a  relative stan d ard  deviation of 
3.8 % is ob tained . Using th e  GW K piecewise linear approxim ation to  03,1(2) 
clearly overpredicts the  dam ping coefficient; the  relative standard  deviation 
rises to  37.1 %. In  case of regular waves, a  value of e equal 1.6 is obtained, 
significantly sm aller com pared to  the  value of 5.8 obtained in  GW K tests. 
T he values of 03,1(2 ) are very com parable to  the  G W K values, b u t the 
discrepancy in 03,2(2 ) between UG and G W K tests  is quite large, as seen in 
Fig. 4.15. Values of 03,2(2 ), together w ith a sm aller e of 1.7, reflect th a t  the 
dam ping coefficient is no t increasing as much w ith  increasing wave length, 
as in G W K tests.
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F ig u re  4 .15 : Com parison between dimensionless regression param eters (a)
03 ,1 (2 ) and (b) 0 3 ,2 (2 ) in eq. (4.7), derived from UG and GW K model tests. 
Piecewise linear approxim ations to  0 3 ,1(2 ) for regular (black solid) and irregular 
(red dashed) waves according to  Table 4.5.

T he observed difference in 03,¿(2 ) between UG and G W K tests  probably 
po in ts to  th e  difference in flow resistance in both  physical models. The 
flow resistance exerted  by the  core is sm aller in the  UG te s ts3, the  same 
observation was m ade for the  pressure gradient I p ti ( z)  in zone 1.

I t  is noticed th a t  th e  param eters e, 03,1(2 ) and 03,2(2 ) in eq. (4.7) play a 
sim ilar p a r t  as th e  porous flow coefficients a , b and c in eq. (2.13), by linking

3N ote th a t  a  d isto rted  scaling has been applied for th e  core fraction , according to  the 
procedure  by B u rch arth  e t al. (1999).
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the  flow resistance properties of the  specific core m aterial to  the governing 
flow conditions controlled by the  relative w ater depth  and incident wave 
height.

4.4 C o m p a riso n  w ith  th e  ex is tin g  c a lc u la tio n  
m e th o d

The only practical calculation m ethod a t  present (B urcharth  et al., 1999) 
equally uses the  hypothesis of an  exponential a ttenuation  of pore pressure 
height according to  eq. (2.26). In  th is  m ethod, the  reference pressures 
Po,mo/pgHmO a t  the interface core-filter layer are considered to  be inde
pendent of th e  position z / h  below SW L, and moreover independent of 
the  governing wave conditions. For practical use, an approxim ate value 
of 0.5 is proposed for the  dimensionless reference pressure, according to 
eq. (2.27). T he extensive analysis of th e  results from the  large-scale GW K 
breakw ater m odel in section 4.2.2 shows th a t  th is approxim ation is too 
coarse under various wave conditions. In cases of large wave run-up, the 
reference pressures a tta in  values larger th an  1, up to  alm ost 2. Moreover, 
th e  spatial variation of the  reference pressures along the  interface is not 
negligible, as shown by th e  regression param eters c i it(z)  in Fig. 4.3.

At present, eq.(2.28) is the  only em pirical form ula available to  predict 
the  dam ping ra te  Ô in the  direction of wave propagation  sta rtin g  from 
the  interface core-filter layer. According to  eq.(2.28), th e  dam ping ra te  
is inversely proportional to  the  wave height. T his is in conflict w ith  the  
weakly positive correlation w ith the incident wave height observed in the 
present analysis.

Figure 4.16 shows the m easured pressure heights along th e  middle section 
( z / h  — —0.54) in the core of the  GW K model. Four different irregular wave 
te s ts  are shown, together w ith the  a tten u a tio n  of pressure height com puted 
by the  existing m ethod (eqs. (2.26, 2.27, 2.28), B urcharth  e t al. (1999)) and 
by the m ethod  established in th is  work. In  the la tte r, param eters Ck,i{z) 
in equations (4.1), (4.5) and (4.7) are calculated w ith th e  piecewise linear 
approxim ations specified in Table 4.2, Table 4.4 and Table 4.5. Zone 1 and 
2 are defined using the  piecewise linear approxim ations to  k (z ),  given in 
Table 4.3. Eq.(2.28) is com puted using th e  assum ption of k ' j k  =  y / lA .  In 
Figure 4.16, th e  calculation m ethod of B urcharth  et al. (1999) is employed 
once using eq. (2.27) for th e  reference pressure height and  once using the 
measured value of the pressure height Pq a t the  interface between core and 
filter layer.

A part from th e  steepest waves in Fig. 4.16(a), the existing calculation 
m odel clearly overpredicts the  dam ping of pore pressure height. In all cases,
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using eq. (2.27) implies a  significant underestim ation of the m easured values. 
Em ploying the  new prediction formulae clearly results in a m ore accurate 
prediction of the  pore pressure height.
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F ig u r e  4 .1 6 :  A ttenuation  of pore pressure height in the  GW K breakwater core 
(middle section, z / h  =  -0 .5 4 ), for (a) short waves ( kh—OAi)  and (b) long waves 
( k h = 0.98). Comparison between the new (solid line) and existing calculation 
model: eqs. (2.26, 2.27, 2.28) (dashed) and eq. (2.26, 2.28) with m easured Po,mo 
(dash dot). Both cases contain 2 different incident wave heights: H m o , i n c  ~  0.25 
and 0.70 m.

4.5 A p p lic a t io n  in  th e  co re  sca ling  m e th o d

T he core scaling m ethod according to  B urcharth  et al. (1999) is based on the 
practical calculation m odel previously discussed, which is used to  predict the 
locally varying pressure gradient w ithin the  core. M aking use of eq. (2.3), 
pore velocities are derived to  ob tain  th e  specific size of th e  core m aterial, 
s ta tin g  th a t  Froude sim ilarity  should hold between the  porous flow fields in 
pro to type and in the  model.

I t  is obvious th a t  th e  improved calculation model derived in th is  work can 
be employed in th is core scaling m ethod, in order to  improve th e  accuracy of 
predicted  pressure gradients in varying wave conditions. A procedure for a 
core scaling m ethod is given in A ppendix C. The m ethodology is th e  sam e as 
in th e  m ethod by B urcharth  e t al. (1999), b u t w ith slight a m odification in 
the  choice of averaging points to  determ ine th e  characteristic  pore velocity, 
based on th e  findings in th is chapter.
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4.6 C onc lusions

Experim ental pore pressure m easurem ents in a  large-scale rubble-m ound 
breakw ater model (M uttray  and O um eraci, 2005) have been re-examined 
in detail, leading to  an  improved practical calculation model for the 
a tten u a tio n  of pore pressure height w ith in  the breakw ater core. T he new 
calculation m odel describes the  evolution of the  pore pressure height P(x> z ) 
along a  horizontal section a t position z  w ith  s ta rtin g  point a t the  interface 
betw een core and filter layer (x =  zco ta ) indicated  in Fig. 4.5. T he reference 
pore pressure height a t  the interface is com puted w ith  eq. (4.1).

A new approach is suggested to  deal w ith the  deviation between the 
observed and  theoretical exponential pressure height a tten u a tio n  in th e  front 
zone of th e  breakw ater core, dividing th e  considered section in two zones. 
P ( x ,  z ) is com puted w ith  eq.(4.4) in zone 1 (zcota < x  < x s), w ith the  to ta l 
pressure grad ien t Ip, i{z)  given by eq.(4.5). In zone 2 (x > x s), P ( x , z )  is 
com puted w ith  eq.(4.6), using eq. (4.7) to  predict the  dam ping coefficient 
Ö'(z). T he  poin t of separation x s (z)  betw een zone 1 and 2 is com puted using 
eq. (4.2), w ith  values of k (z ) specified in Table 4.3.

T he em pirical formulae in th e  calculation m ethod were derived from 
a  nonlinear regression analysis of the  G W K  d a ta  and provide the  pore 
pressure height in the  breakw ater core for a  sea s ta te  defined by the 
relative w ater depth  and incident wave height, lim ited to  non-overtopping 
and nonbreaking wave conditions in th e  present analysis. T he regression 
param eters appearing in the formulae are  considered to  be dependent to 
a  certa in  ex ten t on the  breakw ater geometr}' and the  specific m aterial 
properties affecting the  porous flow resistance.

T he application of the  calculation m odel to  th e  small-scale pressure mea
surem ents provides insight into the  general applicability of the  regression 
param eters Ck,i(z) in the  prediction formulae. In  th e  small scale model, the 
sam e wave conditions as in large-scale te s ts  were used, and the  breakw ater 
m odel consists of the same front slope angle. In  an effort to  m aintain  Froude 
scale sim ilarity  of the  porous flow, the core fraction of the  small-scale model 
has been scaled w ith th e  procedure given b}’ B urcharth  et al. (1999).

T he application to  the  small-scale d a ta  confirms th a t  the  prediction 
formulae are capable of accurately describing the  m easured evolution of 
pressure height under varying wave conditions, b u t also reveal differences in 
th e  m odel param eters Ck,i{z) to  a  certa in  extent. T he com parison between 
b o th  models suggest th a t  the  param eters Ci,?:(z) in eq. (4.1) for the  reference 
pressures are least susceptible to  a  change in layer thickness or m aterial 
properties of th e  arm our or filter. T his can be explained since the  mean 
value of th e  reference pressures along the  core slope is determ ined to  a  large 
ex ten t by the  wave run-up on the  breakw ater slope. Since the  la tte r is
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strongly  influenced by th e  wave length (or kh)  and  by the  wave height to a 
m inor extent, the form of eq. (4.1) seem s effective to  represent the  effect of 
wave run-up on the  reference pressures.

W hen moving inside the  breakw ater core, th e  influence of th e  hydraulic 
resistance of the core m ateria l on th e  pressure height a ttenuation  increases. 
T his suggests th a t  param eters C2 ,i(z) and  employed in th e  equations
(4.5) and (4.7) respectively, will be  dependent on the specific m aterial 
properties to  some extent. I t  is therefore suggested th a t further research is 
perform ed to  investigate the  susceptibility  of th e  model param eters Ck,i(z) 
to  th e  specific breakw ater properties, e.g. geometry, slope angle, layer 
thicknesses, core m ateria l properties.

A com parison between the  existing calculation m odel (B urcharth  et al., 
1999) and the new model presented in th is work shows a  significant 
im provem ent in the  prediction of pore pressure height, in a  broad range of 
wave conditions. Accordingly, th e  im proved calculation model contributes 
to  m aking the  core scaling m ethod (A ppendix C) m ore reliable in varying 
wave conditions, w ith  due regard however for th e  lim itations m entioned 
above.





5 Numerical framework

5.1 I n t ro d u c t io n

An im portan t characteristic  of m any coastal struc tu res is th a t  they are 
constructed of porous m edia, i.e. coarse granular m aterial, rock or concrete 
un its in variable sizes. An effective trea tm en t of the  flow in porous m edia is 
one of the  m ain requirem ents in the  num erical sim ulation of wave interaction 
w ith a  RMB.

A second specific feature which characterizes the  problem  is the  presence 
of a  free surface. Different techniques for tracking and locating the  free 
surface in NS solvers have been developed, as discussed in C hap ter 2.

In  the  following chap ter, the  num erical framework is presented in which 
the  present research has been carried out. T he model equations and their 
numerical im plem entation arc discussed, providing a background for the 
numerical study. In th is  discussion, the m ain features of the  considered 
w ave-structure in teraction  are emphasized: porous m edia flow and free 
surface modeling.

5.2 M o tiv a t io n

From a  scientific po in t of view, it is obviously preferred to  have full access to 
the source code of the  CFD  model. T here are a  num ber of open source CFD 
codes available, e.g. O penFO A M ® 1 or TRU CH A S2. In general however, 
these models are not specifically developed for solving the fluid flow in wave- 
struc tu re  interaction, b u t encom pass a  wide variety of physical features such 
as electrom agnetism , phase change, solid mechanics or heat transfer. I t  was 
no t until very recently th a t  an open source model specifically designed for 
coastal engineering applications has been released, called IHFOAM  (Higuera 
et al., 2013). T he m odel is based on O penFO A M ®  and is still under

1 ww w.openfoam .org
2 telluride.lanl.gov

6 5

http://www.openfoam.org
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development. A t present stage, it  does no t include porous m edia flow.
Even when disposing of a  generic open source model, developing and 

validating a  code requires a  considerable am ount of tim e and financial 
resources. In  th is  respect, it  was decided to  employ a  readily  available, 
sta te-of-the-art commercial C FD  model. There are a  num ber of widely used 
commercial codes available, so the  question rises which one is m ost su itable 
to  address the  research goals form ulated in C hap ter 1. T he answer to  th a t 
question is not straightforw ard, and  probably a  num ber of argum ents can 
be used in favor of one or another specific model. A fter screening a  num ber 
of available codes, the  m odel f l o w - 3 d ®  was selected, developed by Flow 
Science Inc.3. T his choice is m ainly based on the following argum ents:

® FL O W -3D  is makes use of the  V O F technique, developed by dr. C.W . H irt 
and  founder of Flow Science. T he rigorous and efficient im plem entation 
of the V O F m ethod  is considered to be one of the  m ain streng ths of 
th is particu lar m odel, providing an accurate and robust m ethod for free 
surface tracking. In  th is respect, the  numerical algorithm  to  evolve the  
shape and location of th e  free surface whilst m aintaining its  character 
as a  discontinuity and th e  application of proper free surface boundary  
conditions are m entioned (Flow Science, 2012);

® the  availability of custom izable subroutines, providing some flexibility to  
the  user to  im plem ent or ad just features to  the  model;

© the  capability  to  m odel moving objects, which will be of im portance to 
represent a  piston wavem akcr (cfr. infra);

o an efficient approach for grid generation and obstacle representation based 
on a cut-cell m ethod, greatly  reducing the  am ount of work on the  users’s 
part.

FLO W -3 d  is a  m ulti-physics solver w ith options for a  broad wide range 
of flow problem s. T he ph}~sical background of the  m odel is presented 
hereafter, together w ith a  description of the num erical im plem entation. The 
discussion is concentrated  on th e  particu lar problem  of wave in teraction  w ith 
a  perm eable struc tu re .

5.3 M o d e l e q u a t io n s

The following section presents the  physical background of th e  num erical 
model. The basic equations are the  fundam ental equations for fluid 
dynamics, which reflect the  conservation of m ass and m om entum . T hey  are

3 www.flow3d.com

http://www.flow3d.com
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presented here first in general form in a  clear fluid region, i.e. in absence of 
obstacles of any kind. Next, the  extension of the  conservation equations with 
models for porous m edia flow and turbulence is presented. In  addition to the 
conservation equations, the  trea tm en t of a  free surface or fluid interface, in 
respectively single-fluid or two-fluid problem s, forms one of the  cornerstones 
of the  m odel and  deserves particu lar a tten tion . Finally, a  b rief discussion is 
given on the  in itia l and boundary conditions com pleting the  specific problem 
setup.

5.3.1 C on serv a tio n  equations
Mass cannot be created  nor destroyed. T he ra te  of accum ulation of mass 
inside an infinitely sm all control volume has to  be balanced by the  net 
outflow of m ass trough  its boundaries:

dp d  pu-i
dt  dxi

=  0 (5.1)

where p is the  fluid density and  u t (?’ =  x ,  y, z ) the  C artesian  com ponents of 
the velocity. N ote the  use of the E instein sum m ation convention. For an 
incom pressible fluid eq. (5.1) reduces to

<5-2>
T he conservation of m om entum  is based on N ew ton’s second law, sta ting  

th a t the  change in m om entum  in a  control volume is due to  the  forces 
th a t ac t on th a t  volume. The gravity force (acceleration g ) is assum ed to 
be the  only acting body force. In  differential form, the equation for an 
incom pressible fluid reads:

dui  dui  _  I dp I dTij
d t  + U j d X j ~ g5ij p d X i +  p d x j  (5’3)

where the  term s on the  left-hand-side of eq. (5.3) express the  local and 
convective acceleration, equalized by the  gravity  force göij the  pressure 
forces (p ) and  viscous accelerations (r ) . T he m om entum  equations (5.3), 
often referred to  as th e  Navier-Stokes equations, describe the  fluid m otion 
w ith  full consideration of nonlinear effects.

Eq. (5.3) is generally employed assum ing th a t  the  shear stress is
proportional to th e  velocity gradient. A fluid w ith such properties is called
Newtonian. W hen the  fluid is incompressible, the  shear stresses read:

(  du¡ d u j \
TH = d  h r -  +  I T T  ( 5 -4 )d x j  dx i

w ith p, the  dynam ic viscosity.
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5.3.2 P o ro u s  m ed ia  flow m odel
In  F L 0 W -3 D , the  porous m edium  flow resistance is m odeled by inclusion of a 
drag te rm  in th e  m om entum  equations, as discussed in section 2 .3 .2 . Several 
d rag models are available in the  code to  represent sa tu red  or unsatured  
porous m edia flow, including effects of capillary pressure. Coarse granular 
m aterial is used in  m ost coastal engineering applications, in which case the 
Forchheim er m odel is suitable (referred to  as ‘Reynolds num ber dependent 
d rag ’ in F L O W -3 d ) . Using th is model, a  d rag  term  FdU% is added to  the  right- 
hand-side of eq. ( 5 .3 ) ,  obtained by com bination of eq. (2 .3 )  and  eq. (2 .3 0 ) :

Fd'u,i — - g ( a n u i  +  bn2\ui\u¿) (5 .5 )

where Ui =  u f  are the  velocity com ponents solved in the  m om entum  
equation ( 5 .3 ) ,  representing the  seepage velocity in the  porous m edium . |w¿| 
is th e  norm  of th e  (seepage) velocity vector and n  th e  porosity. I t  is noticed 
th a t  the inertia l drag  term  in unsteady flow is neglected in eq. (5 .5 ) .  The 
dim ensional coefficients a and  b were discussed in section 2 .1 .5 .  In  FL O W -3D , 
the  following form ulation is used:

(1 — n )2 V (1 — n) 1
a = a F  g , b -  ß F — (5 .6 )

n á g D ¿ n ó gD

where D  is a  characteristic  grain size diam eter (e.g. D^q or P n ,5o) and a F 
and  ß F dim ensionless shape coefficients.

I t  is noticed th a t  th e  effect of m acroscopic turbulence (see section 2 .3 .2 )  
inside porous m edia is no t considered in FL O W -3D . T o  the  au th o r’s 
knowledge, no validation studies for coastal engineering applications have 
been reported  th a t  clearly identify the con tribu tion  of th is te rm  in the  
to ta l flow loss inside porous media. It m ay be expected th a t  m acroscopic 
gradients of seepage velocity are intrinsically small, due to  the  averaging 
approach, and  so will be the  related  tu rb u len t flow losses. An exception 
m ay be found near the  interfaces between clear fluid and porous m edium  or 
interfaces betw een porous m edia w ith different characteristics, where larger 
velocity gradients arise.

I t  is noticed  th a t  the  presence of a  porous m edium  does no t only affect 
the  equation  for m om entum  conservation, bu t also the  m ass conservation 
equation and  kinem atic free-surface boundary  condition. T he specific 
num erical approach in f l o w - 3 d  to  satisfy these conditions will be trea ted  
in section 5.4.

5.3.3 T u rb u len ce  m odeling
T he m ost accura te  approach for turbulence modeling, referred to  as D irect 
N um erical S im ulation (DNS), is to  solve th e  Navier-Stokes equations w ith
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proper in itia l and boundary conditions, resolving the  whole range of spatial 
and  tem poral scales of the  turbulence, from th e  sm allest dissipative scales 
up to  the integral scale associated w ith the  m otions containing m ost of the 
k inetic  energy. T he com putational cost of DNS is extrem ely high, even at 
low Reynolds num bers. Besides these constrain ts involving com putational 
tim e and cost, it is even not desirable to  apply DNS in cases where porous 
flow m odeling is applied because of the volume-averaging approach.

W hen DNS is out of scope, tu rb u len t effects are to  be approxim ated in 
the  model. Maini}' two options are available: Large-Eddy Sim ulation (LES) 
and  Reynolds-averaging of the  Navier Stokes equations, which are both  
available in f l o w - 3 d .  W ith  LES, the  basic idea is to d irectly  com pute 
all tu rb u len t flow structures th a t  can be resolved by the  com putational 
grid and approxim ate only those features th a t  are too  sm all to  be resolved, 
using a  subgrid scale model. Since a  considerable am ount of kinetic energy 
in th e  flow m ust be resolved, a  high grid resolution is still needed. To 
allow the  large flow structu res to  break up in to  sm aller ones, the  flow has 
to be sim ulated in th ree dimensions and tim e-accuracy has to  be retained. 
M oreover, an  energy-conserving discretization of the m om entum  convection 
is m ostly needed in LES, in order no t to  dam pen ou t resolved, tu rbu len t 
fluctuations (Rauwoens, 2008). Because of these im peratives, and since the 
num erical sim ulations will be restricted  to  2D in the  following, LES is not 
explored fu rther in this work.

T he last approach for turbulence m odeling trea ts  the  flow from a 
s ta tis tica l point of view, restricting  the  description of tu rbulence to  a  subset 
of s ta tis tica l properties, e.g. th e  m ean value and (co-)variance of velocity 
com ponents. T he Reynolds decom position technique leads to  the so-called 
RANS equations, where an instantaneous flow variable q is separated  into 
a  m ean  (ensemble averaged) com ponent q and  a  fluctuating  component 
q ' . In  RANS, th e  breaking of large tu rbu len t struc tu res into sm aller ones 
is no t sim ulated, hence a  3D grid is not s tric tly  necessary. In  general, 
th e  requirem ents to the discretization are also less stringent, because of 
the  relatively large im portance of the  tu rb u len t model term s. T he RANS 
equations for an  incompressible fluid read:

=  0 (5.7a)
Xi

dui  _  dui  _  1 dp I d
d t  +  Uj d x j  ^  Lz p dx i  +  p d x j

f d u i  du j
(5.7b)

T h e  shear stresses in eq. (5.7b) arise from m om entum  transfer a t  molecular 
level (viscous contribution) and from the  fluctuating  velocity field (turbulent 
contribu tion). T he tu rbu len t shear stresses — pupa3, often referred to  as the 
Reynolds shear stresses, require additional m odeling to  close th e  RANS
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equation  for solving. T his has led to  the  creation of a  num ber of turbulence 
m odels. In  FLOW-3D, two types of tw o-equation turbulence transport
m odels are incorporated: the  s tan d ard  k-e and  the  ReN orm alization Group
(RNG) m odel. Both are highlighted briefly further on. I t  is of im portance 
to  m ention th a t  the  application of the tu rbulence m odels is lim ited to  the 
clear-fluid region, thus not w ithin porous media.

T he k-e and  RNG turbulence models, like m any others, are based on 
the  turbulent-viscosity  hypothesis of Boussinesq (1877). T his hypothesis, 
analogous to the  stress-rate-of-strain  relation  of a  N ew tonian fluid, sta tes 
th a t  the Reynolds shear stresses are d irectlv  proportional to  the  m ean rate  
of fluid deform ation:

——  (  dñi d ñ j  \  2 , _ ,
-  pu,u ,  =  ß T  ( —  +  —  J  -  - p k S i j  (5.8)

where / í t= M t(z ¿ , t) Is the  dynam ic eddy or tu rb u len t viscosity which varies 
in space b u t is assum ed to  be isotropic however, k  is th e  tu rb u len t kinetic 
energy, defined as:

k  =  \ u 'iu 'i (5-9)

S ubstitu tion  of eq. (5.8) in eq. (5.7b) yields:

du. i _  dui  
d t  +Uj d x .

where

- A  1 0—  Q u i z  r\
p d X i f + l pkY £ ' e f f

(  du.-,, du
+

V d x j  dx

Ue f f ( X i , t ) =1/  + VT ( X i ,  t)

(5.10)

(5.11)

is th e  effective kinem atic viscosity, i.e. the sum  of m olecular (u) and tu rb u 
lent kinem atic viscosity (v t )- E quation  (5.10) has the  sam e appearance as 
the  incom pressible Navier-Stokes equation  (5.3), w ith and  uef f  in place 
of Ui and v  and w ith p  +  \ p k  as the  modified pressure term .

Standard k  — e m odel

T h e  s tan d ard  k-e model (Harlow and  N akayam a, 1967; Launder and 
Spalding, 1974) consists of two tran sp o rt equations, for the  tu rb u len t kinetic 
energy k  and  dissipation ra te  e, respectively:
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where the term s are from left to  right: local derivative, convective derivative, 
production, diffusion and dissipation. A dim ensional analysis yields a 
definition of the  tu rbu len t viscosity, necessary to  link the  m om entum  
equation (5.10) w ith the tran sp o rt equations (5.12) :

v t  = Cßk 2/e  (5.13)

S tandard  values of the  m odel constants in the  k  — e turbulence model 
equations are:

CM =  0.09, C£i =  1.44, Ce2 =  1.92, a k =  1.0, <r€ =  1.3 (5.14)

R N G  k — e m o d e l

T he RNG m ethod, sim ilar to  th e  k-e model, accounts for the  effects of 
sm aller scales of m otion by applying a  renorm alization technique to the 
Navier-Stokes equations, see e.g. Y akhot e t al. (1992). T his m ethod results 
in a  modified form of the  e equation, a ttem pting  to  account for different 
scales of m otion through changes in the  production term . T his modification 
makes the RNG model more sensitive to flows having strong  shear regions, 
due to  the  presence of the  source term  R :

de de _  e ,+  Uj -   =  Cel T VT Idt dx.
í  du¡ 
\ d x j

düi
dxi  ) dx

dut d 
+ dxj

R  =
c íít¿ ( i_ -^ A 7o ) c  

1 +  ßr/3 k

V = J 2 S ijS i j -

UT de
dx. - c ,2j - r

(5.15a)

(5.15b)

(5.15c)

where Si j  is the  m ean-rate-of-strain  tensor, defined for incompressible flow 
as:

c  _  l ( d u i
13 2 d x .

duj
dx ,

(5.16)

All constants (except ß)  appearing  in eqs. (5.15) are derived explicitly 
in the  RNG procedure. I t  is noticed th a t the  source term  according to 
eq. (5.15b) is an ad hoc m odel, no t derived explicitly from RNG theory 
(Pope, 2000). S tandard  values of the  model constants in the RNG model 
equations are:

C M =  0.0845, C ei =  1.42, C £2 =  1.68, 
a k =  0.7194, cre =  0.7194 ,770 =  4.38, ß  =  0.012

(5.17)
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M inim um  dissipation  rate and lim its for tu rb u lent scales

A particu lar numerical challenge of b o th  the  stan d ard  and  RNG k-e model
is to  lim it th e  value of e from below. In  case eq. (5.12b) or (5.15a) yields
values of e close to  zero, the  tu rb u len t kinetic energy should approach zero
as well. If for numerical reasons th is  is no t the case, th is  results in large,
unphysical values of v?  in eq. (5.13). Therefore, a  m inim al value for e is
defined as: _

R  £3/2

tmin =  C^ 2 T L E N  (5 ' 18)
where TLEN  is  a  m axim um  tu rb u len t length scale. In  f l o w - 3 d ,  this 
param eter can be defined by th e  u s e r .  Alternatively, a  value of t l e n  
(varying in space and tim e) can be com puted by the  program . In  th e  la tte r 
procedure, the  lower bounds of th e  tu rb u len t length ( L t)  and tim e scales 
( T t ) are based on the  Kolmogorov scales, whereas the  upper bounds are 
based on the  rap id  distortion  theory  (Isfahani and B rethour, 2009):

Lr,min =  7Qv3/4e~1/4 (5.19a)

_  0.86  V k
¿-'I ,max s-, q (5.19b)

T t  .min = (5.19c)

_  0.35 1
T ,m a x  — x-,L'u b

(5.19d)

w here v  is the  molecular kinem atic viscosity and S  the  m ean s tra in  ra te  
m agnitude com puted from the  second invariant of the  s tra in  tensor S i j .

T he length scale L t ,  sub ject to  the  lim its given by eqs. (5.19a, 5.19b) is 
th en  replacing t l e n  in eq. (5.18). T he inverse of the tim e scale Tt , subject 
to th e  lim its given by eqs. (5.19c, 5.19d), is used in the  right-hand-side of 
eq. (5.12b) or (5.15a), where e k  appears.

5.3.4 F ree surface m odeling
Different techniques for free surface m odeling applied in NS models were 
discussed in section 2.3.1. f l o w - 3 d  employs the  VOF m ethod (H irt and 
Nichols, 1981), in which fluid configurations are defined in term s of a  VOF 
function F ( x , y ,  z , t ) .  T he in te rp re ta tio n  of th e  F  function depends on how 
th e  fluid problem  is being solved. Two options exist for the  specific case of 
w ater in contact w ith air. In  th e  first approach, referred to  as single-fluid 
modeling, th e  air is not trea ted  as a  fluid bu t ra th er as a void, a  region
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w ithout fluid m ass w ith  a  uniform reference pressure assigned to  it. In 
the  void, no fluid properties are transported , which m eans a  considerable 
reduction of com putational effort. In  th is case, F  represents the  volume 
fraction occupied by the  fluid. Thus, fluid exists where F  =  1, and void 
regions correspond to  locations where F  =  0. Averaged over a  control 
volume, the  value of F  will be w ithin the  segm ent [0,1].

In  two-phase modeling,  when w ater and air are explicitly trea ted  as 
two different phases, the  F  function represents the volume fraction of 
the  incom pressible phase (w ater), whereas the  com plem entary region w ith 
volume fraction 1 — F  represents the compressible phase (air) th a t  may have 
a  constan t density  or a  density com puted from the  fluid equation-of-state.

I t  is im p o rtan t to  recognize th a t  th e  F  function is defined a  discontinuous 
function in order to  accurately  track  the free surface or two-fluid interface 
as a  sharp interface. A prerequisite to  the  numerical im plem entation of the 
V O F m ethod is to  advance the fluid interface in tim e w ithou t destroying 
its character as a  discontinuity. Moreover, it is necessary to  impose proper 
boundar}' conditions a t th e  free surface in single-fluid modeling.

5.3.5 In itia l an d  b o u n d a ry  cond itions
T he model equations for m om entum , turbulence and  the  free surface are 
partia l differential equations, approxim ating the  physics of the  processes 
they model for every possible m anifestation of the  process of interest. 
In order to solve a  specific problem, initial and  boundary  conditions are 
required.

In itial conditions specif}- the  flow a t the  initial tim e step  a t every location 
in the  com putational dom ain. In case of waves propagating in a  wave flume, 
the  fluid a t rest in the whole com putational dom ain is a  common and trivial 
initial condition, imposing a  hydrostatic  pressure d istribu tion  and  a  zero 
velocity-field. A n initial reference pressure in th e  void or air region can be 
specified as well.

Boundary conditions represent the  external factors acting in the  specific 
flow problem  through th e  boundaries of the  domain. H ereafter, the 
boundary conditions for th e  m om entum , turbulence and free-surface model 
equations are discussed.

V e lo c ity

The velocity a t  th e  boundary  will be affected by the type of boundary, which 
can be e ither solid or open. A  solid boundary represents solid objects in 
the  com putational dom ain, such as the  bo ttom  or side wall of the  flume, or 
any other ob ject placed inside the  domain. For a  solid boundary, mainly 
two types of conditions apply:
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1 . no-slip condition : th is  condition sta tes th a t  on th e  solid boundary, there 
is no m otion of the fluid relative to the solid

Ui — v Sti (5.20)

w ith vs the  velocity of th e  solid. T his type of condition is valid for a 
viscous fluid (fi 7  ̂0 ) and is used to model the flow in th e  boundary  layer 
next to  the  rigid wall.

2 . free-slip condition : this condition s ta te s  th a t  the  tangen tia l shear stress 
exerted by th e  solid is zero. In  this case, the  fluid velocity next to  the 
solid boundary  is only forced to  m atch th e  norm al velocity of the surface:

UiTls,i =  vs, inSti (5.21)

where n s¡l are the  com ponents of the  u n it vector n s norm al to  the  solid 
surface, positive pointing outward.

An open boundary  is a  boundary  through which fluid can en ter or leave
the  dom ain. T hey  are used to  model the  inflow of waves and  or currents or
represent an  outflow boundary  a t  which waves or curren ts leave the  dom ain 
w ithout reflection. M ultiple velocity boundaries are im plem ented in the 
code, going from a  constan t velocity (representing a  current) to  different 
types of linear and  nonlinear wave boundary conditions. In  case of a  wave 
boundary, bo th  th e  position of th e  free surface and velocity com ponents a t 
the  boundary  are specified according to  th e  governing wave theory. More 
details on the  wave boundary  condition are given in section 6.2.3.

Pressure

Different pressure conditions exist, depending on th e  flow m odeling type. 
In  case of one-fluid flow, th e  pressure of the  void region can be initialized 
to  a  value po and  stays constan t during the  com putation.

In case of tw o-phase flow, where the w ater and  air present in the dom ain 
are trea ted  as two separa te  fluids, an in itial pressure condition can be 
applied to the  air region. T his is generally the  atm ospheric pressure, acting 
as a  reference to  any o ther pressure in the  flow. T his condition is usually 
applied to  th e  upper closure of the  com putational dom ain.

A pressure boundary  condition can also be applied a t  the  mesh boundary. 
In the  specific case of a  num erical wave flume howrever, th is kind of boundary  
is no t employed.

Free surfaces and fluid interfaces

At the free surface or fluid interface, the  F  function satisfies a  kinem atic 
boundary  condition. Assum ing the  continuitj' of velocity, the  free surface is
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ensured to  be a  m aterial surface th a t always consists of th e  sam e particles4. 
In  th e  absence of mass sources, the kinem atic condition reads:

In tw o-phase flow, a  diffusion term  is added to  the  righ t-hand  side of 
eq. (5.22) to  account for the  tu rbu len t m ixing of bo th  phases:

where S c  is the  tu rbu len t Schm idt num ber, a  dimensionless num ber used 
to  characterize fluid flows in which there are sim ultaneous m om entum  and 
m ass diffusion-convection processes. It physically represents the  relative 
thickness of the  hydrodynam ic layer and the  m ass-transfer boundary  layer. 
T he diffusion te rm  w ith a  simple gradient tran sp o rt according to eq. (5.23) 
is only appropria te  for homogeneous flows where the  size of the  energy- 
containing eddies is smaller th an  the distance over which the gradient 
varies appreciably  (Shirani et al., 2006). For flows near th e  interface w ith 
inhom ogeneous turbulence, a more appropriate  m odel would include bo th  
grad ien t and  convective tran sp o rt term s, see e.g. Lumley (1975).

In  case of single-fluid flow, the  norm al and tangential stress need to  be 
specified as dynam ic boundary  conditions a t  the free surface, guaranteeing 
th e  continuity  of stress com ponents. T he norm al stress arises from the 
prescribed void pressure po and the equivalent surface tension pressure. 
D enoting n  as th e  unit norm al on the  free surface and rii as the  projection 
of n  on th e  coordinate directions the  continuity of the  norm al stress a t 
th e  free surface boundary  is w ritten  as:

w here a  is the  fluid surface tension coefficient (in un its of force per unit 
length) and  ks the  local free surface curvature.

For 3D problems, two un it tangential vectors t k ( k = 1,2) are needed 
to  define th e  local tangent plane on the  free surface and t k is defined as 
th e  projection of t k on the  coordinate directions aq. T he continuity of the 
tangentia l stress across the  free surface is expressed as:

(5.23)

(5.24)

(5.25)

4T his only holds for a  free surface th a t  does not b reak  up as it  is th e  case under e.g. 
wave breaking.
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In  case of two-phase flow modeling, th e  contact region between water 
and  air appears as an interface in the  dom ain. T he interface docs no t require 
th e  specification of a dynam ic boundary  condition  since the  solution a t  the 
interface comes ou t naturally  of the equations of m otion.

T urbulent m odel boundary cond itions

B oundary  conditions to  the  turbulence tra n sp o rt equations (5.12) and 
(5.15a) arc to  be specified either a t a  free surface, an  in- and outflow or 
a  solid boundary.

A dvective fluxes of tu rbu len t quantities in to  em pty  cells arc set to 
zero since th e re  is no fluid in those cells to either supply or receive the 
fluxed quantities. T he sam e condition applies to  an outflow condition. 
M athem atically , th is takes the form of a  null-flux condition:

d k  de . .
O ^ r i i  =  0 , -Torrii =  0 (5.26)

At inflow boundaries, the  tu rbu len t k inetic energy k  and  dissipation ra te  
e m ust be specified:

k  =  k0 , e =  e0 (5.27)

A t solid dom ain boundaries or in ternal obstacles where a  no-slip 
condition is applied, contributions to the  tran sp o rt equation for k  and  e 
need to  be included, which arise from tangen tia l wall shear stresses rw . 
Because th e  num ber of mesh points required  to  resolve all the  details in 
the  tu rb u len t boundary  layer would becom e prohibitively large in practical 
calculations, the  flow is forced to m atch th e  law of  the wall or log-law. which 
is an approxim ation for fully-developed, stead}' flow along a  flat boundary:

u  y =  u
1 , ( u * d
- I n  -----
k X u

(5.28)

where u\\ is th e  velocity com ponent parallel to  wall, k is the  von K arm an 
constan t and  d the  norm al distance from th e  wall to  th e  location where the 
velocity U|| is com puted. T he local shear or f rict ion  velocity u* is defined 
from the  wall shear stress as:

u  = Y 7  (5-29)

For eq. (5.28) to  be valid, th e  point where W|| is calculated should fall w ithin 
the  tu rb u len t log-law region. T his is equivalent w ith the  following restra in t 
to  the  viscous length scale y + (Versteeg and  M alalasekera, 1995):

30 < y +  = —  <  500 
u (5.30)
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For a  high-Reynolds num ber, fully-developed flow, th e  boundary values 
of e and  k  can  be derived under the  assum ption of the  logarithm ic velocity 
profile (eq. (5.28)) and th e  tu rb u len t viscosity hypothesis (eq. (5.8)). In the 
log-law region, it can be assum ed th a t  tu rbu len t production  and dissipation 
are in balance, and the  boundary  conditions for k and  e read (Pope, 2000):

5.4 Im p le m e n ta t io n

In the  previous section, the  equations governing th e  physics of the  wave- 
s tru c tu re  interaction problem  have been described. Due to  the nonlinear 
n a tu re  of th e  partial differential equations, analytical solutions are not read
ily available. For almost every particu lar problem  of in terest, predictions for 
flows have to  be obtained by solving the  equations w ith numerical m ethods.

In th is numerical solution, the  governing equations will be approxim ated 
by system s of algebraic equations. This requires a  discretization of the 
equations, approxim ating continuous functions of tim e and space w ith a 
finite am ount of inform ation. The partia l differential operators appearing 
in the  governing equations express a  variation in tim e and  space. D ue to 
the ir different character, they  will be discretized in a  different m anner.

In the  following, the  num erical solution m ethods im plem ented in f l o w - 
30  are discussed. F irst, practical details arc given on the  mesh construction, 
the  representation  of obstacles and  the  allocation of flow variables. Next, 
the  spatia l discretization of the  governing equations is trea ted , followed by 
a  discussion on the  tim e advancem ent of the  discretized equations and the 
application of stability  conditions to  the  tim e advancem ent.

Again, th is discussion is organized w ith a  focus on w ave-structure 
in teraction , paying special a tten tio n  to  the  representation  of porous media 
and free-surface tracking. G reat p a r t  of the  following is a  synopsis based 
on th e  available inform ation in the  FL O W -3D  m anual (Flow Science, 2 0 1 1 ). 
For details on th e  code no t included here, reference is m ade to  th is manual.

5.4.1 M esh g en era tio n  an d  obstac le  re p re se n ta tio n

M esh generation involves the  definition of a set of non-overlapping polygons 
(in 2D) or polyhcdra (in 3D) which com pletely fill a  well-defined domain 
in space. In  f l o w - 3 d ,  th e  mesh is structured, m eaning th a t the  volume 
elem ents or cells are well ordered. T he cells can be m apped on simple d a ta  
struc tu res in a  struc tu red  m esh, using a simple scheme to label elements
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and  identify neigboring cells. B oth  Cartesian and  cylindrical meshes can 
be defined in FLO W -3D , and cell dim ensions can b e  uniform  o r  non-uniform.

One of the  m ain benefits of a  s tru c tu red  mesh is the  ease of grid 
generation, w ith a  m inim al am ount of inform ation to  be stored. One of 
the  m ain drawbacks involves the  representation  of complex geometries. 
Unlike unstructu red  meshes, where general hexahedral cells can be used 
which conform with specified geom etric shapes (a body-fitted m esh), the 
rectangular elements employed in a  C artesian  mesh canno t accurately define 
complex geom etric surfaces. T he la tte r would have to  be approxim ated by 
blocking out entire cells, leading to  boundaries having discrete steps. These 
steps introduce flow losses and  produce o ther undesirable effects.

In order to  overcome th is problem , obstacles are allowed to cu t through 
th e  cells (cut-cell method).  T he  la tte r m ethod is referred to  in f l o w - 3 d  as 
th e  Fractional Area Volume O bstacle R epresentation  (FAVOR) m ethod 
(H irt and Sicilian, 1985). C urved obstacles, wall boundaries or other 
geom etric features are em bedded in the  mesh by defining the  fractional 
areas (A í ) and volumes (Vpii¿ife) of th e  cells th a t  are open to  flow. T he . k 
function is defined as the  ra tio  of th e  open volum e to  the  to ta l volume in a 
mesh cell, and three A í functions are defined as the  ratio  of the  open area to 
the  to ta l area, a t the th ree cell faces in the  increasing cell-index direction.

T he philosophy behind the  cut-cell m ethod is th a t  the  numerical 
algorithm s are based a  lim ited am ount of inform ation for each cell (each 
flow variable), so it would be inconsistent to  use an excessive am ount 
of inform ation to define geom etry (Flow Science, 2012). T he cut-cell 
technique retains the sim plicity of rectangular elem ents while representing 
com plex geom etric shapes a t a  level consistent w ith the  use of averaged 
flow quantities w ithin each volum e element. T hree area fractions and one 
volume fraction for each cell are stored, which is relatively little  inform ation 
com pared w ith body-fitted grids.

G rids and geom etry are free to  be defined independently  of one another, 
w ith very little  tim e or effort on th e  p a r t  of a  user. The work of 
com puting the  intersections between a  grid and an  obstacle description, 
is fully autom ized. This is a  m ain advantage over unstructu red  grids, where 
th e  grid generation process is no t com pletely au tom atic  and may require 
considerable user in teraction  to  produce grids w ith acceptable degrees of 
local resolution while a t  th e  sam e tim e having a  m inim um  of elem ent 
distortion.

An im portan t point to recognize is th a t approxim ations of fluid-dynamic 
quantities are restricted to  th e  open regions of cells in th is  cut-cell m ethod. 
T his restriction  introduces th e  factors A í and  Vpiijyk directly into the  discrete 
approxim ations. For exam ple, th e  flux of a quan tity  from one cell to another 
has the  fractional area of the  fluxing boundary  th a t  is open to  flow as a
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m ultiplier. In general, the  a rea  and volume fractions are tim e independent, 
except when the  moving obstacle model (GIMO) is employed.

In spite  of the  aforem entioned advantages of structu red  meshes in 
com bination w ith a cut-cell m ethod, some inconveniences exist as well. F irst 
of all, applying a  local m esh refinement in a  particu lar zone of in terest is 
no t possible in a  stru c tu red  mesh. This can be overcome by employing 
m ultiple rectangular meshes (mesh blocks) w ith different cell dimensions 
th a t  are coupled at their boundaries (either adjacent to  each o ther or 
nested in each other). However, in order to lim it numerical approxim ation 
errors, restrictions exist to the  m axim um  ratio  of adjacent cell dimensions 
of different mesh blocks, and  hence to  the  resolution increase achieved by 
adding one ex tra  mesh block.

As a second draw back of the  cut-cell m ethod, it  is im portan t to  recognize 
th a t  it is lim ited by the  resolution of the  com putational grid (Flow Science, 
2011). T his lim itation is associated w ith the  way area fractions are defined. 
For each cell face in a  m esh, first it  is determ ined which corners of the  face 
are inside and which are outside of a  defined geom etrj' component:

•  If all four corners of a  cell face are inside the  com ponent, then the  entire 
face is defined to be w ith in  the  com ponent.

•  Similarly, if all corners lie outside, then th e  entire face is assum ed to  be 
outside the  com ponent.

•  W hen some face corners are inside a  com ponent and some are outside, the 
area fraction generator com putes the  intersection of the  com ponent with 
the  face edges. A rea fractions are then  com puted from these intersection 
points assum ing straight-line connections between intersection points 
w ithin the  face. T h e  straigh t-line assum ption introduces a  sm all error 
in the fractional area  w hen the  com ponent boundary  is curved inside the 
cell. T he  approxim ation improves as the grid resolution is refined.

T he im plication of th is face construction m ethod is th a t any piece of a 
com ponent extending across a cell face, bu t not including a  corner of th a t 
face, is no t recognized by the  area fraction generator. For instance, a 
spherical subcom ponent sm aller th an  a mesh cell will no t be recorded unless 
it covers a t  least one cell vertex. If the com ponent surface has sharp  edges 
th en  a  m ultiple intersection is likely to  occur, w ith the  cell face intersecting 
more th an  one neighboring edge. In  th is case the  corresponding cell edge is 
assumed to  be either fully inside th e  object or fully outside it, leading to  a 
representation  error. T he representation  is im proved as th e  mesh resolution 
is increased.
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5.4.2 A rran g em en t o f flow variables
W ith  each cell there are associated local average values of all dependent 
variables. A staggered scheme is used to  represent fluid velocities and 
pressures, illustrated  in F igure 5.1: u-velocities and  fractional areas A x a t 
the  centers of cell-faces norm al to  the  x-direction, ^-velocities and fractional 
areas A y a t the  centers of cell-faces norm al to th e  y-direction, and w- 
velocities and  fractional areas A z a t the  centers of cell-faces norm al to  the 
^-direction. Pressures p,  fluid fractions F,  volume fractions Vp. . k . area 
fractions A í , densities p, turbulence quantities (k and  e), and viscosity p  
are a t cell centers.

The staggered arrangem ent is a ttrac tive  because it  m aintains strong  cou
pling between pressure and  velocity and does not lead to spurious pressure 
oscillations, often referred to  as the checkerboard problem . Furtherm ore, 
staggered arrangem ents do not require ad-hoc boundary  conditions for the 
pressure, and  can sim ultaneously conserve mass, m om entum  and  kinetic 
energy for an  inviscid flow (Harlow and Welch, 1965).

z

P , F , Ai, V f ,
P , k ,  e , m

y

F ig u re  5.1: Location of variables in a mesh cell.

Before discussing th e  num erical solution m ethod, some notes on the  
no tation  are given, adopted  from the  f l o w - 3 d  user m anual (Flow Science, 
2011). T he finite-difference, C artesian  mesh used for num erically solving 
the  governing equations consists of rectangular cells of w idth 5xiy d ep th  Syj 
and  height 5zk • T he active mesh region has I  BA R,  cells in the  x-direction 
labeled w ith  the  index i, J B A R  cells in the  y-direction labeled w ith  the 
index j ,  and K B A R  cells in the  z-direction labeled w ith the  index k. This 
region is surrounded by layers of fictitious or boundary  cells used to  set 
m esh boundary  conditions. In  to ta l, there  are ( IB A R .  + 2) * (J B A R  +  2) * 
{ K B A R  +  2) cells in a  com plete mesh block.

A variable Q  a t  th e  center of a  cell (i , j , k ) is denoted as fc, where 
the  superscript n  refers to  th e  n -th  tim e step  value.

Velocities are located a t  th e  cell-faces, denoted as e.g. u f - . for the•''ij
x-com ponent located a t the  m iddle of the  cell face between cells ( i , j , k )

W , A z

V, A y 'u , Ax
X
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and (i +  1 , j ,  k ) a t  tim e level nöt.  F ractional areas are denoted as A F R i j jk 
(between cells ( i , j , k )  and (i + l , j , k ) ) ,  A F B i j tk (between cells ( i , j , k )  and 
( i , j  +  1, k) )  and A F T i }j ;k (between cells ( i , j ,  k)  and  {i , j ,  k  +  1)).

W hen free surfaces or fluid interfaces are present, it  is necessary to 
distinguish those cells th a t  are empty, contain a  surface, or are full of one 
fluid. By definition, a  surface cell is a  cell containing fluid # 1  and  having 
a t least one adjacent cell (a t i ±  1, j  ±  1 , k ±  1), th a t  is em pty or full of fluid 
# 2 . A cell w ith  an  F  value less th an  unity, bu t w ith  no em pty neighbor, is 
considered a  full cell in single-fluid problems. A flag N F iú¡k is used to  label 
the  cells and  also, in the  case of surface cells, to  indicate which neighboring 
cell lies in th e  d irection of th e  inward norm al to  th e  surface. T he flag values 
are indicated  in Table 5.1. N F i ;j jk is used to  indicate th e  orien tation  of the 
surface betw een two fluids in an analogous m anner.

T a b le  5 .1 : Definition of flag values N F i j , k

N F i , j , k i n t e r p r e ta t io n

0 full or obstacle cell
1 surface (i — 1 inward neighbor)
2 surface (i +  1 inward neighbor)
3 surface ( j  — 1 inward neighbor)
4 surface ( j +  1 inward neighbor)
5 surface (k  — 1 inward neighbor)
6 surface (k +  1 inward neighbor)
7 cell undergoing cavitation
8 em pty cell

5.4.3 S p a tia l d isc re tiza tio n  of m o m en tu m  te rm s

T he d iscretization  of different term s in the m om entum  equation  contain
ing a  sp a tia l derivative is discussed in the  following. Finite-difference 
approxim ations are form ulated, based on Taylor series expansions of flow 
variables. T he term s to  be discretized are, from left to  right in eq. (5.3): 
th e  m om entum  advection, pressure gradient and viscous shear stress.

In  FLOW-3D, the  viscous te rm  d r i j / d x j  refers to  th e  in ternal viscous 
shear stress, i.e. away from solid boundaries. Wall shear stresses originating 
from solid boundaries w ith  a  no-slip condition are added separately  in the 
m om entum  equation as force contributions. W ith  th e  inclusion of fractional 
area  functions A í , vanishing a t solid walls, it  is th en  straightforw ard to 
apply th e  specific w all-boundary condition. T he discretiation of the  wall 
shear stress is also included in th is discussion.
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The discretization of the  transpo rt of tu rb u len t quantities (advection- 
diffusion) is no t trea ted  here. M ore details on th is topic can be found in the 
user m anual (Flow Science, 2011).

M om en tu m  advection  : basic approach

In order to  ob tain  finite-difference approxim ations to  th e  advective fluxes, 
m om entum  control volumes are centered in each cell abou t th e  righ t face 
for X-momentum, the top  face for y-m om entum  and the  back face for z- 
m om entum  tran sp o rt. For brevity’s sake, th e  discussion is lim ited here to 
the  tra n sp o rt of tq^fc-m om entum  in the  x-dircction. Figure 5.2 shows the 
control volume.

F ig u re  5.2: Control volume (dashed line) in (x,z)-pla.ne used in finite-difference 
approxim ation for iq,¿/¿-momentum (after Flow Science, 2011).

T he advective fluxes can be w ritten  either conservatively (V im ) or 
nonconservativelv ( u V u ) .  The conservative approach is preferred, since it 
au tom atically  ensures the conservation of m om entum  in the  finite-difference 
approxim ations. In  a  non-uniform  mesh however, th e  order of accuracy 
of the  convective flux discretized in the conservative form is reduced by 
one, because the  control volume is no t centered abou t the  position  of the 
velocity com ponent iq a t the  cell face (H irt and Nichols, 1981). In  order to 
m ain tain  a t  least first-order accuracy in a  non-uniform  mesh, the  fluxes are 
approxim ated in a  non-conservative form in FL O W -3D .

In  the  basic approach to the  approxim ation of advection, a  first-order 
upwind and  centered-difference approxim ation are combined in to  a  single 
expression w ith  a param eter ( a l p h a ,  a)  th a t  controls the  relative am ount 
of each. T h e  approxim ation to  the  advection of u-m om entum  in x-direction, 
denoted as F U X ,  reads:

( F U X ) ^  =  ^ [ ( U A R - a \ U A R \ ) ( ^ ) . +1Jk  

+ ( U A L  +  a \ U A L \ ) ( ^ ) i j k
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U A R  =

U A L  =

V F C

‘̂>i+i,j,k-^-tFRi+i,j,k + Uij^AFRij^k 
2

Ui,j,kAFRitj tk “ I-  'u,i—i,j,kAFRi—i j ¡i{ 
2

,c =  6 x i v Fi,j ,k + ö x i+i V Fi+lij'k 
Sxi +  ôx i+i

(5.32b)

(5.32d)

(5.32c)

where the  velocity gradients in eq. (5.32a) are defined as:

d u \    ^-i,j,k

d x J i , j , k  Ô x i
(5.33a)

d u \   u ¿ - Ui tj tk
d x ) i + l j k  5x i+l

(5.33b)

U A R  and  U A L  are the advecting velocities, averaged between the  cell face 
velocity Uij^k and the velocities a t cells to  th e  righ t and left of cell (i , j , k ), 
respectively. Similar term s F U Y  and  F U Z  are developed for the  advection 
of u  in  y-  and 2-direction respectively, as well as term s F V X ( Y , Z )  and 
F W X ( Y , Z )  for the  advection of v-  and ru-momentum.

T he basic idea underlying eqs. (5.32) is to  weight the upstream  quantity  
being fluxed m ore th an  the dow nstream  value. T he weighting factors are 
(1 +  a )  and (1 —a )  for the  upstream  and dow nstream  direction, respectively. 
T he stream  direction is determ ined by th e  sign of velocities U A R  and 
U A L .  W hen a  =  0, the approxim ation reduces to  a  centered-difference 
approxim ation th a t  is spatially  second-order accurate  when the  mesh is 
uniform. W hen a  — 1, th e  first-order, upwind discretization is retained.

T he presence of an obstacle is directly taken  into account by incorpo
ra tio n  of the  a rea  functions in the  advecting velocities and by the  factor 
V F C , defined as the averaged volume fraction of b o th  cells ( i , j ,  k) and 
(i +  1 , j , k )  surrounding u¿,j,k- I t  is noticed th a t  the  form ulation of the 
advecting velocity in eq. (5.32a) is different from other form ulations from 
predecessor codes (e.g. NASAVOF-2D, R IP P L E ), w here the  advecting 
velocity is taken  as th e  face velocity T h e  form ulation of eq. (5.32a)
has th e  advantage however to  reduce to  a  conservative approxim ation when 
th e  mesh is uniform.

Second-order approxim ation  to  m om entum  advection

T he first-order upwind approxim ation yields stab le  results and has the 
property  of monotonici ty,  which m eans th a t no new extrem a are created and 
th e  value of a local minim um  'm axim um  is non-decreasing non-increasing
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in tim e. However, the  upw ind scheme also leads to  high levels of 
num erical dissipation, causing sharp gradients of the  convected quantity  
to  be sm oothed out in subsequent tim e levels. T his m ay require a  relatively 
high mesh resolution to  obtain an accurate  first-order solution. In such 
cases, it can be worthwhile to  use higher-ordcr schemes th a t  are less 
prone to num erical dissipation. In  f l o w - 3 d ,  two different second-order 
approxim ations m ethods are incorporated.

T he essence of the first m ethod is a  double pass th rough th e  first-order 
advection subroutine in the  code. In  th e  first pass, the  first-order downwind 
m ethod  is used w ith a  =  — 1. T he resulting velocities are th en  stored in 
th e  arrays for the previous tim e velocities. T he first-order calculations are 
then  repeated, bu t th is  tim e w ith  the upwind-differencing approxim ation 
(cc =  1). Finally, the results of the  two calculations are averaged to give 
th e  desired second-order approxim ation to  the  new time-level velocities. 
T h e  resulting approxim ation is second-order in tim e in general, and second- 
order in space in a  uniform mesh. T his algorithm  is the  least numerically 
diffusive of the  th ree advection m ethods available in FL O W -3D . However, it 
docs not possess the  transportive property  (m onotonicity), which may lead 
to  instabilities (wiggles) in the  solution.

T he o ther m ethod is based on th e  second-order m onotonicity-preserving 
upwind-differcnce m ethod by Van Leer (1977). T he higher-order dis
cretization scheme consists of second-order polynom ial approxim ations to 
th e  advected quantity , using a sp litting  m ethod in which each coordinate 
d irection is trea ted  separately. T he m ethod is applicable to  m om entum  
advection as well as scalar quantities such as density, (tu rbulen t) energy' and 
fluid fraction. T he m ethod is briefly described here, lim iting th e  discussion 
to  the  approxim ation of a  variable Q  advected in the æ-direction. More 
details on the  m ethod are given by Bronisz and  H irt (1991).

To achieve a  second-order accurate  approxim ation in a  non-uniform  
m esh, the  approxim ation to the  value fluxed th rough  a  cell-face, denoted as 
Q \  needs to  be third-order. T he approach adopted  by Van Leer (1977) is 
th en  to  m ake polynomial approxim ations to  the  variable Q  in function of 
h,  th e  distance m easured from the  center of cell ( i , j , k ) :

Q{h ) =  Qi +  A h  +  — B  '̂h '2 — 2hho — (5.34)

where Qi  is th e  cell-centered value of Q,  and A  and B  are defined in 
com bination w ith ho such tha t:
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ho is thus the location w here A is a  second-order approxim ation to  the  first 
derivative of Q.

The th ird-order accurate approxim ation to  Q* is obtained by integrating 
eq. (5.34) over th e  volume of the  cell th a t is fluxed across the  boundary  in 
one tim e step öt, i.e. from h  =  öxi /2  — U i j ^ ö t  to  h =  5xi /2.  If  Hq is 
carefully chosen, the  approxim ation simplifies to:

Q '  =  Qi  +  A (1  ~ ^ )SXi (5.36)

where is the  cell-centered value and C  is the  CFL num ber (uij^Ôt/ÔXi).  
Eq. (5.36) holds exclusively for the  location:

h0 =  ( 1 - -26C') f a * (5.37)

T he coefficient A  can easily be com puted from two neighboring first 
derivatives by linear in terpolation , provided these derivatives are second- 
order accurate. T he la tte r  can be achieved by com puting the derivatives a t 
the  m idpoints between Qi  locations; for example,

w )  = 2? >+1~ f  (5-38)OX )  .¿-1-1/2 ÔXi+1+ÔXi

is a  second-order accurate first derivative of Q  a t the  point between Qi  and 
Q i+ i. W ith  th is approach, th e  extension of the  second-order, m onotonicitv- 
preserving m ethod to  non-uniform  grids is straightforw ard.

To ensure m onotonicity, it is necessary to  restric t the  value of the 
derivative A  to twice th e  m inim um  m agnitude of the  centered Q-derivatives 
used in its  com putation  (Van Leer, 1977):

A f  2 m m ( P - , - ß - )  (5.39)
\ O X i  O X i + i  J

Furtherm ore, if Qi  is a  local m inim um  or m axim um  value - th a t  is, if the 
two centered derivatives appearing  in the equation (5.39) are of opposite 
sign - then  A is set to zero and  the  m ethod reduces to  a  first-order upwind 
approxim ation.

P ressure gradient

Pressure is evaluated in the  center of cell ( i , j , k ). T he discretized form of 
the  pressure gradient — ̂  reads, e.g. in ^-direction:

1 Pi+l,j,k ~Pi, j ,k  (5 40)
p 5x i + l / 2 , j , k
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In the no tation  of cell dim ensions, the fractional subindex implies an 
averaging of neighboring cell dim ensions, e.g. for the  æ-direction:

Sxi + ôxi+i ôxi-i+5xi , .
à X i + l / 2 , j , k  =  ------------- 7,  » 0 X i - i ¡ 2 , j , k  = ----------------X   ( 5 -4 1 )

V isc o u s  s h e a r  s tr e s s

T he term  dTj j /dx i  in eq. (5.3), representing in ternal viscous shear (i.e. away 
from solid boundaries), is discretized using a  s tan d ard  second-order central- 
differencing scheme. For an  incom pressible fluid, th e  d iscretization in the 
.x-direction reads:

( V I S X ) id,k =  +  ̂  +

_  l í  ( T x x ) i + l , j , k  — (.r x x ) i , j , k  I {' i 'yx)i , . j ,k — ( T y x . ) i , j - l , k  / C j  ^ 2 )  

p  ^  ô x i + 1 /2  ' 5 y j  \  ■ J
I ( ^ x ) i , . j , f c - ( T 2 T ) i , j , f c -  1 \

Ôzk )

where the  norm al stress com ponent is approxim ated in th e  cell center:

(***ks,h =  2 ß i j , k  (5-43)

and  tangential stress com ponents a t the  vertices, e.g.:

/  \  (  ~  U i , j , k  . V i + l , j , k  ~  V i j  k \  , r
{ T y x ) i , j , k  =  P i , j , k  c    —  +   r   (5-44)V àyi+1/2 Sx i+1/2 J

Similar term s V I S Y  and V I S Z  are developed in y-  and 2-direction, 
respectively. In case a  RANS turbulence model is used, the  viscosity is 
evaluated as the  effective viscosity according to  eq. (5.11).

Due to the  application of the  porous m edia flow model, which includes 
the  microscopic viscous shear, te rm s VIS X (Y .Z )  inside porous m edia are to 
be considered as macroscopic, re la ted  to  gradients in seepage velocit}'.

W all shear stress

T he wall shear stresses are m odeled assum ing a  zero relative tangential 
velocity on solid boundaries w ith  the  no slip-condition prescribed. I t  is 
im portan t to  rem ark th a t  th e  approach in f l o w - 3 d ,  m odeling th e  wall 
shear stresses as a  separate  te rm  in th e  m om entum  equation, only holds for 
solid boundaries, since in th a t  case the  interface between the  solid boundary 
and  the  fluid is resolved. U nder th e  averaging approach (seepage velocity 
concept, see section 2.3.2), microscopic velocity gradients and  resulting 
shear stresses a t th e  interface betw een a  porous m edium  and  the  clear
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fluid cannot be com puted. Instead, all viscous and pressure forces are 
lum ped in to  a  flow loss term , described by the  porous m edia flow model 
(B arkhudarov, 2012).

T he wall shear acceleration for the w - velocity equation is derived here, 
denoted as W S Z .  Terms W S X ( Y )  are likewise obtained in th e  rem aining 
directions. Wall shears influencing w  can arise from any of the four wall 
areas located  on a: or y cell-faces surrounding Witj tk- For any one of these 
faces, if th e  fractional flow area A í is less th an  unity, th e  rem aining area
fraction (1 — A í ) is considered to  be a  wall on which a stress is generated.

If the  flow is lam inar, the  acceleration due to tangentia l wall shear is 
p roportional to  th e  m olecular viscosity ¡j  and  local velocity gradients, and 
can be approxim ated as:

1 d  (  d w \  , .
I (5.45)p d x  \  dX J

For instance on an  x-face to  th e  right of th e  discretized approxim ation 
to eq. (5.45) reads:

pVPiiu AFTijkSx'l
 ̂_ (.A F R j .jtk +  A F R i j j c + 1 _

-  Wo,2
(5.46)

w here the  velocity w 0 is e ither zero or equal to  the  2-d irection tangential 
velocity a t  a  moving solid boundary. Because W i j tk is located on the 
boundary  betw een cells (■i , j , k ) and  (i , j , k  +  1), an averaged value for the 
fraction area  A F R  is used. Sim ilar stress com ponents as in eq. (5.46) are 
evaluated a t each of th e  four surrounding cell walls, and  the ir sum  is taken 
as the  to ta l stress W S Z .

For tu rb u len t flows, a  logarithm ic velocity profile according to  eq. (5.28) 
is assum ed near the wall, which modifies the  wall shear stress m agnitude. 
Using the  definition of th e  shear velocity eq. (5.29), the  approxim ation to 
the  wall shear acceleration reads:

(W 'S Z )y j
^ _  { A F R j j >k +  A F R i ¿ ¿ + i ) K ) 2 (5.47)

Since the  FAVOR m ethod does no t precisely locate wall locations w ithin 
a  cell, approxim ations m ust be introduced to  find wy, u* and  d. For this 
purpose, th e  d irection of the  wall norm al in the  cell is first determ ined, and 
u\\ is com puted as the com ponent of the cell-centered velocity parallel to  the 
wall (relative to  the  wall velocity in the  considered direction). T he average 
distance to  th e  wall (do) is estim ated  to  be half of the  cell w idth  in the  wall 
norm al direction. T h a t is, th e  trip le t (öxi,5yj,6zk)  is trea ted  as a  vector 
whose inner product w ith  the  wall norm al is defined as th e  cell w idth  in 
the  norm al direction. Finally, u* is iteratively com puted from eq. (5.28) in 
term s of uii and  do-
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B oth lam inar and  tu rb u len t wall shear stresses a t wall surfaces can be 
modified by defining a  wall roughness, specified th rough th e  param eter 
ROUGH. T he wall roughness length is incorporated  into th e  usual shear 
stress calculations by adding to th e  m olecular viscosity th e  p roduct of p, 
r o u g h  and Ui, th e  la tte r being the  difference between the  local fluid velocity 
and  the  wall velocity in the  considered direction. For tu rb u len t flow, the 
law-of-the-wall relation reta ins the  sam e form  as for a  sm ooth  wall, except 
the  change in viscosity (i.e., from u to  u + R O U G H * rq )  au tom atically  converts 
the  logarithm  dependence from a  characteristic  length scale defined by u/u¿ 
to  the  roughness length, when r o u g h  is th e  larger of the  two characteristic  
lengths.

5.4.4 T im e ad v an cem en t of conservation  eq u a tio n s
T he spatia l discretization of the  conservation equations results in a  system  
of coupled ordinary  differential equations w ith  respect to  tim e, in which 
pressure and  velocity are the  unknowns. In  the following, th e  m ethod to 
com pute th e  equations one increm ent in tim e (St) is discussed.

F irst, th e  discretized form of the  conservation equations is given. In  case 
of an  incom pressible fluid, th e  m ass conservation eq. (5.2) reads:

A F R ^ u ^ X  -  | A F B j j r f + X  -
S x i  5  y i

, -  A F T ^ o
S z i

(5.48)

N ote th a t  th e  presence of an  obstacle, either solid or porous, is accounted for 
in eq. (5 .4 8 )  by inclusion of the  area  fractions (AF R. i }j ik , A F B itj tk , A F T i }j jk).

T he m om entum  eqs. (5 .3 )  for each direction read, w ith  gravity (g) as 
the  only acting body force:

?/n+1 -  iin , i r>n+1 — r)n+1
t J 'k l'3’ =  - ( F U X  +  F U Y  + FUZ)™j k -  -  t+ . 1 ,3 ’fc—

'3' p Sxi+i / 2 ,j,k (5.49a)
+gx + (V I S X ) H l ' n -  Fdu H l  -  ( W S X ) l H

i 'nn_rl _ T)ri~̂
=  - ( F V X  + F V Y  +  FVZ)™j k -  -  4± 1 - ,fc—

P Syitj+i/2,k (5 .49b)
+ g y +  ( V I S Y -  F dv ? + l -  (W S Y ) l + l

i pn+ 1 _
=  - ( F W X  +  F W Y  +  F W Z ) l j>k -  -  Fl'3'k+1

dt

Vi,j,k
dt

w n+l . i,j,k -  Wi,3,k
St l’3' p Szi:j tk+i / 2 (5.49c)

-1 
,k+ g ,  +  ( V I S Z K + l " 1 -  F dw ^ t  -  ( W S Z ) ^ j
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w here the  term s F U ( V , \ V ) X ( Y ,  Z )  and V IS X (Y ,Z )  discussed in the 
previous section denote the  convective fluxes and acceleration due to  internal 
viscous shear, respectively. Fa is the  porous drag coefficient according to 
eq. (5.5) and W S X ( Y , Z )  the acceleration due to  wall shear stress.

T h e  superscrip t n  +  l |n  relates to  the  tim e discretization scheme, which 
can be e ither implicit (evaluation a t tim e level £n+1) or explicit (a t time 
level tn ). Convective fluxes are trea ted  explicitly by default. Viscous shear 
stresses can be trea ted  either explicitly or implicitly, upon judgm ent of the 
user which m ethod is m ost suitable for solving the  specific flow problem. 
Wall shear stresses arc trea ted  in an im plicit way to  avoid possible numerical 
instabilities arising in cells w ith  large wall areas and sm all flow volumes. 
A n im plicit trea tm en t is th en  no longer susceptible to  the  tim e step  size. 
Since the  wall shear term s are linear in flow velocities, their solution is 
straightforw ard.

Flow in porous m edia arc modeled w ith  a  drag force proportional to the 
first power of the  velocity, F¿u¿. For the  applications w ith coarse granular 
m edia, th e  form ulation according to  eq. (5.5) is su itable. To com pute a 
lim it to  the  drag term  for incom pressible flow, it is necessary to  tre a t the 
d rag  term s implicitly, not only in the  m om entum  equations bu t also in the 
continuity  equation. T his is accomplished by using the  velocity in the  drag 
te rm  a t tim e level n  +  1 and  algebraically solving the  difference equation 
for the  new velocity. T he result is a  division of all contributions to the 
new velocity by the  term  (1 +  F(jSt). Keeping the  effect of this ex tra  term  
throughou t all pressure 'velocity ad justm ents then  ensures th a t a  balance 
betw een pressure gradient and drag forces can be achieved th a t  also satisfies 
th e  continuity equation.

T he m ajor difficulty related to the  tim e advancem ent of the discrete 
Navier-Stokes equations is th a t  the  m ass-conservation equation  does not 
contain  an  explicit tim e-derivative if the flow is incompressible. The incom
pressibility constrain t ra th er acts as a  kinem atic constra in t to  the velocity 
field and couples pressure and  velocity implicitly. T h e  pressure can be 
considered as an auxiliary variable needed to  m aintain  th e  incompressibilitv 
constrain t. Fractional-step m ethods (Chorin, 1968) are w ithout any doubt 
the  m ost w idespread technique to  decouple the  com putation  of the  pressure 
from the advancem ent of the  m om entum  equation. T h e  advantage of such 
an approach is th a t the  decoupled system s for p  and  u.¿ can be solved a t a 
lower expense.

The basic idea of the  fractional-step m ethod is to  isolate the  pressure 
gradient from  the  other term s in the  m om entum  equation  and use it for the 
projection  of the velocity field onto a  solenoidal field. T he several steps of 
th is  m ethod  include:
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1. T he intermediate  velocities u* are com puted  from  the  curren t-tim e (tn ) 
advective, pressure, and o ther accelerations:

-  ui j ,k = _ ( F U X  + F U Y  +  F U Z y i j  k -  -  Pi+l’j 'k ~  Vl'3'k 
dt P °Xi+i/2 ,j,k (5.50a)

+9* + ( V I S X ) $ tk -  Fdu*tjtk -  (WSX)*ij ,h 

= - ( F V X  +  F V Y  +  F V Z ) i tjtk -  -■
dt p Syi,j+i/2 ,k (5.50b)

+gy +  ( V I S Y ) l ]2 k -  Fdv X k -  ( W S Y ) l j¡k

i'j 'k ~  WiJ’k = - ( F W X  +  F W Y  + F W Z ) X k -  -  PiP’k+1 ~  P‘P'k
dt J p 8 z i j tk+ 1 '2 (5.50c)

+gz + ( y i s z ) * ] ”k -  Fdw X k -  (w s z y i>jtk

where term s w ith a superscrip t * a re  evaluated w ith  interm ediate 
velocities, i.e. implicitly. In case the  viscous shear stresses are trea ted  
explicitly, solving for in term ediate velocities is straightforw ard. In  case 
they  are trea ted  implicitly, different solver algorithm s (Jacobi iteration  
or an A lternating  Direction Im plicit (ADI) m ethod) are used to  solve for 
in term ediate velocities u *, depending on th e  pressure-velocity m ethod in 
the  next step  (Yao, 2004). In  case the  G M RES solver is used (see next 
step), a  Generalized C onjugate G radient (GCG) algorithm  is applied.

2. T h e  ‘new ’ velocity a t tim e level n  +  1 is related  to  th e  in term ediate  one 
ÎÛ th rough th e  following relationship:

Ui,t,k Ui,j,k _  I Pi+ip.fc Pi,j,k
d t  P d X iF i /2 , j ,k

Vi,j,k ~  Vi,j,k _  1 Pj,j+l,k ~  Pj,j,k
d t  p d y itj + i / 2,k

Wi,j,k ~  Wi,j,k _  1 Pj,j,k.+ 1 ~  Pj,j,k
d t  P d z itj ¡k+i / 2

(5.51a)

(5.51b)

(5.51c)

where p [ j >k — Pi j . k ~  Pij,k represents th e  pressure change in each cell 
(■i , j , k ). Substitu tion  of eqs. (5.51) into the  m ass continuity  eq. (5.48) 
yields th e  pressure-Poisson equation (w ritten  here in differential form for 
th e  sake of brevity):

d {AjU*) = St d 2{AiP') 
d x i  p dx¡

(5.52)
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Basically two m ethods are incorporated  in FL O W -3D  in order to  solve 
eq. (5.52). T he first one, referred to  as Successive-Over-Relaxation 
(SOR) uses a  Newton ty p e  of relaxation process, adjusting the pressures 
on a  cell-by-cell basis to  enforce th e  mass conservation. A second m ethod, 
using the  GM RES algorithm , solves the linear system  of eq. (5.52) simul
taneously th roughout th e  dom ain by an  iterative technique (B rcthour, 
2009). In  bo th  algorithm s, a  convergence criterion is applied to the 
velocity divergence in each cell:

Convergence can be tightened optionally b y  setting  e p s a d j  to  a value 
lesser th an  1.0. I t  is also possible to  supply a fixed value to  the 
convergence param eter e p s i , which then  replaces th e  right-hand-side in 
eq. (5.53) and makes the  convergence criterion independent from St.

3. After convergence is obtained, the  velocities a  tim e level n  -1-1 are 
corrected w ith the  grad ien t of the  new pressure p'  using eqs. (5.51).

4. In a  last step in fluid problem s w ith a  free surface or fluid interface, 
eq. (5.22) m ust be upd a ted  to give the  new fluid configuration. The 
advection of o ther scalars (e.g. turbulence quantities) is also perform ed 
in this step. T he next subsection discusses the  tim e-advancem ent of fluid 
configuration into m ore detail.

R epetition  of these steps will advance a  solution through any desired 
tim e interval. A t each step, su itable boundary  conditions m ust be imposed 
a t  all mesh, obstacle, and  free-surfacc boundaries. M ore details on the 
numerical im plem entation of these boundary  conditions can be found in the 
user m anual (Flow Science, 2011).

5.4.5 T im e ad vancem en t of fluid configuration
For the general case of fluid flow in the  presence of an obstacle, either porous 
or solid, the kinem atic free-surface boundary  condition eq. (5.22) needs to 
be discretized (w ritten here in the absence of m ass sources and considering 
flow w ithout tu rbu len t m ixing in case of two-phase flow):

(9?/
— A  <  EPSA DJ * 9.10 1
dx i

(5.53)

(5.54)

The num erical solution to  eq. (5.54) m ust prevent unphysical distortion 
of the  free surface and preserve its sharpness (Barkhudarov, 2004). The 
original Y O F advection m ethod, which was developed for bo th  single and
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two-fluid problem s is based on th e  donor-acceptor approach first introduced 
by H irt and  Nichols (1981) and is referred to  as th e  ‘stan d ard  m eth o d ’ 
in f l o w - 3 d . Num erous enhancem ents have been m ade to  the original 
algorithm  to  improve its  accuracy and  stab ility  in com plex one- and two- 
fluid flows w ith sharp  interfaces. T he stan d ard  m ethod  uses operator 
sp litting  and  old time-level values of the  F  function to  com pute fluxes in 
th ree  coordinate directions. T he approach creates a  possibility of overfilling 
or over-emptying com putational cells when volume fluxes are significant in 
all three directions and St is close to  the  local C ourant stability  lim it (see 
section 5.4.6).

More recently developed m ethods, referred to  as th e  ‘u n sp lit’ and ‘sp lit’ 
Lagrangian m ethod, are su itab le  for m odeling bo th  single and  two-phase 
flow. The new advection m ethods have been developed to  alleviate the 
aforem entioned deficiencies of the  stan d ard  algorithm . T he fluid interface 
is reconstructed in 3D using a  piecewise linear representation , where the 
interface is assum ed to  be p lanar in each control volume (or cell) containing 
the  interface. T he fluid volume bounded by the  interface and  cell faces is 
th en  moved according to  the  local velocity vector in a  Lagrangian m anner. 
Finally, the  advected volume is overlaid back onto th e  E ulerian grid to 
ob ta in  the new values of the  fraction-of-fluid function. This com bination 
of the  Lagrangian and E ulerian m ethodology gives the  new m ethod its 
name. There is no difference in how the  interface is reconstructed  in both  
Lagrangian m ethods. The difference is only in how fluid is moved after the 
reconstruction. In the  unsplit m ethod , it is moved along the  3D velocity 
vector, while in the  split m ethod , it  is moved first in ^-direction , then  in 
y-direction and finally in ¿-direction, w ith  the  interface being reconstructed 
after each step  (Barkhudarov, 2012).

Generally, th e  two L agrangian m ethods exhibit good accuracy in 
tracking sharp  interfaces in com plex three-dim ensional m otions. T he split 
Lagrangian m ethod typically produces lower cum ulative volume error th an  
the  other m ethods, although the  volume error may increase when this 
m ethod is used together w ith th e  moving obstacle model. More details 
on the  Lagrangian m ethods are given by Barkhudarov (2004).

W hen applying the free-surface boundary  conditions and advection of 
the  F  function, it is necessary to  determ ine an approxim ate direction norm al 
to  the  free surface. The neighboring cell closest to  the  direction of the inward 
norm al to  the  surface is recorded by specifying integer values of cell flags 
NFi j^k  (see Table 5.1). M ore details are provided in Flow Science (2011).

M ethods are available code to  suppress instabilities related to  misty  
fluid regions, i.e. isolated fluid drops due to  excessive splashing and  free- 
surface breakup. The ad justm en t consists in artificially removing the  fluid 
d istribu tion  in m isty regions, for a  cell (and all adjacent cells) w ith an F
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value below the  param eter FCLEAN, typically between 0 and 0.1. Foaming 
is another issue related  to  the extrem e deform ation of the free surfaces. 
In th is case, an algorithm  is available to  elim inate the  sm all voids in a 
flow w ith significant free-surface breakup. T he algorithm , referred to  as F-  
packing and  only used in single-fluid flows, works by creating sm all negative 
divergences in in ternal fluid cells in which the fluid fraction is less th an  0.99. 
The ra te  of F -packing is proportional to  the  coefficient c f p k . T he default 
value is 1, when it  is equal to 0 no packing will take place.

5.4.6 S tab ility  cond itions an d  tim e  s te p  con tro l
The explicit schemes previously discussed need a  lim itation  to  the  tim e 
step size St in order to  rem ain stable. Several c riteria  are applied to  the 
m axim um  allowable tim estep:

1. The fluid m ust no t be perm itted  to  flow across m ore th an  one com puta
tional cell in one tim e step. T his advective tran sp o rt depends no t only 
on the  velocity b u t also on the  fractional area, volume open to  flow. The 
basic stab ility  condition is a  m odification to the  C FL condition:

T he default value of c o n  am ounts to  0.45 in case of incompressible flow. 
A cell w ith  a  large open face arca and a small volume could restric t the 
tim e step  to  sm all values if there  is significant flow in th is cell. Should 
th is  happen, it  can  be determ ined by m onitoring the  mesh locations 
controlling the  tim e step  as p rin ted  in the  ou tpu t. In  th is case, it may 
be necessary to  modify the  mesh obstacle arrangem ent. An algorithm  
is im plem ented in th e  code which autom atically  ad just these ratios by 
m aking sm all ad justm en ts in volume fractions.

2. Free surfaces also in troduce another type of stab ility  condition associated 
w ith th e  propagation  of surface waves. If an acceleration ACCN is applied 
to  the  fluid in a  direction norm al to  the  free surface (in th is case A C C N =  g. 
the  grav itational constan t), there  can be surface waves w ith  speeds of 
order V A C C N . h  , w here h  is th e  dep th  of fluid or length of th e  wave. In 
practice, th e  cell size in the  norm al direction is used for h,  together with 
an ex tra  safety factor of 0.5 in the  stability  test. T he actual condition is 
th a t  surface waves should no t propagate more th an  one cell in one time 
step. For exam ple, if z  is the  norm al direction to  the  surface and ACCZ 
is the  norm al acceleration, then  the  stability  lim it reads:

St <  CON * m í n
V f  S X j V p S y j V p S z k 

A xu  ’ AyV ’ A zw
(5.55)

St < 0.5 *
min(Sx i ,  Syj)

(5.56)
V S z kA C C Z
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Similar lim its m ust be imposed in the  x-  and ?/-directions for each cell 
containing a  free surface.

3. A linear analysis indicates th a t  the  tim e step m ust be fu rther lim ited 
when a  non-zero value of dynam ic viscosity is used. T his condition is

(5 .5 7 )

where RM is th e  m axim um  m ultiplier used on v  for all types of diffusional 
processes. T h e  restric tion  physically means th a t  no quan tity  should 
diffuse m ore th an  approxim ately one m esh cell in one tim e step. For 
safety, an  ex tra  factor of 0.5 has been incorporated  in the  righ t side of 
eq. (5.57) because th e  lim it is otherwise m arginal.

4. A last s tab ility  criterion regards the  choice of param eter a l p h a  in the 
first-order approxim ation of m om entum  advection. W hen A L P H A = 1 .0  is 
used, the  previous stab ility  conditions are sufficient. Generally, a  value 
for ALPHA should satisfy the  following condition:

St * m a x  ( - j^ - ,  < a l p h a  <  1.0 (5.58)
\ Ö X i  S i j j  5 z k J

If t h e  f i r s t  c o n d i t i o n  e q . (5.55) is fu lf il le d , e q . (5.58) im p l ie s  t h a t  a l p h a  
is  la r g e r  t h a n  CON.

T he different options to  control th e  evolution of St are listed in Table 5.2 
below.

T a b le  5 .2 :  T im e  s te p  c o n tro l o p tio n s

AUTOT e v o lu t io n  o f  St

0 c o n s t a n t
1 c o n t r o l l e d  b y  s t a b i l i t y  l im i t  a n d  n u m b e r  o f  p r e s s u r e  i t e r a t i o n s
2 c o n t r o l l e d  b y  s ta b ili ty "  l im i t

If a  constan t tim e step  is used ( a u t o t = 0 ) ,  the initial value can be set by 
specifying St, defaulted to  T W F IN /1 0 0  (t w f i n  being the  to ta l com putation  
duration). However, the  tim e-step size can also be changed, even if a 
constant value has been requested, when th e  fluid fraction advection exceeds 
an am ount equal to  twice th e  volum e of the  cell tim es the  stab ility  factor 
CON (or 0.85 tim es th e  volume of the cell if th is is sm aller). In  th is  case 
the solution is re tu rned  to  its  s ta te  a t th e  beginning of the  cycle before 
continuing, and  the  cycle is repeated  w ith the  tim e step  cu t in  half.

St < 0.25 * m a x
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If AU TO T is set to  1, the  code will ad just the  tim e step  to  be as large as 
possible w ithou t violating stability  conditions or exceeding the  user-supplied 
m axim um  tim e-step size (D TM A X ). St  will also be reduced when pressure 
iterations exceed corresponding nom inal values th a t  depend on the iteration 
options. Generally, the  tim e step will float up or down w ith 5% changes per 
cycle unless a  stability  condition is violated, in which case a  larger reduction 
may occur. The m axim um  num ber of pressure ite ra tions before reducing the 
tim e stop can be specified by means of the  p aram eter ITD TM A X , defaulted 
to  10 when the GM RES pressure solver is used.

If a u t o t = 2  is selected, the  tim e step  size will no t be reduced if the 
num ber of pressure iterations exceeds a  certain  value. T he num ber of 
pressure iterations per cycle is lim ited by i t m a x , defaulted to  1 0 0  for the 
G M RES pressure solver.

5.5 C o n c lu sio n s

P rerequisites to  a  numerical m odel for wave in teraction w ith  permeable 
coastal s tru c tu res  are an effective trea tm en t of the  free surface and porous 
m edia flow. T he CFD code FL O W -3D  has been selected to  th is purpose. 
In th is  chapter, the  basic model equations are discussed and  a  synopsis of 
the ir num erical im plem entation is provided, for a  b e tte r  understanding of 
the  work developed subsequently.

FL O W -3D  uses a  cut-cell m ethod for obstacle representation, together 
w ith  struc tu red  rectangular grids and a  staggered mesh topolog}'. The 
philosophy behind th is approach is to  autom ize the  grid generation process 
as far as possible. T he definition of volume and  area fraction functions 
enables a  generalized approach for obstacle represen tation , applicable to 
b o th  solid and porous obstacles.

M odeling of free-surface flows is achieved w ith  the Y O F m ethod. In 
addition  to  the  m ethod based on the  original donor-acceptor approach 
(H irt and Nichols, 1981), m ore contem porary m ethods including a  PLIC 
reconstruction  scheme are available.

Flow in coarse granular m edia can be represented by a  Forchheim er drag 
term  in the  m om entum  equations. The im pact on the  m ass continuity and 
kinem atic free-surface boundary condition is autom atically  fulfilled by the 
inclusion of volume and  area fraction functions.





6 A num erical wave flume in 
FLOW-3D®

6.1 In tro d u c tio n

FL O W -3D  is a  general m ulti-purpose CFD code. I t  has a  standard  wave 
boundary  condition th a t enables the generation of regular and  irregular 
surface gravity  waves. However, to  enable its operation  as a  numerical 
wave flume, the generation of stab le long-duration te s t series of regular 
and irregular waves is indispensable. Hence, m easures need to  be taken to 
avoid re-reflection at the  wave generation boundary, which would lead to 
an excessive increase of the  to ta l wave energy in th e  flume and d isturb  the 
desired incident wave field. Such a  feature of the  wave boundary  condition 
is called active absorption.

The wave boundary  condition th a t  comes stan d ard  w ith the  code 
however has no such technique for sim ultaneously absorbing the  reflected 
waves. This compelled to  develop additional techniques for wave generation. 
Because the  code has a  stan d ard  model for sim ulating moving objects, 
an  in teresting track consists of sim ulating the  movem ents of a  piston 
wavemakcr, as it is employed in a. physical wave flume. Existing techniques 
for controlling wavemakcrs w ith  active absorption are well validated, and 
can be directly adopted in a  num erical wave flume.

T his chapter describes the  im plem entation of a  first-order piston wave
m akcr, which is the  m ost sim ple ty p e  of wavemaker. F irst, details are given 
on the  im plem entation of a  control system  for th e  piston motion. T his is 
followed by an extensive set of validation tests, using wave conditions v/ith 
varying nonlinearity. T he specific objectives of the  tests  are to  investigate 
the  different param eters th a t  can be selected in the  num erical model, 
affecting th e  operation of the  p iston  and the  propagation  of free-surface 
waves. In  brief, the  m ain objectives are to:

97



9 8 C h a p t e r  6

•  validate the piston wave generation, paying special a tten tio n  to  the  time- 
stab ility  of long-duration wave sim ulations;

•  validate the  perform ance of the  active wave absorption;

•  identify the  key numerical param eters controlling th e  operation  of the 
piston and the  sim ulation of progressive waves, and obtain  optim al 
settings for those param eters.

6.2 W ave g e n e ra tio n  m e th o d s

T he 2D Dirichlet wave boundary  condition for regular and irregular waves 
th a t  comes standard  w ith F L O W -3D , prescribing surface elevations and 
velocity com ponents a t  the  m esh boundary, is probably the  m ost efficient 
and  widely-used m ethod for num erical wave generation. However, the 
im plem entation in f l o w - 3 d  does no t include active wave absorption. 
A lthough it would be possible to  extend th e  wave boundary  condition 
w ith  a  m ethod for active absorption, an  a lternative p a th  is explored in 
th is  work, modeling the  m ovem ents of a  piston  wavemaker. T he main 
benefit of th is approach is th a t  th e  to ta l am ount of fluid w ithin the  wave 
flume is autom atically  preserved. T his is generally no t th e  case for a 
wave boundary  condition, w here a  net inflow of fluid mass is retained 
over one wave period. Particu larly  for highly nonlinear waves and  long 
te s t durations, the  accum ulation of fluid inflow m ight eventually cause 
a  significant deviation from th e  initial w ater level, hence disturbing the 
hydraulic boundary  conditions of th e  considered flume test. A dditional 
corrections are often needed in order to  com pensate for the  net inflow of 
fluid volume a t the  wave boundary.

In the  following section, th e  im plem entation of a  piston wavemaker for 
the  generation of regular and  irregular waves is presented, followed by a 
description of th e  active absorption m ethod. A short description of the 
stan d ard  FL O W -3D  wave boundary  conditions is also included, since both  
wave generation m ethods will be jo in tly  used in the  validation tests.

6.2.1 P is to n  w avem aker
T he piston wavemaker is im plem ented in f l o w - 3 d  w ith the  General Moving 
O bject (GM O) model, which sim ulates rigid body m otion. T he m otion of 
the piston will be prescribed, as for a  position-controlled p iston, a  type 
of wave generator which is operated  in m any laboratories. Here, the  most 
simple type of piston wavemaker is im plem ented, w ith a  vertical face moving 
horizontally above the flume bed. T he m otion of the  piston is assum ed to 
be independent from fluid interaction.
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G eneration  o f regular w aves

B ie s e l  a n d  S u q u e t  (1 9 5 1 )  p r o v id e d  t h e  t h e o r e t i c a l  b a c k g r o u n d  in  o r d e r  to  
l in k  a  s in u s o id a l  p i s t o n  d i s p l a c e m e n t  X{t)= esin(uit)  t o  t h e  s u r f a c e  e le v a t io n  
7j(x,t) o f  t h e  p r o g r e s s iv e  w a v e  c o m p o n e n t  g e n e r a te d  b y  t h e  p is to n :

rj(x, t)  = eKfSin{ui t  -  k x  + p f ) + e K n sin{u)t) (6.1a)

4 s i n h 2{kh)
^ s i n h ( 2 k h ) +  2 kh

K  _  2 si,n2(knh ) e x p ( - k nx)
n s i n ( k nh)cos(kn h) +  kn h

where t  is half the  piston stroke So, w=  27r /T  the  pulsation frequency and 
k  and kn the  wavenumbers obtained from the  linear dispersion equations:

to2 = kg tanh (kh)  (6 .2a)

ui2 =  —kngtanh(k nh ) , n  > 0 (6 .2b)

where kn is the  n th real positive solution of cq. (6.2b). K n (kn h ) and 
K f ( k h )  arc transfer functions for the  near- and far-held, respectively. The 
first term  in eq. (6.1a) describes a  progressive wave w ith am plitude e K f  
a t large distance from th e  p iston, the far  field solution. T he far-field 
surface elevation is shifted in phase w ith respect to  the  displacem ent of 
th e  wavemaker. In  case of a  piston  wavemaker, ipj equals =  7t / 2 .

T he second term  in eq. (6.1a) refers to  the  near-field solution or 
evanescent modes  (Schaffer, 1996), representing a  series of stand ing  waves 
near the  p iston, in phase w ith  the  piston movement. T hey are caused 
b}' th e  difference between the  velocity profile of the  progressive wave and 
the uniform  velocity profile created  by the piston. The transfer function 
K n contains a  negative exponential factor to account for the  decreasing 
am plitude of evanescent m odes w ith increasing distance from th e  piston. 
In practice, the  near-field solution can be discarded a t a  sufficient distance 
from the  piston, e.g. 3 tim es th e  w ater depth  h  (Dean and Dalrymple, 
1991). According to Frigaard e t al. (1993), the  d isturbance from the  near- 
field solution will be less th an  1% of the far-field solution in a  distance of 
approxim ately one to  two wave lengths from the  piston.

In order to  generate a  sinusoidal m onochrom atic progressive wave with 
wave height H  and  wave num ber k  in a  w ater depth  h. the  piston stroke 
So — 2e becomes:

5o =  K f (kh) ^
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Lim itations to  the operation  of the piston wavemaker exist. T he limit 
of K f  in eq. (6.1b) tends to zero when k h  approaches 0. Consequently, 
th e  piston stroke S q would need to  become very large in order to generate 
long waves. P ractical lim itations, bo th  in the  physical and the  num erical 
wave flume restric t the m axim um  allowable piston stroke, which renders the 
generation (and absorption) of long waves difficult.

T he GMO model in f l o w - 3 d  requires the prescription of th e  object 
velocity, which implies th a t  piston  control velocities ra th er th a n  displace
m ents need to  be specified. A custom izable subroutine mvbvel__ usr . f  is used 
to pass th e  velocities to  the  m oving object, in order to generate the  desired 
progressive wave field. Existing LabView®  subroutines, used in the  piston 
control software of the  wave flume of the Civil Engineering D ept. (G hent 
University) were modified to  generate the  file piston_lef l . vel , containing 
the  horizontal piston velocities derived from the  piston  displacem ents. The 
sam pling ra te  of piston control velocities are specified w ith th e  param eter
fs-

G eneration  o f irregular waves

T he m ethodology described in th e  previous section can equally be used to 
generate irregular waves. Here, th e  so-called random phase method  is used 
(Tuah and  H udspeth, 1982), a  determ inistic  m ethod producing wave tra ins 
of finite dura tions which m atch  the  specified wave characteristics exactly.

R andom  waves are sim ulated in the frequency dom ain and  subsequently 
transferred  using a  Fast Fourier Transfer (F F T ) algorithm  in order to 
obtain  the  tim e series of surface elevations rj. T he  discrete am plitude 
wave spectrum  corresponding to  th e  ta rg e t wave energy spectrum  is 
combined w ith a  random  phase spectrum  synthesized from a  random  
num ber generator. T he several steps to  obtain  the  piston control signal 
include:

1. defining a  ta rge t wave energy density spectrum  S v ( f ) ,  according to 
e.g. Pierson-M oskowitz (P ierson and Moskowitz, 1964) or JONS WAP 
(H asselm ann e t al., 1976);

2. choosing the  sam ple frequency f s and spectral resolution N  (half the  
num ber of Fourier com ponents). This yields the  frequency domain 
resolution A ƒ =  f s / N .  T h e  discrete wave energy spectrum  av ( f i ) is 
com puted as:

o*{f t )  =  Sr;( ¿ A /) A /  (6.4)

3. com puting th e  discrete piston-displacem ent energy spectrum  a x ( f i ):

a 2x ( f i ) = a 2v ( f i ) [ K f ( k i h) ]~2 , i  =  l - N (6.5)
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where the  Biescl transfer function i f /  is a  function of the  discrete wave 
num ber hi — k  (ƒ,;);

4. calculating  th e  N  complex Fourier coefficients C  = A + i B  by picking a 
random  phase i f f  between 0 and 27t, for all frequencies sm aller th an  the 
N yquist frequency f N = f s/2:

A í =  cos{<p(fi))y/a%(fi)/V2 

Bí = s in( ip{ f i) )y/a^( f i ) /V2

T he N  Fourier coefficients are m irrored to  the N yquist frequency ƒn  in 
order to  o b ta in  a herm itian  Fourier Transform , i.e.:

C N+i= C * N _ i+ l  ,  i =  l . . N  (6.7)

where * denotes the complex conjugate;

5. applying th e  inverse Fourier transform  and calculating the  tim e series 
of the  control signal X ( t )  for the  piston. T he real p a rt of the  inverse 
Fourier transform  is the  tim e series, the  im aginary p a rt is zero because 
th e  Fourier transform  is H erm itian.

In the  sam e way as for regular wave generation, the  piston displacem ents 
X  (t ) are converted in to  piston control velocities, which are stored in the  file 
piston_ left.vel.

6.2.2 A ctive wave ab so rp tio n
M ethods for wave generation w ith active wave absorption  were originally 
developed for physical wave flume experim ents (Frigaard and Christensen, 
1994). A velocity-m eter based m ethod for a  V O F model w ith a  Dirichlet 
wave boundary  condition was presented by Troch and De Rouck (1999). 
A m ethod based on th e  sam e principle is im plem ented here, w ith the 
necessary m odifications to  enable an operation in com bination w ith  a  piston 
wavemaker.

W orking principle

T he principle of the  active wave absorption is indicated in Fig. 6.1 and 
com prises two steps. Firstly, an on-line detection of velocities (u ,w)  a t 
position ( x \ , z i )  in front of th e  piston is perform ed. T he m easurem ent of 
these velocities enables the  detection of the  reflected wave field.

In a  second step, a  correction signal u*ej  for th e  p iston  control velocity is 
com puted, which will cancel ou t th e  reflected wave com ponent propagating
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W*
FIR1

FIR2. r e f '

u_ref

X,

F ig u re  6 .1 : Definition sketch of active wave absorption system implemented in 
FLOW-3D.

tow ards th e  piston. T he correction signal u*ej  is determ ined from the  two 
filtered velocity signals u* and w* . D igital F IR  filters are used to  com pute 
a  tim e-dom ain discrete convolution of the  velocities (u, w)  and the  impulse 
response h'1 (where i = u  or u>); e.g. for th e  u-velocity com ponent:

J f - i

u *\n \ =  hUy H n - j ]  (6-8)
j  = 0

where J j  is the  num ber of filter coefficients and u,*[n\ =  u * ( n A t f  ) the
filter o u tp u t a t  tim e t  =  n A f / ,  w ith A t f  the  filter tim e interval. The
im pulse response h l (t) is determ ined from inverse Fourier transform ation  of 
the com plex frequency response function composed of a  gain C l ( f )
and a  phase ( i=u  or w):

R e ( H \ f )) =  C'i ( /)c o S( ^ ( / ) )  (6.9a)

I m( Hi (f))  = Ci (f)sin(<Pi (f))  (6.9b)

T he additional surface elevation r f  = u* +  w* to  be generated  in order to 
absorb th e  reflected wave is equal to  ri -n =  aRCOs(cot+(pR+tt), which is the  
reflected wave com ponent a t  the  generation boundary, in opposite phase. 
The derivation of the gain C l ( f  ) and a  phase <£>*(ƒ) for a  system  w ith  a 
wave boundary  condition is given by Troch and De Rouck (1999):

n u ( ^ _  s i n h ( k h )
^  2u)cosh{k{h + z i ) )   ̂ ^

C w ( f )  = —si nh jk h )
2cosinh{k{h  +  z i ) )

( 6 .1 0 b )
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ipu ( f )  = 7r -  k x i  (6 .10c)

•pw {f )  =  7T -  k x i  +  t t /2  (6.10d)

A pplying the  Biesel transfer function (eq. (6.1b)) and a  phase shift ipf 
converts r¡* into a  corrected piston displacem ent: X * ( t ) =  K j la¡icos(uit + 
V r  +  f f  +  Tr). T he tim e derivation of X * ( t )  yields the required correction 
signal for the  control velocity u*ef ,  and is sim ply obtained by amplifying
th e  velocity signal by ui and applying a  phase shift <p(f) — k /Z.  T his leads
to  th e  following expressions for the gain and phase defining the  frequency 
response eq. (6.9):

=  —sinh(kh)
2Kf Cosh(k(h  + zi) )

=  —sinh (kh)
2 K  f s i n h ( k ( h  + zi ))

•pu { f  ) =  K -  k x i +  <pf +  7t/2 

^ ( f )  = K — k x  1 +  7t/2 + If f  +  tt/2

D esign  o f d ig ita l filters

Inverse Fourier transform ation of the  theoretical com plex frequency re
sponse function, denoted as H¡hpo( f ) ,  delivers the  theoretical impulse 
response h\heo(t).  In  practice, a  discrete num ber of filter coefficients is 
used:

J f - 1
Kheolj] =  J j l Y ,  H ihco[k]exp(i2'KkjJj1) (6.12)

k = 0

where h\heo[j\ — h ltheo( j X t f ) is th e  discrete value of the  theoretical filter 
coefficient a t  tim e t =  j X t f ( j  =  0 . . J f  — 1).

By using a  finite num ber ( J f )  of filter coefficients in the  Fourier 
transform ation , the  filter response m ay deviate from the  theoretical response 
for inpu t frequencies no t coinciding w ith one of th e  discrete filter frequencies. 
As a  result, it is recom m ended to verify th e  filter perform ance for 
in term ediate  frequencies (i.e. between discrete theoretical filter frequencies) 
by m eans of an oversampling technique, particularly  for the  absorption of 
reflected wave spectra.

It is noticed th a t  the num ber of filter coefficients J /  is v irtually  unlim ited 
in a  num erical model, since the  filter convolution is no t exectuted  in real 
tim e as it  is the  case in a  physical wave flume (see further). The param eters 
which define the filter design are:

(6 .11a)

(6 .11b)

(6 .11c) 

(6 .l id )
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® th e  filter duration To/, the  m ost im p o rtan t p aram eter of th e  filter 
design. I t  defines the  filter frequency interval A / / = T (̂ >1, which mainly 
determ ines the accuracy of the  filter operation. In  betw een discrete values 
of A ƒ /, the  realized filter response m ight deviate from the  theoretical 
gain  and phase. In case of regular waves, it  is possible to  achieve good 
perform ance when A ƒ / is a  m ultiple of T - 1 , even w ith  a  lim ited frequency 
resolution. In case of irregular wave generation, th e  frequency resolution 
should be chosen as high as possible, yet in  accordance w ith the  length of 
th e  wave flume since the  filter should have reached a  ‘steady  s ta te ’ when 
th e  reflected waves reach the  wave piston:

To/ <  2Lstruct/C  (6.13)

where L struct  is the distance between the  piston and the  intersection point 
betw een SW L and tested  structu re , and  C  th e  wave celerity (=  L m / T rn 
or L p/ T p ).

o for a  given filter duration, the  num ber o f filter coefficients J /  defines 
th e  filter tim e interval A t f  =  T o / / J /  or th e  execution ra te  of the 
convolution eq. (6 .8). O peration  in a  physical wave flume requires a  real
tim e response of the piston to the  reflected waves. T his constrains the 
num ber of filter coefficients, since the  calculation tim e of the  convolution 
increases w ith  J f .  Such a restric tion  does no t exist in a numerical 
m odel, w here th e  tim e step  ôt is advanced after the  com puta tion  of the 
convolution has finished. T his allows an  a rb itra ry  definition of the  filter 
tim e step, a  p roperty  th a t  tu rn s  ou t to  be very useful in th e  numerical 
sim ulations (see further). Analogous to  th e  physical wave flume, the  input 
control and  the  corrected control velocities are prescribed a t  equal time 
intervals A  t f .  A different execution ra te  of piston movem ents ( f s) and 
filter operation  ( f sf = A t J 1) is possible, b u t has no t been considered in 
th is  study.

o th e  cu t-o ff frequencies ƒl c  and  f a c  define the  frequency interval 
in which th e  realized frequency response of the  filter should m atch the 
theore tica l response as closely as possible. T his interval corresponds to 
th e  interval wherein all the  energy of th e  wave spectrum  is concentrated.

© th e  p osition  {xi>z\) of the  point where velocities are detected. By 
changing aq, a  phase shift in the  filter operation  is applied. T his can be 
useful to  avoid high-am plitude filter com ponents a t the  initial and  final 
in stan t of th e  filter duration , which deterio rates th e  filter perform ance. 
T h e  value of z \  has little  effect on the  filter perform ance. Considering 
however th a t  the  active absorption m ethod is based on linear wave theory, 
a  sufficient distance w ith  SW L should be respected (>  h / 3), in particular
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when absorbing nonlinear waves. T his is due to  the  deviation from the 
linear velocity profile, which is largest near SW L. H ereafter, z \  is always 
chosen equal to  —OAh.

T he frequency response (eqs. (6.11)) shows one singularity  in the gain 
C w( f )  a t ƒ =  0 Hz. For high frequencies (ƒ >  2 Hz), zero gain is prescribed 
to  avoid quick transitions in th e  phase shift. A cosine tap e r is applied to 
the  theoretical gain C Jtheo( f )  in order to ob ta in  a  gradual transition  between 
zero gain and the  theoretical value:

C \ f )  = 0.5Clreal( h c ) ( l  + eos ( j ^ -  + t t )  ; ƒ  G [0; f LC} (6 .14a)

C » ( / )  =  0.5C;eM i i c ) ( l  + cos ( 7r(/5 ^ - ' ) )  ; / € [ / h c ; / h c  +  5 A / , ]  (6 .1 4 b )

Moreover, a  tapering  of the  filter coefficients h l can be applied to  get a 
m ore stab le digital filter. Existing  LabView® code of the active absorption 
system  operated  in  the  wave flume of G hent University has been adapted  to 
the  theoretical filter responses given by eqs. (6.11). In sum m ary, the  several 
steps in the  design of the d igital filter include:

1. selecting the  filter d u ra tion  To/, which should be chosen as large as 
possible to  obtain the  h ighest accuracy (certainly in case of irregular 
waves). A n upper bound can be estim ated from eq. (6.13);

2 . selecting J / ,  which determ ines th e  filter tim e interval and filter sample 
frequency / s / ;

3. selecting f ^ c  and f n c  according to  the  generated wave period. In case of 
regular waves, a  smaller frequency interval can be chosen, which simplifies 
the  filter design. Care should be taken  however th a t  possible higher-order 
com ponents in the  reflected wave field arising from nonlinear interactions 
can be properly neutralized by th e  piston. I t  is recommended to  take 
f l i c  n ° t  smaller th an  2T - 1 . In  case of irregular waves, the  interval 
/p /3  <  ƒ <  3 f p is generally respected. Choosing a  value of f ^ c  slightly 
larger th an  th e  lower bound ( f p/ 3) can im prove the  filter perform ance, 
although the  m argin to  ad just / l c  is lim ited due to  the shape of the 
wave spectrum , which generally shows a  steeper slope for ƒ <  f P;

4. adjusting  x \  in order to  achieve small (or zero) values of the filter 
coefficients a t the  initial and  final instan t of the  filter duration. This 
can  significantly improve th e  filter performance.

T he control param eters defining the active wave absorption system 
are included in Table 6.1. T hey are im plem ented in the  subroutine 
mvbvel_ usr.f.
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T able 6.1: Control parameters for active wave absorption.

pa ram ete r con tro l op tion

paddle_left  (0 or 1) (de) activate piston
awa (0 or 1) (de) activate active wave absorption
xpistonL [m] position of the right face of the piston
dx 1 [m] distance between right piston face and measurement

point
zpos [m] distance between SWL and vertical position of

measurement point
dpaddle [m] water depth near piston
fs = f s f  [Hz] sample frequency of piston velocities and filter

execution rate

6.2.3 W ave b o u n d a ry  cond itions

Linear and  nonlinear wave boundary  conditions are available in the  standard  
version of FL O W -3 d . N onlinear waves can be generated w ith  a  wave 
boundary  based on Fenton’s Fourier Series m ethod (Fenton, 1988; Rienecker 
and  Fenton, 1981). In  order to  prevent th e  aforem entioned problem  of 
fluid accum ulation through th e  wave boundary, the  code provides a  default 
option th a t elim inates the ne t volume influx through th e  wave boundary 
( i r m f l u x = 1 ) .  Tests have shown however th a t  the  efficiency of this rem edy 
is questionable, particularly  for highly nonlinear waves.

O ther wave boundary  conditions th a t come stan d ard  w ith f l o w - 
3 d  enable the  generation of cnoidal, so litary  wave and  random  waves. 
S tandard  wave spectra  included in the  random  wave generator are the  
Pierson-M oskowitz and JO N S W AP spectrum . Additionally, it is also 
possible to  employ a user-defined wave energy spectum . For further details 
on the  im plem ented wave boundary  conditions, th e  in terested reader is 
referred to  the  FLO W -3D  user m anual (Flow Science, 2 0 1 1 ) .

6.2 .4  C o n sid era tio n s  w ith  lin ear g en era tio n  m eth o d s

Nonlinear regular waves propagating  w ith constant form in in term ediate or 
shallow w ater can be decom posed into free first harm onics and bound higher 
harm onics. A linear wave generation m ethod, either a  piston wavemaker 
or a  wave boundary  condition, does no t include the  n a tu ra l bound higher 
harm onics. This leads to  th e  release of parasitic  higher harm onics which 
will propagate as free wave com ponents. The superposition of the  free and 
bound higher harm onics leads to  a  spatially  varying wave am plitude. In 
a  first estim ate  of the resu lting  surface elevation (M adsen and Sprensen, 
1993), the  second harm onic am plitude varies between 0 and  2 tim es the
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bound wave am plitude w ith a  repetition  or b ea t length L g:

L °  =  ç r k  {615)

where k\  and  /C2 are the  wave num bers corresponding to  the  free first 
and second b o und  harm onic, respectively. In  th is simplified description, 
subsequent sub- and superharm onic wave-wave in teractions are neglected, 
as well as near-resonant tr iad  interactions.

In the following, it  will be verified w hether and to  which ex ten t the 
piston wave generation is affected by harm onic generation.

6.3 V a lid a tio n  : 2D  w ave p ro p a g a tio n  over a  
h o r iz o n ta l b e d

T he propagation  of 2D progressive nonbreaking waves over a  horizontal 
bed is stud ied  in detail in th is section. R esults obtained w ith the  piston 
wavemaker will be  com pared w ith the  nonlinear wave boundary  and a 
theoretical so lution based on Fenton’s Fourier series theory. In  a  first step, a 
grid convergence s tudy  will be perform ed w ith  the  sim plest spatia l and  tim e 
discretization options. N ext, fu rther testing of more advanced numerical 
options will be carried out. T he goals of th is  study  are to  validate the 
operation  of th e  piston wavemaker, to  determ ine the  num erical settings 
affecting th e  solution and  to  derive an optim al set of num erical param eters.

6.3.1 T est se tu p
T he following s tudy  is lim ited to  progressive waves. Reflection is prevented 
by constructing  a  wave flume w ith  a  sufficient length for the  given test 
duration. Fig. 6.2 shows a  definition sketch of the  te s t setup. T he initial 
piston position X q  and flume length x r  are specified in Table 6.2. In case 
a  wave boundary  condition is used, the  boundary  coincides w ith x  =  0. All 
o ther mesh boundaries are m odeled as a  free-slip condition.

Uniform cell dim ensions are  used throughout the entire study, using one 
single mesh block. Local m esh refinem ent by creating m ultiple m esh blocks 
is no t considered. In th is way, in terpolation errors associated w ith block 
boundaries are avoided. T h e  choice of uniform grid cells moreover delivers 
the highest possible accuracy. This higher accuracy originates from the 
way the  governing equations are discretized (see C hapter 5), since in the 
evaluation of the  change betw een quantities on either side of a  cell, higher 
order term s th en  cancel by sym m etry  in uniform cells (Flow Science, 2011).

T he moving piston is represented by a  solid obstacle. Care m ust be 
taken th a t th e  edges of the  box-shaped piston in in itial position coincide
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SWL

F ig u re  6 .2 : Definition sketch of the com putational domain w ith indication of 
reference sj-stem.

w ith the cell edges. O therw ise, the  FAVOR obstacle representation, which 
is lim ited by the  mesh resolution, introduces discretization errors in the 
contact area between the  bed and  the  piston, allowing fluid to  ‘leak’ to  the 
dry  area behind the  piston. Tests show th a t  a  m inim um  obstacle thickness 
of 2 cells is required, again to  avoid leakage of fluid caused by discretization 
errors. Fig. 6.3 illustrates the  initial position of the  piston in the  mesh. A 
tapering  in the  s ta r t  and end of the  piston  movem ents is applied. In  this 
way, surface elevations gradually  build up or decrease, minim izing possible 
disturbances caused by excessive fluid acceleration.

F ig u re  6.3: Initial position of the  piston in th e  mesh.

Wave conditions are adop ted  from G W K tests, which are used in the 
validation stu d y  in C hap ter 7. Four tests  cases are selected (Table 7.2), 
in such way th a t  practically  the  entire range of wave conditions is covered. 
Only regular waves are sim ulated a t th is stage, aiming to  com pare th e  results 
of surface elevations and  velocity profiles w ith  the  linear and nonlinear wave 
theor}’.
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T a b le  6.2: Definition of 2D wave propagation test cases.

case h  [m] T[s] H 0 [m] L \ m] k h  [-] ®o[m] I ä H duration [s]
1 4.5 4.0 0.25 21.6 1.31 1.6 541.0 100
2 4.5 4.0 1.00 21.6 1.31 1.6 541.0 100
3 4.5 8.0 0.25 50.6 0.56 1.6 950.0 150
4 4.5 8.0 1.00 50.6 0.56 1.6 950.0 150

1 according to linear wave theory

Test wave conditions are shown together w ith  the  lim its of linear and 
nonlinear wave theories in Fig. 6.4. Theoretically, case 1 and 3 can be 
described by second-order Stokes wave theory, showing a mildly nonlinear 
character, close to  linear waves. Waves in case 2 can be classified in between 
second- and  th ird-order Stokes wave theory. Waves in case 4 exhibit the 
m ost pronounced nonlinear character, and  are to  be described by the  fifth- 
order Stokes theory.

I.C5

0.02 H /L=0.14 FO R  D E E P W A T E R

0 01

0.005

0.002

H L’  /  h 3 = 2 6

0 .0005

0 0001

0 .0 0 5  0.C1 0  020.001 0.002 0 .0 5 0.2
_h_
9 ^

F ig u re  6 .4 : Location of wave conditions case 1 - 4  (Table 6.2) in diagram  of 
wave theories (after Le M éhauté, 1976).
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6.3.2 B asic g rid  convergence s tu d y
In  th e  basic study, the first-order upwind m om entum  advection scheme will 
be employed. In  this case, truncation  errors are proportional to:

© th e  first power in tim e increm ent dt

® t h e  f i r s t  p o w e r  in  s p a c e  in c r e m e n ts  dx,  dy, dz  i f  a l p h a  ^  0

N otw ithstanding  the  first-order scheme generally shows good properties in 
term s of robustness and stability, it possibly produces larger numerical 
dissipation. In  the  grid convergence study, th e  consistency of the  solution 
is verified by gradually reducing the  cell dimensions. T he aim  of the 
convergence stu d y  is thus to  verify w hether and to  w h a t extent the 
sim ulations are sensitive to  numerical dissipation. T h is dissipation can 
become visible in term s of wave height reduction  and phase lag.

In th e  basic approach, an  explicit trea tm en t of convective term s and 
viscous stresses is applied. T his imposes restra in ts  to  th e  tim e step  size dt. 
Therefore, the  tim e step  control algorithm  will be used, which autom atically  
ad justs  the  tim e step  size w ithin the  stab ility  lim its specified in 5.4.6. W hen 
using the  p iston  wavemaker, the  sam pling frequency f s of the  piston control 
velocities should be chosen in accordance w ith  th e  resulting tim e step. The 
im pact of th is  param eter on the  solution will be discussed hereafter. Unless 
otherw ise s ta ted , the  piston  sam ple frequency f s employed in all te s t cases 
is 40 Hz.

Since the  studied  problem  deals w ith progressive nonbreaking waves, 
the  flow is assum ed to  be lam inar. All com putations are perform ed w ith 
the  split L agrangian V O F advection m ethod. The stan d ard  donor-acceptor 
a lgorithm  produces very sim ilar results in  term s of free surface m otion, 
however also a  considerably larger convective volume error. A list of relevant 
num erical p aram eter settings of the  basic convergence stu d y  is given in 
Table 6.3. O ther param eters no t included in th is tab le  are set to  default 
values. T h e  solver executable hydr3d version 10.0.3 is used in all tests.

C ase 1

Convergence is tested  using 4 different cell sizes dx  ranging betw een 0.4 and 
0.05 m. Fig. 6.5 shows the  results of surface elevations rj and depth-profile 
of horizontal u-velocities under the  passage of a wave crest and trough. 
N um erical resu lts are p lo tted  together w ith th e  theoretical solution obtained 
w ith  F enton’s Fourier series m ethod  (Fenton, 2012).

Fig. 6.5(a,b) show the  results obtained w ith  the  piston wavemaker a t 
locations x=21.5  m  ( «  I L  from the  piston) and æ=146.5 m (æ  7L  from 
th e  p iston), respectively. The surface elevations correspond to  an  in stan t 
near the  s ta r t  of th e  wave tra in , after waves have fully bu ilt up and reached
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T ab le  6.3: Parameter settings in basic convergence stud}'.

O p tio n S e t t in g P a r a m e te r

f l u i d f r e s h  w a t e r  ( 2 0 °  C ) ,  i n c o m p r e s s i b l e ICMPRS=0
v i s c o s i t y N e w t o n i a n  f l u i d IFVISC=1
t u r b u l e n c e l a m i n a r  c a l c u l a t i o n IFVIS=0
p r e s s u r e  s o l v e r G  M  R E S IGMRES=1

s t a n d a r d  c o n v e r g e n c e  c r i t e r i o n EPSADJ=1
m o m e n t u m  a d v e c t i o n e x p l i c i t IMPADV=0

f i r s t - o r d e r ,  u p w i n d IORDER=l, ALPHA=1
v i s c o u s  s t r e s s e x p l i c i t IMPADV=0
V O  F  a d v e c t i o n s p l i t  L a g r a n g i a n  m e t h o d if v o f=6
F - p a c k i n g d e f a u l t CFPK=1
t i m e  s t e p  c o n t r o l a u t o m a t i c  ( s t a b i l i t y  a n d  c o n v e r g e n c e ) AUTOT=l
m a x i m u m  dt d e f a u l t DTMAX=1010 S

steady  s ta te . In  order to  enhance the  com parison of surface elevations, a 
tim e synchronization of wave crests a t t / T = 0.5 is applied. T he small phase 
lag betw een results is a  consequence of a  different tim e step size associated 
w ith  different cell sizes.

Surface elevations and velocity profiles show very lim ited differences 
betw een runs w ith  cell size dx  0.4 and 0.05 m. T hey  arc in alm ost perfect 
agreem ent w ith  the  theoretical solution. T he com parison between locations 
a t different distance from the  piston points to spatially  stab le results.

Fig. 6.5(c,d) show the  results obtained w ith  the nonlinear wave boundary 
generation  based on Fenton’s Fourier series m ethod. Again, good correspon
dence w ith the  theoretical surface elevation and  velocity profiles is obtained. 
However, slightly larger deviations from the  theoretical solutions are noticed 
a t  fu rther distance from the  piston, as seen in Fig. 6.5(d).

T he stab ility  of surface elevations and velocities in tim e is further 
explored in Fig. 6 .6 , showing velocity profiles under the  passage of a  wave 
crest and trough  at the  beginning and end of the  wave tra in , for cell size 
<±c=0.05 m. Fig. 6 .6 (a,b) a t respectively closer and larger distance from 
the  p iston, show th a t the surface elevations and velocities are stable, both 
in tim e and space. Fig. 6 .6 (c,d) show the  sam e for th e  nonlinear wave 
boundary. A t larger distance from the  wave boundary, larger variations in 
surface elevation and velocity profile are noticed, albeit still limited.

T he grid-dependency of th e  wave height is verified by calculating- 
characteristic  wave heights H m¡ 123 and H m ,456> obtained by averaging the 
m ean  wave height Hrn in 3 locations Xi, indicated in Tabic 6.4. The obtained 
averages are specified in Table 6.5, expressed as the relative difference A
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w ith  H q (=  0.25 m ), the  value specified a t the  generation boundary:

A  =  H m ~ g ° (6.16)

Lim ited differences in averaged values are noticed between different 
cell sizes in Table 6.5. A m ore pronounced difference appears between #123 

and  # 456, showing a  slight reduction of wave height w ith  increasing distance 
from the piston or wave boundary. In all cases however, the obtained wave 
height is w ithin a  range of 6% of the  ta rg e t value (Table 6.5). I t  seems 
th a t  the  im pact of the  first-order m om entum  advection, and  the  expected 
num erical diffusion resulting from this approxim ation is lim ited. Even with 
th e  largest cell size tested  (dx=0.4  m), a  relatively accurate  wave generation 
is achieved. However, tests  w ith cell sizes larger th a n  0.4 m  show increasing 
instabilities in surface elevations and velocities. A value of 0.4 m  seems to 
be a  practical upper lim it for the  cell size d x  in th is  case.

T a b le  6 .4 : Positions Xi (in m) used in spatial averaging of Hm, case 1 and 2.

Xi x 2 * 3 cc4 x 5 x 6

21.5 27 32.5 135.5 '141 146.5

T a b le  6.5: Difference A [%] between target wave height Hq (=0.25 m) and 
space-averaged Hm , case 1.

d x  [m]
p is to n

A i23  A 456

w av e
A 123

b o u n d a r y
A 465

0.40 -2.00 -3.68 -2.52 -4.50
0.20 -1.54 -4.79 -2.01 -4.79
0.10 -2.34 -5.35 -1.85 -4.63
0.05 -0.05 -3.12 -2.31 -4.69
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F ig u re  6 .5 : Close-up on surface elevation r¡ and horizontal velocity u(z)  a t an 
instant near the s ta r t of the  wave train . Numerical results generated w ith the 
piston wavemaker and nonlinear wave boundary, a t two different x-positions and 
for two different cell sizes dx,  case 1.
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(d) Wave boundary, £= 146 .5  m

F ig u re  6.6: Verification of tim e-dependent stability' of surface elevation r? and 
horizontal velocity u(z)  generated by the piston wavemaker and nonlinear wave 
boundary, a t two different ^-positions, cell size d x = 0.05 m, case 1.
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C ase 2

The spatia l variability of surface elevations is checked first, as the  nonlinear 
waves (see Fig. 6.4) m ight be affected by harm onic generation. T he wave 
profiles resulting  from b o th  wave generation m ethods are p lo tted  a t several 
distances in betw een £ = 6 5  m  ( ~  3L  from the wave boundary) and £= 80  m 
in Fig. 6.7. T he distance covered (15 m) is approxim ately equal to  the 
theoretical b ea t length  predicted by eq. (6.15). Given the  very lim ited 
spatia l variation of the  wave profile in Fig. 6.7, it can be concluded th a t 
no significant harm onic generation occurs. Generally, good agreem ent is 
observed betw een the  theoretical and  numerical surface elevations.

T he grid-dcpendencv of the  num erical solution is shown in Fig. 6 .8 , 
providing a  detailed view of the  surface elevation over one wave period, 
together w ith  the  corresponding horizontal velocities under the  passage of 
a  wave crest and trough. T he surface elevations correspond to  an  instant 
near the  s ta r t  of the  wave tra in , after waves have fully bu ilt up and reached 
steady  s ta te . In  order to  enhance the  com parison of surface elevations, wave 
crests are synchronized a t  £ /T =0 .5 .

Fig. 6 .8 (a,b) show the  results obtained w ith th e  piston wavemaker at 
locations £= 21.5  m ( «  IL  from the  piston) and £=146.5  m  (?« 7L  from the 
p iston), respectively. T he accuracy of the  solution clearly improves w ith 
increasing mesh resolution. For cell size d x  of 0.05 m, num erical results are 
in excellent accordance w ith the  theoretical solution. T he solution obtained 
w ith dx  0.4 m  clearly suffers from numerical dissipation, to  an  increasing 
degree w ith  increasing distance from the piston. Fig. 6 .8 (c,d) show similar 
results, yet obtained w ith  the  nonlinear wave boundary. Slightly larger 
deviations from th e  theoretical solution are noticed here.

In  order to  evaluate the  tim e-dependent stab ility  of the  generated wave 
tra in , a  large p a rt of th e  to ta l tim e series is shown in Fig. 6.9, together w ith 
depth-profiles of u-velocities corresponding w ith a  crest and trough, a t two 
instan ts near the  beginning and  the  end of the  wave tra in . T he solution 
obtained w ith  the  piston wavemaker (dx=0.05 m) is shown in Fig. 6.9(a,b) 
a t location £= 21.5  m, and £=146.5  m, respectively. Clearly, a  stab le  wave 
tra in  is obtained, bo th  in tim e and space. Fig. 6.9(c,d) show sim ilar results, 
yet ob ta ined  w ith  th e  nonlinear wave boundary. Again, as in case 1, the 
solution seem s to  show larger variability in tim e, when com pared to the 
p iston  wavemaker.

Space-averaged values of H m are given in Table 6 .6 , expressed as the 
relative difference w ith  H q (=1.0  m). As expected, wave heights tend 
tow ard the  ta rg e t value when the  mesh resolution increases. Simulations 
w ith  cell sizes 0.40 and  0.20 m  are clearly affected by num erical dissipation. 
In  addition , a  significant difference between H 123 and  IL456 appears, showing 
a  clear reduction  of wave height w ith  increasing distance from the  piston
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or wave boundary. W ith  a  sufficient mesh resolution however, wave heights 
generated by th e  piston  are w ithin ±  2 % of the  ta rg e t value.

T ab le  6.6: Difference A [%] between target wave height H q (=1.0 m) and space- 
averaged Hm., case 2.

d x  [m]
p is to n  

^ 1 2 3  A 456

w av e
^123

b o u n d a r y
^465

0.401 -5.91 -14.60 -5.85 -14.67
0.201 +0.03 -5.34 +0.35

°o00

oT-Ho

+1.95 -3.54 -2.37 -6.13
0.052 +2.08 -1.65 -3.19 -4.49

1 obtained w ith f s = 40 Hz,
2 obtained  w ith  f s= 100 Hz
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F ig u re  6 .7 : Variation of surface elevation 77 between x= 65  and 80 m,
corresponding w ith an instan t near the  end of the  wave train , for test case 2. 
Num erical surface elevations obtained w ith piston wavemaker and nonlinear wave 
boundary condition (dx =  0.05 m), theoretical values w ith Fenton’s Fourier series 
m ethod.
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F ig u re  6 .8 : Close-up on surface elevation r¡ and horizontal velocity u ( z ) a t an 
instan t near th e  s ta rt of wave train. Numerical results generated w ith the piston 
wavemaker and nonlinear wave boundary, a t two different x-positions and for two 
different cell sizes dx,  case 2.
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F ig u r e  6 .9 :  Verification of time-dependent, stability  of surface elevation r¡ and 
horizontal velocity u(z)  generated by the  piston wavemaker and nonlinear wave 
boundary, a t two different x-positions, cell size dx=0.05 m, case 2.
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C ase 3

Fig. 6.10 shows the  surface elevation and velocity profiles in detail. No 
significant differences between b o th  generation m ethods are observed. The 
com parison w ith the theoretical surface profile near the  wave boundary 
in Fig. 6.10(a,b) shows a b e tte r  correspondence com pared to  th e  surface 
elevation a t fu rther distance (Fig. 6.10(c,d)). I t  is noticed th a t  the 
surface profile obtained w ith  the  wave boundary  condition in Fig. 6.10(d)) 
shows a  more pronounced asym m etry  w ith respect to  the  vertical plane. 
N onetheless, surface elevations and velocity profiles generally agree very 
well w ith the  theoretical solution. T he com parison between results obtained 
w ith  d x —OA and 0.1 m  indicate th a t  convergence is already obtained with 
the  lowest mesh resolution.

Fig. 6.11 shows a large p a rt of th e  entire tim e series where velocity 
profiles are taken  at in stan ts  corresponding w ith  th e  s ta r t and end of the 
wave tra in . I t  can be concluded th a t  the  results are stab le in tim e, for both  
wave generation m ethods.

Analogous to  the previous cases, wave heights i ï m,i23 and H m^ Q  are 
obtained  by averaging the  m ean wave height H m in  3 locations x t , indicated 
in Table 6.7. Table 6.8 shows the  space-averaged wave heights, expressed as 
th e  relative difference w ith  Ho(—0.25 m). I t  is noticed th a t  a  larger wave 
height is obtained w ith the  largest cell size (dx — 0 .4m ), in contrast to  
the  previous cases. If num erical dissipation were to  have an  effect, it should 
decrease w ith increasing mesh resolution. One would th en  ra th er expect the 
wave height to  increase w ith  increasing m esh resolution. Deviations from 
the  ta rge t wave height are lim ited however, w ith in  ±  5 %.

T a b le  6 .7 : Positions Xi (in m) used in spatial averaging of Hm, case 3 and 4.

X i  x 2 X s  X 4  X 5 X q

51.0 63.5 76.0 253.5 266.0 278.0

T a b le  6.8: Difference A [%] between target wave height Ho (=0.25 m) and 
space-averaged Hm, case 3.

p iston  wave boundary  
dx  [m] A i23 A.456 A 123 A 465

0.40 +0.36 -0.81 +0.12 +0.55
0.20 -1.89 -3.52 -0.80 -0.69
0.10 -2.32 -3.68 -1.76 -2.48
0.05 -1.12 -4.04 -3.21 -4.44
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F ig u re  6 .10 : Close-up on surface elevation r¡ and horizontal velocity u(z)  a t an 
instant near the s ta r t of the  wave train . Numerical results generated w ith the 
piston wavemaker and nonlinear wave boundary, a t two different x-positions and 
for two different cell sizes dx.  case 3.
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F ig u re  6.11: Verification of time-dependent stability of surface elevation r¡ and 
horizontal velocity u(z) generated by the piston wavemaker and nonlinear wave 
boundary, at two different positions x , cell size d,x=0.10 m, case 3.
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C a se  4

O f all four te s t cases in Fig. 6.4, waves in case 4 exhibit the  highest 
nonlinear character. T he theoretical b ea t length according to  eq. (6.15) 
am ounts to  146 m, using the  linear wave theory  to approxim ate k\  and 
k2. Fig. 6.12 shows the free-surface elevation a t  eight different locations in 
betw een one bea t length. C om putations w ith  d r =0.1 m are shown, obtained 
w ith  th e  piston wavemaker and the  nonlinear wave boundary condition. The 
com parison betw een different locations reveals a  clear variation of surface 
elevation for the  linear piston wavemaker. A t some locations, secondary 
peaks in th e  trough appear. T he spatial ^-variation caused by the  release 
of higher harm onics is no t observed w ith the  nonlinear wave boundary.

T he surface profile generated by the  piston wavemaker a t location 
£= 150  m  is very sim ilar to  £=296 m , an indication th a t the repetition  of the 
spatia l variation corresponds well w ith the  theoretical bea t length predicted 
by eq. (6.15). T h e  harm onic generation under linear p iston  generation 
results in larger wave heights com pared to the  waves generated by the 
nonlinear wave boundary, as indicated in Table 6.9.

Fig. 6.13 shows the  velocity profile a t different locations between 
£= 150  m  and  £=241.2  m, obtained w ith the piston  wavemaker. N otw ith
standing  the  spatia l variations in r¡, the wave tra in  appears to  be stable 
in tim e in each location. T he velocity profiles corresponding w ith the 
passage of a  crest and trough  clearly deviate from the  theoretical solution. 
T he discrepancy betw een numerical and theoretical profiles of u-velocities 
increases when th e  local am plitude of th e  second harm onic reaches its 
m axim um  value, a t approxim ately half the  bea t length. In  Fig. 6.13(c), 
th e  sharp, peaked crest and flattened trough correspond w ith an  increase in 
u-velocities near the  free surface.

T ab le  6.9: Difference A [%] between target wave height Ho (=1.0 m) and space- 
averaged Hm,  case 4.

d x  [m]
p is to n

A l2 3  A 456

w av e  b o u n d a r y  
A 123 A  4Q5

0.201 +15.63 +4.13 -1.72 -1.55OrHÖ

+14.37 +3.41 -2.29 -1.60
0.052 +11.67 +  1.46 -2.60 -1.78

1 obtained  w ith  / s =40 Hz,
2 obtained  w ith  ,/s =  100 Hz
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F ig u re  6 .12 : V ariation of surface elevation 77 between x=150 and 296 m,
corresponding w ith an instan t near the end of the wave train , for te s t case 4. 
Numerical surface elevations obtained with piston wavemaker and nonlinear wave 
boundary condition (dx =  0.10 m), theoretical values w ith F enton’s Fourier series 
method.
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F ig u re  6.13: C l o s e - u p  o n  s u r f a c e  e l e v a t i o n  77 a n d  h o r i z o n t a l  v e l o c i t y  u ( z )
g e n e r a t e d  b y  t h e  p i s t o n  w a v e m a k e r ,  a t  d i f f e r e n t  l o c a t i o n s  x  i n  b e t w e e n  

a p p r o x i m a t e l y  h a l f  t h e  b e a t  l e n g t h ,  c e l l  s i z e  d x = 0 . 1  m ,  c a s e  4 .
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6.3.3 F u r th e r  te s tin g  of n u m erica l op tions

In  the  previous section, a  first-order upw ind discretization scheme for the 
m om entum  advection term s was used in all sim ulations. In  th e  following it 
is tes ted  w hether a  mixed first-order or second-order scheme yields be tte r 
results in term s of com putational accuracy and or efficiency. A discussion 
on th e  tim e step control (section 5 .4 .6 )  is included in the  following, since it 
appears th a t  the  tim e step evolution is closely connected w ith  the  spatial 
d iscretization of m om entum  advection.

Because of the  larger wave height and  absence of harm onic generation 
in case 2, th is particu lar case will be  used to  illustra te  th e  im pact of the 
m om entum  discretization scheme and tim e step  control on the  solution. All 
results are obtained w ith  piston wave generation, w ith  / s= 40  Hz (unless 
otherw ise sta ted).

M om entum  advection  approxim ations

A variation  to the  first-order upw ind schem e consists of a  m ix ture  of upwind 
and  centered differences (see 5 .4 .3 )  and  is obtained by se tting  th e  weighting 
factor a l p h a  to  a  value between 0 and 1. Liu and  Lin ( 1 9 9 7 )  suggest to 
take  a l p h a  in the  range of 0 .3  to  0 .5 .  T h e  im pact of the  weighting factor 
ALPHA is stud ied  by com paring th e  stan d ard  upw ind scheme ( a l p h a = 1 )  to 
a  m ixed scheme w ith a l p h a = 0 . 3 .  Use is m ade of the  au tom atic  tim e step 
algorithm , determ ined by stab ility  constra in ts and  the  num ber of pressure 
ite ra tions ( a u t o t = 1 ) .

Fig. 6 .1 4  shows the  im pact of ALPHA on the  tim e step size. Clearly, the 
m ixed scheme results in a  reduction  of th e  tim e step  size. In  b o th  cases, the 
advection in the ^-direction is the  restra in ing  lim it to the  tim e step  size. It 
is noticed th a t  the  value of a l p h a  is sm aller th an  the  default value (0 .4 5 )  
of th e  CFL stability  lim it (section 5 . 4 .6 ) ,  hence eq. ( 5 .5 7 )  yields the  most 
stringent condition to th e  tim e step  lim it.
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F i g u r e  6 . 1 4 :  Impact of a l p h a  on time step size d t ,  case 2.
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Surface elevations and corresponding velocity profiles under a  passage of 
a  crest and trough are shown in Fig. 6.15, a t  location rc=146.5 m, taken  a t  an 
in stan t corresponding to  the  s ta r t  of the wave tra in . Com parison of results 
betw een different cell sizes in Fig. 6.15 show th a t  th e  mixed scheme is more 
prone to  numerical dissipation th an  the  fully upw ind scheme (a l p h a = 1 ) .  
In either case, a  d isturbance of th e  velocity profile near the free surface is 
noticed w ith the  mixed scheme. T his could be th e  result of the  significant 
reduction  in tim e step  size.
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F ig u re  6.15: Impact of ALPHA on surface elevation r¡ and horizontal velocity 
u(z),  shown at x=146.5 m, at an instant near the start of the wave train, case 2.

In the previous section, sim ulations w ith  th e  first-order upwind scheme 
proved to  yield accurate results w ith  lim ited num erical dissipation, when 
th e  mesh resolution is sufficiently high. I t  was noticed th a t a  higher mesh 
resolution is needed for the  cases w ith  larger wave height. In  the  following, 
it is verified w hether a  second-order advection scheme yields higher accuracy 
for lower mesh resolutions. B o th  the  regular ( i o r d e r = 2 )  and m onotonicity- 
preserving ( i o r d e r = 3 )  second-order scheme are used.

Fig. 6.16 shows the  im pact of the  m om entum  discretization on the  tim e 
step  size. A standard  upw ind differencing (a l p h a = 1 )  is used in the  first- 
order scheme. Employing the  au tom atic  tim e step  control w ith bo th  second- 
order schemes results in a  significant reduction of the  tim e step  size in case 
of a relatively coarse grid (Fig. 6.16(a)). O n a  finer grid, all tim e step  sizes 
resu lt to  be very sim ilar (Fig. 6.16(b)).

C ontrary  to what one would assume, th e  second-order schemes do not
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S e le c t in g  th e  p i s to n  s a m p le  f re q u e n c y  f s

In  th is previous section, the  ra te  f s a t which piston control velocities are 
specified was set to  40 Hz in all cases, except for the  sm allest cell size 
(da;=0.05 m ). In  fact, it  is noticed th a t the  piston tim e step  dtp — f ~ l 
should be chosen in  accordance w ith the tim e step  size dt  resulting  from the 
application of stab ility  constraints. For instance, when dtp is much larger 
th an  the  realized tim e step , the  input signal of the  piston control velocities 
looks like a  step  function. Tests w ith  different values of dtp show th a t  this 
can affect th e  surface elevation and particu larly  the w-velocities, which tend 
to  show an  increase (a drift) in a  confined region near the free surface.

Table 6.10 contains tim e step  sizes dt  for different com binations of dx  
and  dtp, com puted for te s t cases 1 and 2. T he results in Table 6.10 indicate 
th a t  the  d rift in u -velocity is connected w ith  a  relatively large ra tio  of and 
dtp to  dt. I t  is also noticed th a t  the value of dtp has a  sm all im pact on the 
resulting tim e step  since the  la tte r  is being adapted  by the  au tom atic  time 
step control algorithm , in order to  properly resolve the movement of the 
GMO. U sing a  sm aller piston  tim e step dtp generally results in a  slightly 
larger tim e step  dt.

Fig. 6.19 shows the  im pact of f s on the  surface elevations and  velocity 
profiles in case 2, com puted w ith  different mesh resolutions. For cell sizes 
d x = 0.2 and  0.1 m , th e  observed drift in u -velocity vanishes when dtp is 
reduced. For the  highest m esh resolution (d x = 0.05 m) however, it seems 
th a t  the  drift is very lim ited, in sp ite of th e  large difference between dtp and 
dt  in case f H= 10 Hz. In  Fig. 6.19, the  deviations in the  velocity profile reach 
till a dep th  of abou t — OAh,  which corresponds w ith the  vertical position 
of the  single-point velocity m easurem ent in the  active wave absorption 
procedure. If th e  d isturbance grows beyond th is point, it could affect the 
perform ance of th e  active wave absorption.

T ab le  6.10: Difference between dtv and realized dt and indication of drift in 
u(z),  for case 1 and 2.

d x  [m]
case 

dtp [s]
1 (H 0 =  0.25 

dt  [s]
m)
drift?

case 
dtp [s]

2 (H0 =  1.0 
dt  [s]

m)
drift?

0.4 0.10 0.101 no 0.10 0.079 - 0.101 no
0.4 0.025 0.101 no 0.025 0.078 - 0.101 no
0.2 0.10 0 .06 - 0.071 no 0.10 0.028 - 0 .045 yes
0.2 0.025 0.071 no 0.025 0.045 - 0.065 no
0.1 0.10 0.010 - 0.051 yes 0.10 0.015 - 0 .025 yes
0.1 0.025 0.046 - 0.051 no 0.025 0.025 - 0.033 no

0.05 0.10 0.015 - 0.031 yes 0.10 0 .0 1 0 -0 .0 1 5 yes
0.05 0.025 0.028 - 0.032 no 0.01 0.012 - 0.017 110
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F ig u re  6.19: Im pact of f s on surface elevation r¡ and horizontal velocity u(z)  
shown at x=146.5 m, a t an instan t near the s ta r t  of the wave train . Simulations 
case 2 for different cell sizes dx.
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6.3 .4  C onclusions
T he observations drawn from the  sim ulation of progressive. 2D, nonbreaking
waves over a  horizontal bed lead to  the  following conclusions and  recom
m endations:

• T h e  previous te s t cases show th a t the m inim um  mesh resolution required 
for an accurate  solution of surface elevations and velocities is mainly 
determ ined by the wave height. A minim um  ratio  H , dx  of 0.5 to 
1 appears sufficient when the  wave height is relatively sm all (case 1 
and 3). For larger waves, H  dx  needs to  be raised (to about 20 for 
case 2 and  4). T he wavelength has a  sm aller im pact on the  required 
mesh resolution, though a  minim um  ra tio  L  dx  abou t 50 to 100 seems 
reasonable. Note th a t  uniform  cell sizes dx  were used in all simulations. 
A fu rther optim ization w ith nonuniform  meshes is no t undertaken in the 
presen t study;

•  A n accurate m odeling of progressive waves can be achieved w ith the first- 
order upwind scheme, which has been shown to yield the  m ost stable 
solutions. A com parison w ith higher-order m om entum  advection schemes 
does no t ind icate  a larger num erical dissipation for the  first-order m ethod, 
even on relatively low mesh resolutions;

• T he au tom atic  tim e step  control ( a u t o t = 1  2 ) provides th e  m ost efficient 
solution. A user-specified constant tim e step  much below the  implemented 
stab ility  constrain ts can lead to  deviations in the  velocity profile near the 
free surface, and  to  a  m inor extent in the  surface elevation. The critical 
m inim um  tim e step  associated w ith the  occurrence of a  drift in near
surface velocities depends on the  mesh resolution;

•  A m axim um  piston tim e step  dtp should be selected, which should 
no t largely exceed dt  resulting from the au tom atic  tim e step  control. 
O therw ise, control velocities behave like a  step-function which can affect 
th e  results. T h e  sensitivity of the  solution to  the  value of dtp however is 
observed to  be m esh-dependent and dim inishes moreover w ith  increasing 
m esh resolution. No specification of a  m axim um  allowable tim e step  size 
is needed w hen the piston  operates in single generation m ode (i.e. w ithout 
active absorption).
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6 .4  V a lid a tio n  : lo n g -d u ra tio n  w ave te s t

2D wave propagation  over a  horizontal bed was m odeled in the  previous 
section, w here zero wave reflection was obtained  by constructing  a  long 
wave flume and  a  relatively short test dura tion  (abou t 20 wave periods). In 
m ost wave flume studies however, the sim ulation of long-duration te s t series 
is required, e.g. in tests w ith irregular waves or tests  where certa in  aspects 
of w ave-structure in teraction take a  considerable num ber of wave cycles in 
order to  fully establish; e.g. the  wave-induced set-up of M W L in perm eable 
structu res.

In  the following section, th e  stab ility  in tim e of a  long series of 
piston-generated  waves (about 100 wave periods) is investigated. Tests in 
section 6.3.3 revealed th a t  results can becom e unstable when th e  tim e step 
size is reduced. T his is of particu lar im portance, since a  reduction  of tim e 
step  size is m ost likely to  occur when waves in terac t w ith a  struc tu re . The 
following te s ts  aim  to  the  investigate the  effect of a  variable tim e step  size 
on the  long-term  stability  of the  generated wave tra in , using th e  different 
m om entum  discretization schemes available in f l o w - 3 d  .

6.4.1 T est se tu p

T h e  sim ulation of an und istu rbed  progressive wave field w ith  long duration  
in com bination w ith a  wave flume of lim ited length requires an adequate 
technique for absorbing the waves. T he s tan d ard  nonreflecting outflow 
boundary  condition available in the  code (a Som m erfeld-type condition) 
does not require additional space in the  com putational dom ain and therefore 
is the  m ost efficient m ethod in term s of com putational cost. However, tests  
w ith  this boundary  condition show unacceptable degrees of reflection in 
m ost cases. Therefore, use is m ade of a  passive absorp tion  technique, 
a  so-called sponge layer. The sponge is th e  num erical coun te rpart of an 
absorbing beach applied in a  physical wave flume, where flow m otions are 
gradually  dam pened ou t over a  gentle slope, reducing the reflection as much 
as possible.

Fig. 6.20 presents the  setup of th e  num erical flume, w ith  indication of 
the  piston and  th e  sponge. In  f l o w - 3 d , th e  sponge has been im plem ented 
in th e  custom izable subroutine qsadd.f, by gradually  dam ping th e  individual 
fluid velocity com ponents (u , v, w)  over a  d istance L sponge tow ard zero values 
a t  X =  x r .  T h e  m athem atical description of the  sponge takes the  form of a
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SWL

Xi xs

F ig u re  6 .20 : Definition sketch of the com putational domain for long-duration 
wave test.

power function1, which e.g. for th e  u -velocity reads as:

U*{Xi) =  u ( x s ) 1 -
X i -  x H + L s p o n g e

L s p o n g e

n s -

(6 .1 7 )

where u*(x i ) and u ( x s) are th e  velocity com ponents a t  position Xi and x s , 
respectively (xs < Xi < xr). T he power n s in eq. (6.17) determ ines the 
shape of the  sponge function. Tests w ith th e  sponge function eq. (6.17) 
indicate a  recom m ended value of n s between 3 and 7. Additionally, the 
absorption perform ance improves w ith  increasing the  sponge length L sponge. 
T ests w ith  varying sponge lengths show th a t  a  minim um  sponge length of 
ab o u t one wave length is required to achieve acceptable absorption (i.e. 
C  B. "0.20). A sponge length of abou t 3 L  provides optim um  results in term s 
of absorption capacity and  com putational cost. For sm aller sponge lengths, 
a  sm aller value of n s in eq. (6.17) yields b e tte r absorption. For larger L sponge 
(>  2L),  the value of n s has a  lim ited im pact on the  absorption performance.

As in section 6.3.3, case 2 will be employed as a  reference case in the 
following tests. Waves are generated using the  piston wavemaker in single 
generation mode. All sim ulations are perform ed w ith d x —0.1 m and / s=  40 
or 100 Hz (depending on dt).  A  fixed sponge length of 64.8 m  ( «  3L) is used, 
w ith n s= 3. A wave flume w ith  length 108 m (fs 5L)  is constructed between 
th e  initial piston position xq and  the  sta rtin g  point x s  of the  sponge.

6.4.2 F irs t-o rd e r  upw ind  m om en tu m  advection
Tests are run  w ith  a  constan t tim e step size of 0 .3  and  0 .1 5  s, set by 
A U T O T = 0 .  A value of 0 .3  s closely corresponds to the sm allest tim e step size 
resulting  from the  au tom atic tim e step  control ( a u t o t = 2 ) .  Fig. 6 .2 1  shows 
th e  resulting  surface elevations and  velocity profiles a t  a  location x \  — 100

1 O ther form ulations of th e  dam ping  function th a n  eq. (6.17) exist (e.g. elliptic or 
cosine functions) b u t are no t te s te d  here.
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m , near the  end of the wave flume. T he reduced tim e step  size clearly leads 
to  a  dissipation of incident wave height, shown in detail in Fig. 6.21(b). 
T he dissipation increases w ith tim e b u t apparen tly  stabilizes after about 
200 s. T he reduction of wave height corresponds w ith  a  drift of velocity in 
Fig. 6.21(d): in the  lower half of the  cross section, a decrease of horizontal 
velocities occurs, whereas an increase is noticed in the  upper half.

I t  is known th a t  a  reduction in tim e step  size increases the  numerical 
dissipation in the  first-order upwind scheme, since the  diffusive error td i f f  
for e.g. a flow w ith velocity u  in the  ^-direction  is proportional to:

Tests w ith increasing mesh resolution do no t yield significant improvem ent 
in the  velocity profile. It is thus unlikely th a t  the  increase in velocity 
observed in Fig. 6.21(d) is caused by num erical diffusion, since a diffusive 
effect should decrease noticeably w ith  increasing mesh resolution. I t  can 
only be concluded th a t a  plausible argum ent is still lacking a t  the moment, 
explaining for the  erroneous behavior of th e  first-order upw ind scheme in 
case the tim e step  size is reduced considerably below the  stab ility  lim it 
resulting from the  au tom atic tim e step  control.

6.4.3 S econd-order m o m en tu m  advection

A draw back of the  second-order m om entum  advection is a  reduced lower 
stab ility  com pared to the  upw ind scheme, m anifesting as spurious velocities 
near the  free surface. The local increase of velocity causes a  reduction of 
dt, due to  the  application of the  CFL stab ility  constrain t. T he following 
tests  w ith the  second-order schemes are therefore run  w ith  a u t o t = 2  and 
th e  specification of DTMAX.

Fig. 6.22 shows the  resulting surface elevations and velocity profiles a t x \ .  
A detailed view on the surface elevations shows th a t  a reduced d t m a x  leads 
to  slightly larger wave heights. However, b o th  sim ulations show excellent 
tim e-stability. T he velocity profiles in Fig. 6.22(c,d) rem ain stab le and  agree 
very well w ith  the  theory, except for the  spurious velocities near the  free 
surface.

6.4.4 S econd-order m o n o to n ic ity  p rese rv in g  m om en
tu m  advection

Sim ilar tests  are perform ed as w ith  the  second-order scheme. Fig. 6.23 shows 
th a t  th is algorithm  does no t yield stab le  results, in spite of th e  m ethodology 
applied in the  algorithm  which aim s for enhanced stability.

(6.18)
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6.4.5 Im p a c t o f sp a tia l d isc re tiza tio n
In  an a ttem p t to  fu rther explore th e  instable behavior of the  first-order 
upwind scheme, the  influence of the  grid is investigated. Therefore, the 
sim ulation w ith d t=0.015 s, which showed to  become unstable, is repeated 
w ith  the num ber of cells n y  in transversal direction increased to  2 and  4.

Fig. 6.24 shows the  resulting  surface elevations and velocity profiles of 
b o th  simulations. Small differences are observed between different values 
of ny.  However, b o th  sim ulations w ith n y  equal to  2 and 4 do not exhibit 
th e  dam ping of wave height and drift in fluid velocities, associated w ith  the 
tim e step reduction w ith  n y = 1 (Fig. 6.21). T his suggests th a t  o ther factors 
th an  numerical diffusion are causing the instability  under a reduction  of 
tim e step size.

The slight deviations in the  velocity profiles in Fig. 6.24(c,d) are most 
probably caused by d isturbances in the  transversal direction, as shown in 
Fig. 6.25. T heoreticall3r, th e  velocity com ponent v  should be zero over the 
entire fluid depth  for a purely 2D flow. D isturbances in the  u-profile are 
small, lim ited to  about 5% of the u-profile, b u t seem to  increase w ith  time.

0.2 0.2
0.0 0.0

I
S “0 4 S -0.6

-0.)-0.Í
-1.01—

- 0.10).10 0.00 

u  [ m / s ]

0 .0 5 0.10 0.00- 0 .0 5 - 0 .0 5 0 .0 5 0 .10

(a) crest (b) trough

F ig u re  6.25: Cross-direction ^-velocity profile, shown at x  = x \  and half the 
cross section width ( y = 0 . 2  m). Velocity profiles corresponding with the passage 
of (a) crest and (b) trough, corresponding with the start and end of the wave 
train. Simulations case 2 with d x = 0 . 1  m, ny=4 ,  i o r d e r = 1 ,  a l p h a = 1 ,  a u t o t — 2, 

d t m a x = 0 . 0 1 5  s , e p s i =  1 * IO- 3 .
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F ig u re  6 .21: Im pact of dt on surface elevations and horizontal velocities, shown 
a t  X  =  x \ .  Total tim e series (a) and close-up (b) of surface elevations for dt—0.03 s 
(black solid) and df=0.015 s (red dashed). Velocity profiles corresponding w ith  the 
s ta r t and end of the  wave tra in  for (c) di=0.03 s and (d) di=0.015 s. Simulations 
case 2 with d x= 0.1 m, i o r d e r = 1 ,  a l p h a = 1 ,  e p s i =  1 * IO- 3 , a u t o t = 0 .
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F ig u re  6 .22 : Im pact of dt on surface elevations and horizontal velocities, shown 
aXx =■ x \ .  Surface elevations in panel (a) and (b) shown for d t m a x = 0 . 0 1 5  s (black 
solid) and d t m a x = 0 . 0 0 5  s  (red dashed). Velocity profiles corresponding w ith the 
s ta r t and end of the  wave tra in  for (c) d t m a x = 0 . 0 1 5  s  and (d) d t m a x —0 . 0 0 5  s. 
Simulations case 2 w ith dx=Q.l  m, i o r d e r = 2 ,  a u t o t = 2 ,  e p s i =  1 * IO- 3 .
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F ig u re  6 .23 : Im pact of dt on surface elevations and horizontal velocities, shown 
a t  X =  x \ .  Surface elevations in panel (a) and (b) shown for d t m a x = 0 . 0 1 5  s (black 
solid) and d t m a x = 0 . 0 0 5  s  (red dashed). Velocity profiles corresponding w ith the 
s ta r t  and end of th e  wave tra in  for (c) d t m a x = 0 . 0 1 5  s  and (d) d t m a x = 0 . 0 0 5  s. 
Simulations case 2 with d x —0.1 m, i o r d e r = 3 ,  a u t o t = 2 ,  e p s i =  1 * IO- 3 .
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F ig u re  6 .24 : Im pact of n y  on surface elevations and horizontal velocities, shown 
a t X =  x \ .  Surface elevations in panel (a) and (b) shown for n y =2 (black solid) 
and  n y = 4 (red dashed). Velocity profiles corresponding w ith the  s ta r t and end of 
the  wave tra in  for (c) n y —2 and (d) n y = 4. Simulations case 2 with d x= 0.1 m, 
I O R D E R = l ,  a u t o t = 2 ,  a l p h a = 1 ,  d t m a x = 0 . 0 1 5  s ,  e p s i =  1 * IO- 3 .
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6.4.6 C onclusions
Testing the  stability  in tim e of long-duration wave te s ts  w ith  the  first-order 
upwind m om entum  advection shows a  considerable decrease of wave height 
and  nonphysical drift in fluid velocities, when a  considerable decrease of 
tim e step  size occurs, below the  stab ility  lim its specified in section 5.4.6. A 
plausible reason for th is deficiency is lacking, and sim ulations w ith m ultiple 
grid cells in the  cross direction suggest th a t  mere num erical diffusion is 
unlikely to  be a  cause, since the  drift is no t observed in those cases.

Tests w ith  the  second-order schem e do not exhib it the  instabilities 
observed w ith  th e  first-order upwind scheme. Generally, excellent stability  
of surface elevations and velocity profiles is obtained, except for the 
occurrence of spurious velocities near th e  free surface. T he second-order 
m onotonicity-preserving m om entum  advection scheme yields the poorest 
results of all three schemes, showing large instabilities in b o th  surface 
elevation and  fluid velocity.

6.5 V a lid a tio n  : a c tiv e  w ave a b s o rp tio n

6.5.1 T est se tu p
T he operation  of the piston wavemaker was tested  in th e  previous section for 
sheer wave propagation, i.e. w ithout com pensation for reflected waves. In 
th is  section, the  perform ance of the active wave absorption system  is tested 
by operating  the  piston in pure absorption  mode. T his corresponds to  a 
case w here one would expect m axim um  (100%) reflection from a  structu re  
placed w ith in  the  wave flume.

A piston wavemaker is positioned near the  righ t boundary  of the 
com putational domain, w ith initial position of the  left piston  face a t x  — xo, 
as depicted in Fig. 6.26. T he first tree  te s t cases in section 6.3 are used. 
Case 4 is no t modeled, since the  spatial variability of velocity profiles due 
to  harm onic generation com plicates th e  proper evaluation of the  absorption 
perform ance. T he piston near the righ t boundary  is a  purely generating 
piston, w ithou t active wave absorption. T he inpu t control velocity for the 
generating piston is denoted by u Tef t2-

Near th e  left boundary, a piston working in absorbing m ode generates 
the  wave th a t  absorbs the  incident wave. T he initial position of the  right 
face of the  absorbing piston equals to  x  — x l -  T he piston velocity u*rej  x is 
calculated from the  superposition of the  filtered velocity signals a t  location 
( r r i ,  Z\ ). T h e  param eters defining the  F IR  filters are given in Table 6.11. 
By due selection of the  filter duration, care is taken th a t  th e  discrete filter 
frequencies coincide w ith the ground frequency of the  generated wave tra in  
(i.e. 0.25 and  0.125 Hz). Tests are carried ou t w ith  different piston sample
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frequencies f s . The filter frequency ƒ ,/  is always taken  equal to  f s by 
ad justing  the  num ber of filter coefficients.

T he length of the wave flume between b o th  pistons is taken as 
approxim ate^ ' 5 wavelengths, specified in  Table 6.12. W ith  th e  given flume 
length , the  tim e for the  waves to  reach th e  absorbing piston is approxim ately 
20 s for cases 1 and 2, com pared to 40 s in case 3. Given the  filter duration  
of 40 s, th is  implies th a t  th e  filter is no t yet fully operational when the 
waves reach the piston in cases 1 and  2. However, the  test results show th a t 
th is has no significant effect on the  perform ance of th e  absorbing piston.

O ther num erical param eters defining the  model se tup  are adopted  from 
the  basic te s t setup defined in section 6.3.2. One im portan t exception 
concerns the  specification of the  m axim um  allowable tim e step  size d t m a x . 
In  th e  case of simple wave generation, no restrictions to  d t m a x  were needed. 
W hen using the active wave absorption th is no longer holds, since it is 
necessary to  employ a  m axim um  value of d t m a x  equal to  th e  piston time 
step  size dtp =  f~j l . T his is due to  th e  fact th a t the  execution of the  filter 
convolution is required a t regular tim es steps f~j- , which is no t guaranteed 
w hen dt  exceeds dtp — f~j l . Tests show th a t  the com putation  becomes 
unstable when dt  exceeds dtp , leading to  excessive fluid m otion or even the 
abortion  of the  sim ulation due to  a  continued tim e step  reduction caused 
by th e  piston  motion.

z

SWL
V  x -

d d x , ^  
i

k.;-.t' i  w r . ®

h

XL X3 X1 X2 X0

F ig u re  6 .26 : Set up of the com putational domain for te s t w ith absorbing piston.

T a b le  6.11: Absorbing-piston test: specifications of filter design.

d x  i  [m] z i  [m] [s] f Lc \  H z] Í H C  [Hz]

c a se  1 ,2  30 -1.8 40 0.10 0.75
c a se  3 ,4  65 -1.8 40 0.045 0.375

T he perform ance of the  absorbing piston is verified in 2 ways. The 
first m ethod com putes the  am ount of wave reflection in front of the  piston, 
which should tend to zero w hen th e  left piston is perfectly absorbing the
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T able 6.12: Absorbing piston test: specifications of computational domain.

L[m] x 0 [m] x L [m] x i  [m] x 2 [m] x 3 [m]

case 1,2 21.58 1.6 109.6 79.6 77.44 82.84
case 3,4 50.62 2.0 255.2 190.2 185.14 197.79

incident waves. T he reflection coefficient C R ( f )  is com puted w ith  the  3- 
gauge-m ethod of M ansard and  Funke (1980). W ave gauges locations x.¿ 
(i =  1..3) are indicated in Table 6.12.

In a second m ethod, the  error associated w ith  the  absorption of the 
incident waves is com puted as:

^  =  (619) 
Href, 2

where u*e f X and u ref ,2 are th e  m ean am plitudes of the  control velocities 
of the  left and right piston, respectively. U nder perfect absorption, the 
corrected signal u*ef,i  equals the  in p u t control signal v,ref , 2 , and eai s reduces 
to  zero.

6.5.2 C ase 1
Sim ulations are perform ed w ith  different cell size dx.  p iston  tim e step dtp 
and m axim um  tim e step  d t m a x , sum m arized in  Table 6.13. The results 
in Table 6.13 show th a t satisfactory  absorption  of th e  incident waves (e.g. 
C R ( f ) '  10% or |ea(,s | <  0.05) can be achieved already w ith  the  largest 
cell size d x —0.4 m, in case an  appropria te  piston tim e step  is selected 
(dtp—0.025 s). Very little  difference is observed betw een cell sizes 0.1 and
0.05 m. T he solution shown in Fig. 6.27 for d x —0.05 m  dem onstrates th a t 
waves are perfectly absorbed by the  piston.

As it is noticed in  th e  results in Table 6.13, th e  choice of dtp and 
d t m a x  can have a  considerable im pact on th e  perform ance of the  absorbing 
piston. T he sim ulations of progressive waves in section 6.3.3 already showed 
th a t  reducing dt  relatively far below th e  stab ility  lim it size can lead to  a 
drift in the  velocity profile w hen using the  first-order upwind scheme. The 
restriction D T M A X = d tp ina)’ have a  sim ilar effect. T he incipient value of dtv 
causing the  d rift will depend on the  cell size dx.  In  Table 6.13, it is indicated 
w hether or no t the  reduction of dt  leads to  a  drift in th e  velocity profile. 
Except for the  largest cell size dx  — 0.4 m , th is  explains why reducing dtp 
below a certain  lim it does no t im prove the  absorption perform ance.

In  addition to  the value of dtp, th e  specification of DTMAX can have a 
considerable im pact on the  obtained  wave height, provided th a t  the  value is
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larger th a n  the  critical value which leads to  a  drift in the  velocity profile. In 
the  tests, d t m a x  was reduced to  half the  piston tim e step size dtv, leading 
to  a  significant increase in H m^nc and a  reduction  of reflection for cell sizes 
dx  0.1 and 0.05 m. I t is noticed th a t  a  smaller tim e step  size yields an 
improved accuracy of the  modeled phase, which can explain the  improved 
absorption perform ance in those cases.

T ab le  6.13: Performance of the absorbing piston, for test case 1.

d x  [m] d t p [s] DTMAX 'd t p d t  [s] C R ( f )  [-1 H m , i n c  M eabs ["1 d r i f t ?

0.4 0.10 1 0.09 - 0.10 0.28 0.224 +0.11 y
0.4 0.10 1 /2 0.05 0.09 0.238 + 0.09 n
0.4 0.05 1 0.05 0.11 0.238 + 0.05 il
0.4 0.05 1/2 0.025 0.10 0.239 ,0 .00 n
0.4 0.025 1 0.025 0.08 0.242 + 0.02 n
0.4 0.025 1 2 0.0125 0.08 0.241 +0.01 il

0.2 0.10 1 0.08 - 0.10 0.14 0.249 + 0.06 n
0.2 0.10 1 /2 0.05 0.11 0.250 -0.02 il
0.2 0.05 1 0.05 0.04 0.247 +0.01 n
0.2 0.05 1 /2 0.025 0.12 0.257 -0.05 y
0.2 0.025 1 0.025 0.08 0.250 -  0.01 y
0.2 0.025 1 /2 0.0125 0.13 0.255 -0.02 y
0.1 0.10 1 0.03 - 0.07 0.12 0.231 -0.01 n
0.1 0.10 1 /2 0.025 0.08 0.252 -0.02 n
0.1 0.05 1 0.05 0.05 0.241 -t 0.06 n
0.1 0.05 1 2 0.025 0.03 0.248 + 0.00 n
0.1 0.025 1 0.025 0.08 0.234 -0 .0 6 n
0.1 0.025 1/2 0.0125 0.13 0.249 +0.01 V

0.05 0.10 1 /2 0.020 - 0.05 0.07 0.229 ->0.03 11
0.05 0.05 1 0.025 - 0.05 0.0G 0.229 + 0.03 11
0 .0 5 0 .0 5 1 / 2 0 .0 2 5 0 .0 2 0 .2 4 7 -0 .0 2 n
0.05 0.025 1 0.023 - 0.025 0.13 0.221 +0.10 n
0.05 0.025 1 /2 0.0125 0.07 0.237 +0.02 il
0.05 0.01 1 0.01 0.18 0.217 +0.11 y
0.05 0.01 1 '2 0.005 0.08 0.248 + 0.02 y
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F ig u re  6 .27: Performance of the  absorbing piston: (a) tim e series of surface 
elevation a t x =  Xi\ (b) profile of u(z)  a t x  =  x \ \  and (c) tim e series of 
piston control velocities. Sim ulation case 1 w ith dx =  0.05 m, dtp = 0.05 s 
and D T M A X = d i p . 2 .
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F ig u re  6.28: Performance of the absorbing piston: (a) time series of surface 
elevation a t x  =  ou; (b) profile of u{z) a t x  = x\ \  and (c) time series of piston 
control velocities. Simulation case 2 with dx = 0.10 m, d,tp =  0.025 s and 
D T M A X = d i p .
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6.5.3 C ase  2

Table 6.14 shows the  sim ulation results obtained w ith different values 
of dx, dtp and DTM AX. A s can be expected, the  perform ance of the 
absorption piston deteriorates w ith increasing wave nonlinearity. In  
optim um  conditions, th e  reflection by the  piston can be reduced to 
approxim ately 0.20, which is significantly higher th an  in case 1. A n optim al 
solution is shown in Fig. 6.28. In  the tim e series of surface elevation in 
Fig. 6.28 (a), the  various re-reflections a t  the  generating piston are visible. 
T he stab ility  of surface elevations and velocity profiles in tim e is no t as 
good as in case 1, b u t th e  piston is capable of preventing the  sim ulation 
to become fully instable due to  repeated  (re)refiection. Again, it  is noticed 
th a t  selecting a  proper value for dtp and DTMAX can improve th e  absorbing 
perform ance, as long as th e  occurrence of a drift in fluid velocities is avoided.

T a b le  6 .14 : Performance of the  absorbing piston, for te s t case 2.

d x  [m] d t p [s] DTMAX, dtp d t  [s] C R ( f )  Id M e » *  [-1 d r i f t?

0.2 0.10 1 /2 0.028 - 0.050 0.28 1.043 -0.05 lí
0.2 0.05 1 0.015 - 0.050 0.26 1.038 -0.08 il
0.2 0.05 1 /2 0.025 0.37 1.049 -0.10 y
0.2 0.025 1 0.015-0.025 0.37 1.038 -0.07 y

0,1 0.10 1 /2 0.015 - 0.050 0.30 1.064 -0.11 n
0.1 0.10 1 /4 0.015 - 0.025 0.27 1.061 -0.12. n
0.1 0.05 1 0.008 - 0.050 0.32 1.037 -0.10 n
0.1 0.05 1 2 0.012 - 0.025 0.24 1.033 -0.09 n
0.1 0 .0 2 5 1 0 .0 0 9  - 0 .025 0 .20 1.036 -0 .0 2 n
0.1 0.025 1 ,2 0.010 - 0.0125 0.33 1.090 -0.15 y

0.05 0.10 1 0.008 - 0.036 0.24 1.136 +0.01 n
0.05 0.05 1 0.006 - 0.036 0.24 1.072 -0.12 n
0.05 0.025 1 0.005 - 0.025 0.17 1.065 -0.07 n
0.05 0.025 1/2 0.008 - 0.0125 0.17 1.066 -0.05 il
0.05 0.010 1 0.008 - 0.010 0.17 1.053 -0.08 n
0.05 0.010 1/2 0.004 - 0.005 0.31 1.098 -0.15 y

6.5.4 C ase 3

Table 6.15 shows the  sim ulation results obtained w ith different values of dx,  
dtp and d t m a x . In  optim um  conditions, th e  obtained wave reflection varies 
between 0.15-0.20, which is considerably larger th an  in case 1. A n optim al 
solution is shown in Fig. 6.29. As in case 1 and 2, reducing DTMAX improves 
the  absorbing perform ance in m ost cases, as long as th e  occurrence of a  drift 
in the  velocity profile is avoided.
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T ab le  6.15: Performance of the absorbing piston, for test case 3.

d x  [m] dtp [s] dtmax/dtp dt [s] C R ( f )  l-l HmAnc [m] tabs [-] d r i f t?

0.4 0.10 1 0.10 0.16 0.258 -0.00 n
0.4 0.10 1/2 0.05 0.15 0.261 -0.02 n
0.4 0.05 1 0.05 0.15 0.263 -0.01 n
0.4 0.05 1 2 0.025 0.15 0.263 -0.01 n
0.4 0.025 1 0.025 0.15 0.262 -0.01 a
0.4 0.025 1/2 0.0125 0.14 0.265 -0.02 n

0.2 0.10 1 0.081-0.10 0.16 0.261 -¡•0.00 n
0.2 0.10 1 2 0.05 0.15 0.260 -1-0.01 n
0.2 0.05 1 0.05 0.19 0.234 +0.10 n
0.2 0.05 1/2 0.025 0.18 0.243 +0.07 y
0.1 0.10 1 0.045 - 0.071 0.16 0.253 -0 .0 5 n
0.1 0.10 1/2 0.047 - 0.05 0.17 0.260 +0.02 n
0.1 0.05 1 0.043 - 0.05 0.22 0.224 i 0.13 n
0.1 0.05 1/2 0.025 0.20 0.233 +0.11 n
0.1 0.025 1 0.024 - 0.025 0.27 0.200 +0.21 n
0.1 0.025 1/2 0.0125 0.20 0.240 +0.08 y

0.05 0.10 1 0.023 - 0.051 0.17 0.240 +0.09 lí
0 .05 0 .1 0 1 /4 0 .0 2 2  -  0 .0 2 5 0 .1 9 0.250 + 0 .0 5 n
0.05 0.05 1 0.024 - 0.05 0.22 0.215 +0.19 n
0.05 0.05 1 2 0.025 0.22 0.211 +0.19 n
0.05 0.025 1 0.025 0.33 0.182 +0.26 n
0.05 0.025 1 '2 0.0125 0.31 0.192 +0.23 n

6.5.5 O p tim a l tim e s tep  con tro l

As in th e  case of purely progressive waves, dtp =  f ' j 1 should be selected 
in accordance w ith  the  mesh resolution. An im portan t difference however 
concerns th e  specification of DTMAX, which has to  be lim ited to  dtp. The 
previous te s t  cases lead to  the  following considerations th a t  should be taken 
in to  account when specifying dtp and DTMAX:

1. A m axim um  piston tim e step size dtp in  order to  lim it the  difference 
betw een dtp and dt  se t by the  au tom atic  tim e step  control. This avoids 
the  piston control velocities to  look like a  ‘s te p ’ signal;

2. A m inim um  dtp because of the  occurrence of d rift of the  fluid velocities 
near th e  free surface;

3. T he stab ility  of velocity profiles and absorption perform ance improves 
when th e  ra tio  of dt  to  dt,p decreases. T his can be achieved by reducing 
d t m a x , however no t below the  lim it which would generate the  occurrence 
of a drift in th e  velocity profile.
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F ig u r e  6 .2 9 :  Performance of the absorbing piston: (a) time series of surface 
elevation at x  =  Xi; (b) profile of u (z ) at x  =  x \\ and (c) time series of 
piston control velocities. Simulation case 3 with dx — 0.05 m, dtp = 0.10 s 
and D T M A X = d ip /4.
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6 . 6  C o n clusions

A first-order piston wavemaker w ith  active wave absorption has been 
im plem ented in F L 0 W - 3 d , using the  GM O m odel to represent the  piston 
m otion. T he operation of the  piston has been tested  based on a  selected 
num ber of wave conditions, w ith varying wave nonlincaritv. A basic grid 
convergence study  w ith purely progressive waves shows th a t a  stab le and 
accurate wave generation and propagation can be achieved w ith the first- 
order upwind m om entum  advection ( i o r d e r = 1 ,  a l p h a = 1 ) .  T he accuracy 
of the  solution may vary significantly w ith changing tim e step  control and 
specification of the  piston tim e step  d tP. Guidelines to  select these numerical 
param eters are included in section 6.3.

A dditional tests  w ith long-dura.tion test series were perform ed to  verify 
th e  stab ility  of the  generated wave tra in  in tim e. T he first-order upwind 
scheme proves to  be stable, provided the tim e step  size is no t reduced 
below the lower stab ility  lim it set by the au tom atic  tim e step  control 
( a u t o t = 1  2 ) .  T his m ight be an issue when modeling w ave-structure 
in teraction , where a  reduction  of dt cannot be avoided. A satisfactory 
explanation for th is erroneous behavior is lacking to date. Results obtained 
w ith  an increased num ber of grid cells in the  cross-direction do not show the 
deviations associated w ith  the  tim e step  reduction. T his is an indication 
th a t  the  cause needs to  be sought in the  numerical im plem entation. Tests 
w ith the  second-order scheme do no t exhibit the  instabilities observed with 
the  first-order upwind scheme.

Finally, the im plem entation of a  linear active wave absorption system  
has been validated by m eans of a  piston wavemaker in pure absorption 
m ode, for short and long waves w ith  varying wave height. Results show 
excellent absorption capacity  for low-am plitude waves and  lower, bu t 
still acceptable, perform ance w ith larger wave heights. N otw ithstanding 
th e  active absorption being bound by the lim itations of the linear wave 
absorption system , it seems th a t  its  perform ance is as least as high as in a 
physical wave flume.





7 Validation w ith GW K tests

7.1 In tro d u c tio n

In C hapter 4, large-scale GW K experim ents were used to study  the  wave 
interaction w ith a  typical breakw ater section on an experim ental basis. 
Naturally, th e  sam e experim ents provide an excellent da tase t to  validate 
numerical sim ulations of wave-induced porous flow, since th ey  contain a 
large am ount of high-precision wave and pressure m easurem ents, a  detailed 
calibration of the  porous m edia properties and a  broad variation  in wave 
conditions.

In the  following study, the wave in teraction  w ith the  G W K breakw ater 
model is sim ulated  numerically. A fter verifying th e  convergence of the 
numerical solution, different aspects of the  w ave-structure in teraction are 
investigated and  validated, w ith  the  focus on wave-induced porous flow. 
Hereto, a  lim ited set of wave conditions is selected, in such way th a t 
practically the  whole range of experim ental wave conditions is covered.

7.2 O b jec tiv e s

T he experim ental research perform ed by M uttray  (2000) in the  GW K flume 
focuses on a  m ultitude  of hydraulic processes tak ing  place in different 
sections of th e  breakw ater model, sum m arized in Table 7.1. N ot all the 
hydraulic processes listed in Table 7.1 will be analj'zcd in detail in the 
present validation study. A few key processes are selected, which allow to 
validate the  in teraction of th e  waves w ith the  perm eable struc tu re . The 
objectives of the  validation study  are sum m arized below:

• verification of th e  incident wave field in the num erical wave flume, paying 
special a tten tio n  to the  reflection generated by th e  breakw ater and the 
form ation of a  partia lly -standing  wave field in front of the breakw ater;

•  verification of the  wave transm ission and evolution of M W L across the 
breakw ater section;

1 5 3
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o verification of the  spatia l d istribu tion  of pore pressure height P {x, z ) 
across the  breakw ater section.

T a b le  7 .1 : Sections of the  breakw ater model w ith respective hydraulic processes 
(after M uttray , 2000).

b r e a k w a te r  s e c t io n  h y d ra u l ic  p ro c e s s e s

foreshore

on the seaward slope

under the seaward 
slope of the breakwater

breakwater core

harbour

local wave height in the near field (affected by wave 
reflection and shoaling)

wave motion on the slope (wave run-up, water 
surface elevations and pressure distribution)

interaction between external and internal flow: 
o wave run-up on different breakwater layers
•  water surface gradients and internal wave braking 
e pressure distribution and gradients
•  air entrainment

wave propagation inside the core (wave decay and 
pressure distribution)

wave transmission and to tal wave energy dissipation

7.3 N u m e ric a l m o d e l s e tu p

7.3.1 T est wave cond itions

T he full range of G W K test wave conditions is included in C h ap te r 3. The 
tests  include b o th  regular and  irregular waves, lim ited to nonbreaking and 
non-overtopping conditions. In  the  underlying validation study, only regular 
waves are generated. A wave-by-wave reproduction of irregular wave tests  is 
no t possible, since tim e series of G W K piston m otions are no t available. As 
a  result, the  stochastic  n a tu re  in w ave-structure in teraction  associated w ith 
random  waves cannot be included in th is validation study. N onetheless, the 
experim ental results w ith  regular waves still enable a  detailed validation of 
the  perform ance of th e  num erical model.

A lim ited num ber of te s t conditions is selected, in such way th a t  the 
to ta l range of wave conditions is covered. I t  concerns a  com bination of two 
different wave heights w ith  two different periods, representing relatively 
short and  long waves. D etails on the wave conditions are included in 
Table 7.2.
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T able 7.2: T e s t  w a v e  c o n d i t i o n s .

case te s t  ID  G W K h [m]1 T  [s] H 0 [m]2 L  [m]1>3fcfo [-]1’

1 310594-01 2.505 4.0 0.25 17.74 0.89
2 020694-03 2.495 4.0 1.00 17.71 0.89
3 010694-02 2.480 8.0 0.25 38.43 0.41
4 200694-02 2.520 8.0 1.00 38.72 0.41

1 a t  t o e  o f  b r e a k w a t e r

2  a t  w a v e  p i s t o n

3  o b t a i n e d  w i t h  l i n e a r  w a v e  t h e o r y

7.3.2 W ave flum e se tu p  an d  b reak w a te r m ateria ls

The geom etry of the num erical wave flume is an  exact reproduction of its 
physical coun terpart (see Fig. 3.1), including a  horizontal bed in front of 
the  wavemaker, a  1:50 foreshore continuing in a  2 m thick sand layer, 
on which th e  breakw ater model is placed. A t the  back of the  flume, 
an im perm eable 1:6 slope represents th e  asphalt dike. The breakw ater 
com ponents are represented as (porous) obstacles, im ported  in th e  code 
by m eans of STL geom etry files which are created  from the  original plans 
of G W K  tests. Porous m edia properties of th e  different m aterials of 
the breakw ater m odel are specified in Table 3.1. According to M uttray  
(2000), th e  hydraulic properties of th e  core m ateria l were analyzed in Delft 
Hydraulics by van G ent (1993). T he properties of the  filter m aterial were 
derived from  laboratory  te s ts  in the  Leichtweiss In s titu te  by Levsen (1998). 
No experim ental d a ta  are available for the  A ccropode arm our. Therefore, 
M u ttray  assum ed the values of ctF and ß p  obtained from a  sta tionary  flow 
test on th e  filter m aterial to  be equally valid. R anges of R e  num ber for 
G W K  tests , included in Table 3.1, indicate th a t th a t the  porous m edia flow 
in th e  breakw ater core can be classified as fully tu rb u len t, in all cases.

T he sandy  foreshore is modeled as a  (rigid) porous obstacle w ith  its 
respective resistance properties, although the  sim ulations show th a t the 
effect on th e  wave propagation is seemingly inappreciable, due to  the  very 
low perm eability  of the  sand.

Because of the  form ulation of the viscous stresses, which include 
fractional areas, all in ternal obstacles and mesh boundaries are represented 
as free-slip boundaries. Since it  is impossible to  apply a  no-slip boundary  at 
porous m edia boundaries, th e  effect of the surface roughness of the  arm our 
elem ents cannot be directly. Instead, the  effect of a  specific roughness length 
is accounted for by the  viscous drag term  in the  porous m edia flow model.

G rids were generated w ith  uniform  square m esh cells, in all cases. An 
adap ted  m esh refinem ent (by using adjacent or nested  mesh blocks) could
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lower the  com putational cost. Such a  technique is however no t undertaken in 
th is  study, since th e  use of mesh blocks will inevitably lead to  in terpolation 
errors. Using a  single mesh block w ith  uniform  grid cell thus yields the 
highest possible accuracy. In the  grid-convergence study, cell sizes dx  
betw een 0.40 and 0.05 m were used.

7.3.3 W ave p is to n  con tro l

T he wave piston  is modeled as ‘d ry  back’, w ith  an  initial position 
corresponding w ith  the  position in the  G W K flume. T he com putational 
dom ain was extended w ith an additional space of 2.8 m a t the  back of the 
p iston  to allow its motion.

An optim al setup of the  active absorp tion  system  has been defined in 
section 6.5. Table 6.11 contains the  param eters which define the  filter 
design, for b o th  wave lengths used in the  following tests. T he piston 
wavemaker im plem ented in f l o w - 3 d  does no t possess a  upper flap. In 
addition, th e  active wave absorption control system  is no t exactly th e  same 
as applied in the  G W K wave flume. T h is can possible produce differences 
betw een the  physical and  numerical wave generation and will be verified in 
th e  following tests.

7.3.4 In s tru m e n ta tio n

N aturally, th e  positions of numerical wave gauges correspond exactly w ith 
their physical counterparts. Two sets of wave gauges are available for the 
analysis of th e  incident wave field: wave gauges FF1-4 in front of the 
foreshore slope (far-field) and  gauges NF1-5 in front of the  breakw ater toe 
(near-field). Transm ission gauges (TM 1-9) are positioned in front of, inside 
and behind the  breakw ater model. 34 pressure gauges correspond w ith the 
pressure gauges in the physical model. More details on th e  position of 
the  in strum en ta tion  equipm ent are provided in C hap ter 3 and A ppendix A. 
Pressures and  surface elevations arc recorded a t 40 Hz, unless the  numerical 
tim e step  forces a  lower sam pling rate. All tim e series, bo th  experim ental 
and  the  num erical, were trea ted  w ith a  low pass frequency filter to  remove 
possible noise in th e  signal.

7.3.5 C o m p u ta tio n a l de ta ils

A com plete list of com putational details is given in Table 7.3. Default 
values were used for param eters no t m entioned in th is list. T he  most 
im portan t settings include the  options for the  m om entum  advection scheme 
and  turbulence.
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Sim ulations w ith the  first-order upwind scheme in C hap ter 6 yielded 
optim al accuracy and stability  in surface elevations and velocity profiles. 
Hence, th e  sam e advection scheme will be used again. Sim ulations are 
by default perform ed in 2D, i.e. w ith  the  num ber of cells in transversal 
direction n y  equal to 1. Tests in 6.4 showed th a t  the  first-order m om entum  
advection scheme can exceptionally produce unstable results (a drift in 
velocity profiles) when dt is reduced significantly. Moreover, the  velocity 
drift was found to  be connected w ith  a  large wave height (cases 2 and 4). 
To avoid instabilities in those cases, sim ulations w ith  the first-order upwind 
scheme are preform ed w ith  n y —2.

I t can be expected th a t  the  sim ulation of the  wave propagation, including 
th e  transform ation  over the  foreshore, will no t include turbulence due to 
wave breaking. T his is confirmed by M uttray  (2000), who reported  th a t 
instabilities and a  light form of wave breaking only occurred for the steepest 
irregular waves crests. However, the  surging waves running up and  down 
the  arm our slope will certainly generate air entrainm ent and  turbulent 
d issipation, as can be observed in Fig. A .4 in A ppendix A. P relim inary tests 
w ith  bo th  tw o-param eter turbulence models included in the  code showed 
an excessive, unphysical tu rbu len t dissipation due to  uncontrolled growth 
of th e  m axim um  tu rbu len t dissipation length scale. Since it is difficult to 
ob tain  a  physical basis for the  m axim um  tu rbu len t dissipation length when 
no pronounced wave breaking is present, turbulence will be discarded in 
th is  study. Since no pronounced wave breaking is expected, and due to the 
previous simplification, the  fluid is modeled as a  single phase flow. The 
consequences of the  previous assum ptions on the  experim ental validation 
will be  fu rther discussed when com paring experim ental and numerical 
resu lts in section 7.6. Density and viscosity of the fluid are taken  as p=1000 
k g /m 3 and /¿=1.10~3 N s / m 2, respectively.

T h e  num erical tim e step  dt is controlled autom atically, based on stability 
lim its. A maximum value d t — / y 1 is applied, due to  the  fact th a t 
th e  calculation of the filter convolution in the  active absorption m ethod 
is required a t regular tim es steps ƒ  y 1, which is no t fulfilled when dt 
exceeds th is  value. Since d t is reduced, the pressure convergence criterion 
is tightened to 0.001, unless the  au tom atic  criterion would yield a  smaller 
value for EPSI (see 5.4.4).

P iston  sam ple frequencies f s are chosen (iteratively) in accordance with 
th e  num erical tim e step resulting from the  sim ulation. Values of 10, 20, 40, 
100 and  200 Hz are used, depending on the m esh resolution.

T h e  heaviest com putation, w ith  a  mesh of 1,650,000 elem ents, sim ulation 
d u ra tio n  of 900 s and d t  ss 0.01 s, takes about 184 hours on a  12 core 
In te l^ X e o n ^  X5660 2.8 GHz w orkstation, running hydr3d  v l0.0.3.5.



158 C h a p t e r  7

T ab le  7.3: flow -3 d solver param eter settings.

O ption Setting P aram eter
fluid incompressible ICM PRS=0
viscosity Newtonian fluid IFVISC =1
turbulence lam inar calculation IF  VIS= 0
pressure solver GMRES IGM RES=1

convergence E P S I= 0 .001
m om entum  advection explicit IM PADV=0

first-order, upwind IO R D E R = l, ALPHA= 1
viscous stress explicit IM PADV=0
VO F  advection split Lagrangian m ethod i f y o f = 6

F-packing default C FPK = 1
tim e step  control autom atic (stability) a u t o t = 2

m axim um  dt f r 1 D T M A X

7.4 In c id e n t w ave field  a t  b re a k w a te r  to e

7.4.1 M ethodo logy  of analysis
T h e  w ater d ep th  between far-field and  near-field gradually  decreases. This 
has an im pact on th e  kinem atics of the  progressing waves, m anifesting in (i) 
a  reduction in wave length and  phase velocity, (ii) a  decreasing difference 
betw een th e  wave group velocity (i.e. th e  velocity a t  which th e  wave energy 
is conveyed) and the  wave celerity, (iii) a  change in  the  vertical d istribution 
of pressure and fluid velocities, and  (iv) an  increase in wave steepness. 
A dditionally, a  certain  p a rt of th e  wave energy is dissipated  th rough  bottom  
friction.

After undergoing a  transfo rm ation  on th e  foreshore, th e  waves are 
partia lly  reflected on the  breakw ater slope. T he superposition  of the 
incident and  reflected waves creates a  partia lly  standing  wave field in the 
near-field of th e  breakw ater, which gradually  progresses in tim e tow ard the  
far-field. N onlinear processes in the  wave transfo rm ation  over the  foreshore 
and  wave reflection on the  breakw ater slope lead to  the  generation of 
secondary waves. These waves are superposed on th e  incident and reflected 
prim ary waves and  create fluctuations in wave field, b o th  in tim e and space. 
T hey  are th e  m ain source of uncerta in ty  in the  determ ination  of th e  local 
incident wave field (M uttray , 2000).

In  order to  describe the  hydraulic processes taking place inside and 
outside the  breakw ater, an  accurate  de term ination  of the  incident wave 
height in th e  near-field is indispensable. In  his research, M uttray  (2000) 
perform ed a  reflection analysis in near-field and  far-field, and estim ated 
th e  uncerta in ty  in  the  determ ination  of th e  incident wave height H m¿.nc 
and  reflection coefficient C R . To th is  purpose, different tim e windows are
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defined in the  to ta l dura tion  of th e  wave te s t (approxim ately 100 waves), 
each associated w ith a  specific hydraulic process. The tim e windows are 
presented in Table 7.4.

T a b le  7.4: T im e windows and associated hydraulic processes.

T im e  w indow P o s itio n  in  t im e  se ries C h a ra c te r is t ic  h y d ra u lic  p ro c ess

TW1 first waves a t foreshore toe no influence of reflection
TW 2 waves 1-10 a t  breakwater minimal set-up in breakwater
TW3 first reflected waves at limited influence of reflected secondary

foreshore toe waves
TW 4 waves 80-90 at breakwater constant set-up in breakwater

Com paring the  obtained wave height resulting from a reflection analysis 
in the  far-field w ith th e  wave height obtained from a  simple wave height 
analysis in TW 1 (when no reflection is present) allows to  estim ate the 
error in the  determ ination  of wave height. M uttray  reports an overall 
standard  deviation of 4.4% for a  reflection analysis in TW 3, increasing to 
6.8% in TW 4. T he larger error in T W 4 can be explained by th e  increased 
presence of secondary waves, traveling back tow ard the  far-field. A near
field reflection analysis inevitably includes the  presence of secondary waves, 
hence a  minim um  average error of 6.8% should be taken  into account.

Alternatively, the incident wave height in the  near field can be com puted 
by transform ing the  far-field wave height of purely progressing waves, 
obtained in TW 1. Assum ing th a t  no reflection is generated by the  mild slope 
(1:50) of the foreshore, the  to ta l wave transform ation is then  composed of 
shoaling and  friction losses. Using a  nonlinear shoaling theory (Shuto, 1974) 
and  a  theoretical approach for th e  friction losses (Iwagaki and Tsuchiya, 
1966), a relative stan d ard  deviation between m easured and  calculated values 
of 3.9 % was obtained by M u ttray  (2000). This suggests th a t  the  accuracy of 
the  reflection analysis in th e  near-field and far-field is com parable, altough 
it  is assum ed th a t the highest accuracy is obtained in th e  far-field analysis, 
when the d isturbing effect of secondary waves is reduced by selecting a 
proper tim e window (TW 3) .

H ereafter, a  near-field reflection analysis is perform ed, separating the 
incident and reflected waves w ith  th e  3-gauge-method of M ansard and Funke 
(1980). T he sam e cut-off frequencies reported by M uttray  (2000) are used: 
(2.IT ) -1 <  ƒ  <  3 .I T - 1 . M ultiple com binations of wave gauges fulfilling 
the  geom etric conditions are considered in th e  reflection analysis, and the 
resulting wave param eters are averaged over these com binations. The 
param eters included in  th e  following discussion are the  reflection coefficient 
C R ( f )  obtained in frequency dom ain and the  tim e-dom ain m ean incident 
wave height H m -inc-

In the stud}' of the  incident wave field, a tten tion  is paid  to  (i) the
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tim e-stability  of surface elevations, resulting from a  stab le operation of the 
active absorption system , (ii) convergence in the  num erical solution and  (iii) 
validation of the  incident wave field w ith experim ental results.

7.4.2 C ase 1
Tim e series of experim ental and  num erical levels of wave crests r¡c and 
troughs r¡t in th e  near-field are shown in Fig. 7.1. Num erical and 
experim ental tim e series are synchronized a t i= 0 , tak ing  the  first wave crest 
of the  wave tra in  in the  considered gauge.

Tests w ith pure wave propagation  in w ater d ep th  h = 4.5 m (section 6.3) 
showed a  sufficient accuracy w ith  cell size dx= 0A  m. The case w ith waves 
propagating  over the foreshore and in teracting  w ith  the  breakw ater clearly 
requires a  higher mesh resolution, as can be noticed from th e  difference 
between sim ulations w ith  d,x=0.4 and 0.05 m in Fig. 7.1. Envelopes of 
surface elevation obtained w ith d x= 0 A  m  show a  relatively large deviation 
from the experim ental ones. Increasing the  mesh resolution to  <±r=0.05 m 
clearly results in a b e tte r  agreem ent between num erical and  physical 
envelopes.

In  th is case of relatively short and  sm all-am plitude waves, the  reflection 
is lim ited and quickly stabilizes after a  few incident waves. T he long-term 
evolution of the  num erical envelopes is sim ilar to  the  experim ental ones, 
showing th a t the active absorption is capable of m aintaining the  stability 
of the  incident wave field in th e  num erical model.

Fig. 7.2 shows a  close-up on surface elevations near the end of the  wave 
tra in , after abou t 80 wave cycles. In  th is figure, wave crests have been 
synchronized in order to  enhance th e  com parison between experim ental 
and numerical results. A clear increase in surface elevation of wave crests 
is observed w ith increasing mesh resolution, due to  num erical dissipation 
generated by the  first-order upwind scheme. Tests show very little  variation 
in surface elevations for cell sizes lower th an  0.1 m. Spatial variations 
in surface elevations due to  wave reflection are well reproduced by the 
num erical model, as shown by the  com parison betw een wave gauges NF2 
and NF3 in Fig. 7.2.

Fig. 7.3 shows the  variation of the  incident wave height and  reflection 
coefficient w ith  cell size dx, obtained  w ith a  near-field reflection analysis. 
Slight variations in H rn¿nc are noticed between tim e windows TW 2 and 
TW 4. Values of H m,inc increase w ith increasing mesh resolution, and do not 
level off yet a t th e  highest m esh resolution (da;=0.05 m). In  th a t  case, the 
theoretical value of the  ta rge t wave height H q=\0.25 m  is reached. Further 
increasing the  mesh resolution is no t likely to  yield a  significant increase in 
wave height and is no t tested . N um erical values of H mtinc obtained with 
the  highest mesh resolution exceed th e  experim ental values. T he absence of
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F ig u r e  7 .1 :  Near-field tim e series of wave crests ric and troughs r¡t , case 1. 
Comparison between experim ental m easurem ents (black solid) and numerical 
simulations: dæ=0.40 m, / s=10 Hz (blue dashed) and dx=0.05 m, / s=40 Hz 
(red dotted).

wall and bo ttom  friction in the  num erical model, or a  mechanical transfer 
loss associated w ith  th e  physical wave generation are m entioned as possible 
factors for th is  difference. I t  is noticed th a t different values of piston tim e 
step  size d tp resu lt in (very) sm all different values of H m¿nc. Generally, 
Hm,inc increases w ith  increasing f s .

T he reflection coefficient C R ( f )  is defined as the  ra tio  of the  0th- 
order m om ent of the variance of reflected and incident spectral densities. 
Fig. 7.3(c,d) show very lim ited differences between the  analysis in tim e 
windows T W 2 and  T W 4, respectively. Values of C R ( f ) increase w ith w ith 
increasing m esh resolution, in close agreem ent w ith the  experim ental value.

T he influence of th e  piston tim e step size d tp — / 5_1 and realized time 
step  size d t on th e  num erical phase velocity is further explored hereafter. To 
th is  purpose, th e  phase difference between the  experim ental and  numerical 
wave crests is defined as:

A  ifc — ¥>C, G W K  — ¥c,num  (7.1)

w here ipc is the  phase a t a  wave crest. Subscripts 'G W K '' and ‘n u ra ’ refer 
to  the  experim ental and num erical results, respectively.
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F ig u re  7 .2 : Detailed comparison of r\ in near-field near the end of the  wave train, 
case 1. GW K m easurem ents (solid) and numerical sim ulations (dashed) obtained 
w ith dæ=0.40 m (a) & (b) and dx=0.05 m (c) & (d).

Fig. 7.4 shows the  tim e evolution of phase difference in a location in the 
far-field (FF2) and  near-field (NF1). In th is  graph, t = 0 corresponds w ith the 
first wave crest in the  experim ental far-field gauge (FF2). R esults are shown 
for two different values of / s , w ith  a  mesh resolution of d x —0.05 m. A phase 
lag is observed for the  num erical model. A</?c steadily  decreases a t  a  ra te  of 
0.15-0.25 % per wave cycle. Increasing the  piston sam ple frequency causes 
smaller values of num erical tim e step dt, resulting in a  slight reduction of 
phase lag.
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Figure T.3: Variation of incident wave height H m¡inc and reflection coefficient 
C R ( f )  with cell size dx, resulting from a near-field reflection analysis in TW2 and 
TW4, case 1. Black solid lines indicate target GWK values.

7.4.3 C ase 2
Fig. 7.5 shows the  tim e series of experim ental and num erical wave crests 
and  troughs in 4 wave gauges in the  near-field. N um erical values of r¡c 
and  r/t are found to  be stable in tim e and sim ilar to  the  experim ental 
m easurem ents, proving the  perform ance of th e  active wave absorption. The 
partia lly  stand ing  wave field, created by wave reflection on the  breakw ater 
slope, is characterized by spatial variations in wave am plitude {rjc-rjt), which 
are well preserved in the  numerical sim ulation.

C om pared to  case 1 however, the  tim e evolution of wave crests and 
troughs is clearly m arked by low-frequency variations, b o th  in the  exper
im ental and  num erical tim e series. As suggested by M u ttray  (2000), this 
could be a ttr ib u te d  to  a  resonant behavior of the  to ta l w ater mass in the 
wave flume, w ith  eigenfrequencies according to  :

Í n = N ^ R  , TV =  1 ,2 ,3 ,... (7.2)
¿íSWL

w here hm  is th e  averaged w ater dep th  in the  wave flume, considering the
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F ig u re  7.4: Evolution of phase difference A .pc between experim ental and
numerical wave crests, measured in (a) far-field and (b) near-field, case 1. 
Numerical sim ulation with dx=0.05 m.

bed profile, and  Is w l  the  length of th e  w ater line along the  SW L. W ith  a 
distance Is w l  of 248 rn betw een the  p iston  and the  breakw ater, a  water 
dep th  h = 4.5 m and m ean w ater dep th  h m=  4.10 m , eq. (7.2) yields an 
eigenpcriod of 78 s (M uttray, 2000), in close agreem ent w ith a  re tu rn  period 
of approxim ately 20T, clearly observed in Fig. 7.5(d).

Low-frequency oscillations are hard  to  absorb by the  active absorption 
control. As long waves travel back and  fo rth  in the  wave flume, they 
develop as a  standing wave p a tte rn  and cause spatia l m odulations in wave 
height. T h is  sta tem ent is supported  by the  differences observed in r]c 
and r]t betw een different locations in Fig. 7.5. In the  far-field (Fig. 7.6) 
low-frequency variations are even m ore pronounced, probably due to  the 
dim inished influence of secondary nonlinear interactions.

As observed in Figs. 7.5 and  7.6, low-frequency variations exist in both 
num erical and  physical tests, b u t show differences in am plitude and phase. 
A detailed  com parison of r¡ is given in Fig. 7.7, a t  an in stan t were numerical 
and experim ental long waves are in phase. Clearly, the  num erical m odel is 
shown to  correctly represent the  instan taneous 77 variation. In addition, the 
spatia l variation  in r¡ between NF2 and NF3 shows th a t  wave reflection is 
v/ell represented by the  numerical model.

R esults of the  near-field reflection analysis are shown in Fig. 7.8. The 
ta rg e t incident wave height is well m atched by the  sim ulation w ith  the 
largest m esh resolution, for the  analysis in bo th  tim e windows. Slightly 
lower values of H m¿nc are observed in T W 4 com pared to  TW 2, in both 
the  experim ent and num erical sim ulations. Values of reflection coefficients 
C R ( f )  shown in Fig. 7.8 (c,d) converge tow ard the  experim ental value in 
TW 4.

T he phase lag Aipc in the  far-field in Fig. 7.9(a) is approxim ately 
constan t for the  first 50 waves, followed by a  steady  decrease, sim ilar to

s.-i
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F ig u re  7.5: Near-field time series of wave crests r¡c and troughs r/t , case 2. 
Comparison between experimental measurements (black solid) and numerical 
simulations: da;=0.20 m, / s=40 Hz (blue dashed) and dz=0.05 m, f s= 100 Hz 
(red dotted).

case 1. In  the  near-field (Fig. 7.9(b)) a  sim ilar evolution is observed, bu t 
also clearly larger low-frequency oscillations in A<pc. T he periodicity of the 
low-frequency variations resembles th e  one of surface elevations in Fig. 7.6. 
T he cause for the  long-term  phase fluctuations is however unclear. The 
difference between near-field and far-field however suggest th a t  nonlinear 
effects m ight play a  role in th is  m atter. T he influence of the  resulting 
num erical tim e step size on the  phase difference, induced by f S) is limited.

7.4 .4  C ase 3

Fig. 7.10 shows a  com parison betw een experim ental and num erical tim e 
series of wave crest and wave trough  in the near-field. Levels of rjc clearly 
exceed experim ental values, in all locations. In  general, levels of r¡t are in 
closer correspondence w ith th e  experim ental m easurem ents. T he plausible 
factors explaining for the  observed discrepancies in r¡c levels in Fig. 7.10 
include:

•  a  ‘m echanical’ transfer effect related  to  the  operation  of th e  wave paddle
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F ig u re  7.6: Far-field tim e series of wave crests r¡c and troughs r¡t , case 2.
Comparison between experim ental m easurem ents (black solid) and numerical 
sim ulation dx= 0.05 m, / s=100 Hz (red dotted).

in the  GW K flume;

o bo ttom  and wall friction in th e  G W K flume, which is no t included in 
the  numerical model. The am ount of friction however is assum ed to be 
negligible, in agreem ent w ith  the  findings of M uttray  (2000);

® differences in wave transform ation  (shoaling) over the  foreshore;

© harm onic generation due to  application  of linear wave generation in 
nonlinear conditions. In  th e  far-field, th e  effect is neglible (section 6.3), 
b u t can become significant in shallow w ater. The spatia l variations due to 
harm onic generation affect th e  perform ance of the active absorption. It is 
difficult however, if not im possible, to  determ ine the  am ount of harmonic 
generation in a  partially  stand ing  wave field w ith a  considerable spatial 
am plitude m odulation;

© a  difference in wave reflection due to  deviations in the  modeled s tructu ra l 
response (run-up, inflow/outflow through  the  breakw ater slope).
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F ig u re  7.7: Detailed comparison of r¡ in near-field, case 2. Comparison
between experim ental m easurem ents (solid) and numerical sim ulation (dashed): 
d x= 0.05 m, f s= 100 Hz.

D eviation  in far-field

Possible effects re la ted  to  the  operation  of the  G W K wave paddle are verified 
by com paring progressive waves in the  far-field (FF1-4). W hen considering 
a tim e window (TW 1) in th e  s ta r t  of the  wave tra in , the  influence of 
wave reflection is excluded. Moreover, the possible influence of harm onic 
generation is deemed inappreciable in the  far-field, due to  lim ited wave 
nonlinearity (Ho=0.25  m).

In Fig. 7.11, experim ental crest and trough  elevations are clearly below 
theoretical values. Num erical r¡c and r)t levels are in b e tte r agreem ent w ith 
th e  theoretical value. T he wave am plitude (r¡c - r¡t ) is very sim ilar. The 
discrepancy w ith  the  theory  is likely caused by the  operation  of the  GW K 
paddle itself. T he em pirical correction in the  piston control (section 7.3.3) 
or o ther ‘m echanical’ effects, due to  the  specific construction of the  piston 
paddle or drive, are m entioned as possible influences affecting the  generated 
wave tra in . I t  is moreover likely th a t  the  mechanical behavior changes with 
relative w ater depth , since the  observed deviation in Fig. 7.11 is absent in 
case 1 and 2.

A djusting Ho

T he difference between experim ental and num erical levels of r¡c and r]t, 
com plicate a further detailed validation of the  porous flow field w ithin the 
structure . Regardless of the  exact nature for the  observed deviation, a 
practical ‘ad hoc’ solution is found in adjusting the piston control wave 
height H o , which is used to  com pute the piston control velocities. By 
iteratively modifying Ho, th e  experim ental r)c and r/t levels are m atched 
as far as possible. T h is  is justified, since in th e  further description of the 
porous flow field, relevant length scale param eters will be referenced with
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F ig u re  7.8: Variation of incident wave height Hm¿nc and reflection coefficient 
C R ( f  ) with cell size dx,  resulting from a. near-field reflection analysis in TW2 and 
TW4, case 2. Black solid lines indicate target GWK values.

th e  obtained incident wave height.
Fig. 7.12 shows th e  com parison w ith the  experim ents of num erical tim e 

series of r¡c and rjt obtained w ith  a  value for H q of 0.20 and 0.25 m. The 
agreem ent between num erical and  experim ental wave crests clearly improves 
for # 0 = 0 .2 0  m, in all shown positions in th e  near-field. Due to  the  smaller 
value of H q, levels of r¡t slightly increase.

Fig. 7.13 shows a  close-up of th e  surface elevations a t the  end of the 
wave tra in . Relatively large spatia l wave am plitude variations are observed 
between adjacent wave gauges, due to  the  increased wave reflection resulting 
from a  sm aller wave steepness. T he wave profile in NF3 and N F4 is 
characterized by significant secondarj' wave crests. In  general, th e  reflection 
p a tte rn  seems to  be well conserved in the  num erical model.

Fig. 7.14 shows th e  results of a  near-field reflection analysis in TW 2 
and TW 4. L ittle variation is observed between different m esh resolutions, 
showing th a t  convergence has been achieved. Num erical values of # m,mc 
are clearly sm aller th an  experim ental values (<0.04 m ), larger th an  w hat 
may be expected from th e  correspondence in Fig. 7.13. A  much b e tte r 
agreem ent is observed for th e  reflection coefficient in Fig. 7.14(c,d).
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between experimental and 
and (b) near-field, case 2.

The resu lts of the reflection analysis are further explored, since it is 
im portan t to  ob tain  an  accurate value of H m,inc for further use. Fig. 7.15 
therefore shows th e  am plitude a and phase ip com ponents of the  obtained 
incident wave spectrum , after separation w ith the  3-gauge m ethod (in this 
case: NF1-3-5). Only the  first two harm onics show a significant level of 
energy and generally com pare well (Fig. 7.15(a)). In  addition, the  phase 
spectrum  (Fig. 7.15(b)) com pares relatively well, w hat is confirmed by the 
correspondence in wave am plitude variations betw een different locations in 
Fig. 7.13. I t  can be concluded th a t  the  results of the  reflection analysis are 
reliable, in spite of the  large difference in iim.inc in Fig- 7.14.

An alternative  approach to  obtain  H m¿nc consists of com puting the 
incident wave height as the  transform ation of the  wave height of purely 
progressive far-field waves, see section 7.4.1. Using the  nonlinear shoaling 
m ethod of Shuto (1974) and G oda (2000), values of H m ¿nc for different mesh 
resolutions are com pared w ith the  experim ental values, shown in Fig. 7.16.

Table 7.5 contains a  com parison between incident wave param eters 
obtained w ith  b o th  m ethods. T he ra tio  between experim ental and numerical 
wave height in frequency and tim e dom ain is consistent, showing th a t  the 
m ean incident wave height H m¿nc resulting from the  reflection analysis is 
a  reliable m easure for further use. T he ratio  between transform ed wave 
height H ^ ° ^ c is slightly larger. In the further analysis, the  value of H rn¡%nc 
obtained from th e  reflection analysis in T W 4 will be employed.

The evolution of the  phase lag A <pc w ith  tim e (Fig. 7.17) shows a  
consistent negatively increasing tren d , similar in far-field and near-field. 
T he growth ra te  of th e  phase error is com parable to  the  previous cases.

04
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F ig u re  7.12: Near-field time series of wave crests r¡c and troughs rjt, case
3. Comparison between experimental measurements (black solid) and numerical 
simulations: Ho=0.25 m (blue dashed) and Ho=0.20 m (red dotted). Both runs 
are with d:r=0.05 m, / s=100 Hz.

T ab le  7.5: Ratio of incident wave energy between experimental and numerical 
model, case 3.
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m , i n c  L J
GW K
num  (dx—0.05 m)
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0.203

G W K /num 1.19 1.18 1.22

1 frequency domain analysis, TW4
2 time domain analysis, TW4
3 transformed H m ,inc obtained in far-field, TW1
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F ig u re  7 .13 : Detailed comparison of rj in near-field, case 3. Com parison between 
experim ental m easurem ents (black solid) and numerical simulations: Ho=0.25 m 
(blue dashed) and H q=Q.2Q m  (red dotted). B oth runs are w ith cte=0.05 m, 
/ s=100 Hz.
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F ig u re  7.14: Variation of incident wave height Hm,inc and reflection coefficient 
C R ( f )  with cell size dx,  resulting from a  reflection analysis in TW2 and TW4, 
case 3. Black solid lines indicate target GWK values.

0.20
GWK

0.15

■i. 0.10ro
0.05

0.375 0.5000.125 0.250

I  [H z] f  [Hz]

(a) (b)

GWK
num
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7.4.5 C ase 4
Similar as w ith  case 3, a  close-up on th e  progressive far-field waves in 
Fig. 7.18 points to  the  existence of a  ‘m echanical transfer’ effect which is 
caused by th e  operation  of th e  physical wavemaker. E xperim ental values 
of crests and troughs are clearly below theoretical values. T he to ta l wave 
am plitude (r/c - r¡t ) seems to  be in close agreem ent w ith the theoretical value 
of 1 m. In  the  num erical sim ulation, the  wave am plitude generated w ith 
# 0= 1-0 m clearly exceeds th e  theoretical value, probably due to  the absence 
of wall and b o tto m  friction losses in the  num erical model. A nother potential 
factor for the  observed deviation is the  occurrence of harm onic generation 
resulting in spatia l wave am plitude m odulation. Tests w ith progressive 
waves in the  sam e conditions (section 6.3) clearly confirmed th e  presence of 
harm onic generation, due to  the  linear wavemaker theory.
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F ig u re  7.18: Time series of wave crests qc and troughs qt in far-field,
T W l, case 4. Comparison between theoretical value (green solid), experimental 
measurements (black dashed) and numerical simulation with dæ=0.10 m, / s=100 
Hz (red dotted).

T he tim e evolution of r\c in Fig. 7.19 shows th a t  wave crest levels 
generated w ith # 0= 1  -0 m a re significantly larger th an  experim ental values, 
m ore than  0.2 m on average. T he higher wave crests are system atically 
observed a t  each location of m easurem ent. Observed deviations in wave 
troughs are much more lim ited. Reducing H q to  0.85 m clearly improves 
the  correspondence betw een experim ental and num erical levels of r/c. It 
is noticed th a t  the  reduction  of Ho has a  m ajor im pact on ??c, whereas the 
im pact on r¡t  levels is alm ost inappreciable. O pposite to  case 2, no significant 
low-frequency am plitude variations are noticed, which could result from a
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resonant behavior of the  w ater m ass in the wave flume.
The observed deviation in wave crest levels r)c is sim ilar to  case 3, albeit 

much m ore pronounced in th is  case. In th is list of factors in section 7.4.4. 
the  effect of harm onic generation will m ost likely gain im portance and affect 
the  perform ance of th e  active absorption. Due to  the  lacking of GW K 
paddle displacem ents however, the  behavior of the  active absorption in the 
physical wave flume cannot be determ ined. Therefore, the  questions rem ain 
unanswered how the behavior of the  active absorption com pares between the 
physical and num erical model and  to which ex ten t the  harm onic generation 
affects the  wave generation.
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F ig u re  7.19: Near-field time series of wave crests r)c and troughs r¡t, case 4. 
Comparison between experimental measurements (black solid) and numerical 
simulations: Ho—l.O m (blue dashed) and 77o=0.85 m (red dotted). Numerical 
simulations with dx=0.05 m and / s=100 Hz.

A detailed com parison of the wave profile betw een num erical and 
physical m odel in Fig. 7.20 reveals a  significant difference in the  shape of the 
wave trough. T his is m ost probably induced by phase differences between 
num erical and experim ental incident and reflected waves. T his is further 
explored in Fig. 7.21, showing the  am plitude a and phase ip com ponents 
of the  obtained incident wave spectrum . T he first th ree harm onics in 
Fig. 7.21(a) contain  a  significant am ount of energy and generally com pare 
well. Much larger discrepancies are observed in the  phase spectrum  in
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F ig u re  7 .20 : Detailed comparison of 77 in near-field, case 4. Comparison between 
experim ental m easurem ents (black solid) and numerical simulations: Ho=1.0 m 
(cfcc=0.10 m, blue dashed) and H q=0.85 m (cte=0.05 m, red dotted).

Fig. 7.21(b), w here a  significant phase difference is noticed in th e  first 
harm onics.

T he differences in phase spectrum  cause differences in th e  incident wave 
tim e series 77¿nc, obtained  by inverse Fourier transform ation. A com parison 
in Fig. 7.21(c) shows a  clear deviation in the  wave trough  evolution, resulting 
in a  large difference between the  experim ental and num erical value of H m ^nc 
in tim e dom ain. T his is confirmed by the  large deviation (>0.20 m) 
in H m¿nc in Fig. 7.22. I t  is concluded th a t  H m ¿nc resulting from a 
tim e dom ain analysis will no t accurately represent th e  relative am ount of 
incident wave energy betw een the  experim ent and the  num erical model. The 
correspondence betw een extrem a in t j c  and  r¡t  in Fig. 7.20 suggests a  much 
closer agreem ent between values of H m¿nc.

A lternatively, the  incident wave height is com puted by transform ation 
of th e  far-field wave height. A more consistent resu lt is obtained w ith th is 
approach, yielding sm aller values of H m^ nc com pared to  th e  experim ental 
value (Fig. 7.23), due to  th e  sm aller value of Ho in  th e  num erical model.

Table 7.6 contains th e  ra tio  between experim ental and  numerical wave 
height in frequency and  tim e dom ain. T he num erical H m^nc is no t reliable,
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F ig u re  7.21: Near-field reflection analysis, case 4: (a) incident wave amplitude 
spectral components, (b) incident phase spectrum and (c) reconstructed time 
series of incident waves. Numerical simulation with dx=0.05 m, / s=100 Hz.

as discussed previously. T he ratio  betw een transform ed wave heights 
H m ïnc  consistent w ith  the  spectral value H mo, as can be expected from 
the  observed correspondence between num erical and experim ental spectral 
am plitudes (see Fig. 7.21(a)). In  the  fu rther analysis, th e  value of 
will be employed as a  reference.

T he evolution of the  phase lag A cpc w ith  tim e (Fig. 7.24) shows a 
consistent negatively increasing trend, sim ilar in far-field and near-field. 
T he grow th ra te  of the  phase error is com parable to  th e  previous cases. No 
significant low-frequency oscillations are noticed in Fig. 7.9(b), as in case 2.
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T a b le  7 .6 :  R atio of incident wave energy between experim ental and numerical 
model, case 4.
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F ig u r e  7 .2 4 :  Evolution of phase difference A ipc between experimental and
num erical wave crests, measured in (a) far-field and (b) near-field, case 4. 
Numerical sim ulation w ith dæ=0.10 m, / s=40  Hz and d x —0.05 m, / s=100 Hz.
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7.5 W ave tra n sm iss io n  a n d  M W L  ev o lu tio n

In  the  following, wave transm ission through th e  breakw ater section and 
set-up of M W L inside th e  breakw ater are discussed. A detailed view on 
th e  wave interaction w ith  the  breakw ater model is shown in Fig. D .l in 
A ppendix D, where the velocity field a t different instan ts during one wave 
cycle is shown, for case 2.

7.5.1 Case 1
T he variation of the wave envelope across th e  breakw ater section, norm al
ized bv Hm inc, is shown in Fig. 7.25. T he sam e fram e of reference is adopted 
from Fig 4.5.

The envelopes rjc(t) are tim e-averaged crest and trough surface el
evations, defined in TW 4, when the  set-up in the  breakw ater core is 
fully established. Good agreem ent is observed between experim ental and 
num erical rjc(t)> showing th a t  the  different in teraction processes (wave 
reflection and transm ission, wave run-up  and run-down, in-and outflow) 
are correctly represented in the  num erical model. Numerical results are 
shown for d x —0.05 m, very lim ited im pact of the  mesh resolution on the 
accuracy of the  solution is noticed however.

GWK

0.5

0.0
C- -0 -5

- 1 .5

X [m ]

F ig u r e  7 .2 5 :  Comparison between experimental and numerical envelope of
relative free surface elevation r j ^ / H m¿nc across the  breakwater section, case 1. 
Indication of breakwater contours (solid) and run-up gauges (dashed). Numerical 
sim ulation w ith da;=0.05 m and / s=40  Hz.

A detailed picture of th e  evolution of MWL fj across the  breakw ater 
section is given in Fig. 7.26. Experim ental m easurem ents are compared 
w ith  results from numerical sim ulations using two different mesh resolutions; 
d i i=0.20 m (/g =  20 Hz) and  dæ=0.05 m ( / s= 40 Hz). W ave gauges TM 2 and 
TM 3 in front of the  s tru c tu re  register a  set-down of MWL. A maximum 
relative set-down of approxim ately 0.04 is m easured in the  physical
m odel, which is well m atched by the  numerical sim ulations. Much larger
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low-frequency rj variations are noticed however in th e  physical model, 
presum ably caused by a  difference in wave reflection and or run-up and 
run-down processes. Nonetheless, th e  overall tren d  in th e  M W L evolution 
is well predicted by the  num erical model.

The relative set-up inside the  breakw ater core (gauges TM 4, TM 5 and 
TM 7) is relatively well m atched by th e  num erical m odel. Again, low- 
frequency rj oscillations ten d  to  be m ore pronounced in th e  physical model. 
T he relative set-up in th e  basin behind th e  breakw ater (gauge TM 9) is 
abou t 0.06 in the  physical m odel, com pared to  0.04 numerically.
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F ig u r e  7 .2 6 :  Evolution of relative mean surface elevation rj/H m,inc  across the 
breakwater section, case 1. Set-down in front of the breakwater (a, b), set-up 
inside the core (c, d, e) and set-up behind the  breakwater (f). Comparison between 
experim ental measurem ents (black solid) and numerical simulation: dic=0.20 m 
(blue dashed) and dæ=0.05 m  (red dotted).
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7.5.2 C ase 2
Likewise to  case 1, good correspondence is generally observed between 
physical and  num erical envelopes of relative wave m otion across the 
breakw ater section, presented in Fig. 7.27. T he point of highest fjc measured 
by TM 6 (the 6th point of m easurem ent of rjc from the  left) in the  numerical 
model seems to  be som ew hat higher th an  m easured experim entally, pointing 
to  a  larger hydraulic resistance in the experim ents th an  in the  numerical 
model. Effects of air en trainm ent are the  m ost likely to  explain for this 
observation (see further).

A detailed view on M W L levels is given in Fig. 7.28. Experim ental 
m easurem ents are com pared w ith  results from numerical sim ulations using 
two different mesh resolutions: dx=0.20 m (ƒ?= 40 Hz) and cte=0.05 m 
(/,s =200 Hz). Com pared to  case 1 (Fig. 7.26), the  accuracy of the solution 
is clearly more dependent on th e  mesh resolution. E xperim ental levels of 
set-down and  set-up are well m atched by the  numerical model. In  addition, 
an improved correspondence is observed betw een low-frequency rj variations.
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5 0.0 
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- 1 .5
- 6  - 5

x [ m ]

F ig u r e  7 .2 7 : Comparison between experimental and numerical envelope of
relative free surface elevation ?7c( t) /H m¿nc across the breakwater section, case 2. 
Indication of breakwater contours (solid) and run-up gauges (dashed). Numerical 
simulation w ith ete=0.05 m  and / s=200 Hz.
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Figure 7.28: Evolution of relative mean surface elevation f j /H m,inc across the 
breakwater section, case 2. Set-down in front of the breakwater (a, b), set-up 
inside the core (c, d, e) and set-up behind the breakwater (f). Comparison between 
experim ental m easurem ents (black solid) and numerical sim ulation: dx=0.20  m 
(blue dashed) and dx=0.05 m (red dotted).
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7.5.3 C ase 3
T he com parison between physical and num erical envelopes of relative 
wave m otion (Fig. 7.29) again shows good overall correspondence between 
physical and  num erical model tests. Due to  the  longer wave period, run-up 
and  pene tra tion  are more pronounced (com pared to  case 1). T he effect is 
well cap tu red  by the num erical model. T he highest num erical level of r¡c 
exceeds th e  physical value, indicating a  lack of modeled hydraulic resistance 
in the  arm our layer.

G W K
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-1.0
- 1 .5
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F ig u r e  7 .2 9 :  Comparison between experim ental and numerical envelope of
relative free surface elevation Vc(t)/Hm,inc across the  breakw ater section, case 3. 
Indication of breakwater contours (solid) and run-up gauges (dashed). Numerical 
sim ulation w ith dx=0.05 m and f s = 100 Hz.

A detailed view on M W L levels is given in Fig. 7.30. Experim ental 
m easurem ents are com pared w ith results from num erical sim ulations using 
two different mesh resolutions: d x = 0.20 m ( f s~ 20 Hz) and d x = 0.05 m 
( f s =100  Hz). Relative set-down m easured by TM1 and  TM 3 is very limited 
( «  0.02). Differences betw een num erical resolutions are very sm all and 
results are clearly convergent. Numerical values of set-down do not reach the 
level of the  experim ental values. I t  is noticed however th a t  th e  set-down is 
very lim ited and the m easurem ents therefore present a  larger relative error.

T he com parison betw een set-up levels inside the  core (Fig. 7.30 (c)-(e)) 
show th a t  th e  position of m axim um  set-up in the  num erical m odel is shifted 
m ore tow ard th e  seaward side. The m axim um  experim ental value is slightly 
larger th a n  th e  num erical value. Behind the  breakw ater, again a  larger 
set-up  is m easured in th e  physical model. M easured values are however 
very sm all and  thus prone to  a  larger relative m easurem ent error. I t  is 
rem arked th a t  th e  m axim um  set-up value behind the  breakw ater (TM 9) is 
considerably sm aller com pared to case 1. Since case 3 waves have a  longer 
wave period and it is expected th a t  th is  will lead to  a  longer penetration  
dep th  of th e  wave m otion, th is  particular outcom e is som ew hat surprising.
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F ig u r e  7 .3 0 :  Evolution of m ean surface elevation rj/Hm,inc across the  breakwater 
section, case 3. Set-down in front of the breakwater (a, b), set-up inside the  core 
(c, d, e) and set-up behind the breakwater (f). Comparison between experimental 
m easurem ents (black solid) and numerical sim ulation: da:=0.20 m (blue dashed) 
and dx=0.05 m (red dotted).
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7.5.4 C ase 4
As in the  previous cases, th e  overall image of num erical wave envelopes 
corresponds well w ith the  experim ental m easurem ents, see Fig. 7.31. 
Slightly higer values of wave crests are observed, which can be partially  
generated by the  uncertain tj- on th e  determ ination  of H m¿nc. The proper 
operation  of wave gauge TM 7 in th is particu lar wave te s t was found to  be 
highly questionable. Hence, th is  wave gauge has been removed from the 
analysis.

A detailed view on MWL levels is given in Fig. 7.32. Experim ental 
m easurem ents are com pared w ith  results from num erical sim ulations using 
tw o different mesh resolutions; d x —0.20 m  ( / s=40 Hz) and d x = 0.05 m 
( f s = 100 Hz). Levels of set-down and set-up generally agree well, w ith  results 
converging tow ard the experim ental values for increasing mesh resolution. 
N um erical tim e series of set-down (TM1 and TM 2) show m oderate low- 
frequency 77 variations, opposite to  the  physical results. A part from a. 
transien t effect in the s ta r t  of the  physical wave tra in , which is no t captured 
in the  num erical model, low-frequency 77 oscillations are practically  zero 
inside the  breakw ater.
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F ig u r e  7 .3 1 :  Comparison between experim ental and numerical envelope of
relative free surface elevation Vc(t.)/Hm,inc across the  breakwater section, case 4. 
Indication of breakwater contours (solid) and run-up gauges (dashed). Numerical 
sim ulation w ith dæ=0.05 m and / s=100 Hz.
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F ig u r e  7 .3 2 :  Evolution of relative mean surface elevation rj/H m ,in c  across the 
breakwater section, case 4. Set-down in front of the breakwater (a, b), set-up 
inside the  core (c, d, e) and set-up behind the breakwater (f). Comparison between 
experim ental measurements (black solid) and numerical sim ulation: dx=0.20 m 
(blue dashed) and d x = 0.05 m (red dotted).
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7.6 P o re  p re ssu re s

T he graphs included in th is section show the  d istribu tion  of pore pressure 
height along the arm our, filter and core slope and three sections of pressure 
gauges inside th e  breakw ater core (see Fig. 3.2). Pressure gauges close to  the 
free surface which are running dry are excluded from the  comparison. Values 
of m ean pore pressure height Pm (i.e. the  am plitude of pressure oscillations) 
are obtained in tim e window T W 4, when the  set-up in the  breakw ater core 
is fully established. Num erical results are presented for two different mesh 
resolutions: d x = 0.20 m  and 0.05 m. T he results presented hereafter show a 
lim ited sensitivity to the  mesh resolution, in agreem ent w ith the  averaging 
approach used to  model porous flow.

7.6.1 C ase 1

D istributions of Pm along the  arm our, filter and core slope are shown in 
Fig. 7.33(a,b,c). T he num erical model seems to  cap tu re  the  flow resistance 
th rough the  m ultiple layers fairly accurately. N ear th e  free surface, a  larger 
discrepancy between num erical and  experim ental results is noticed.

Fig. 7.33(d,e,f) present th e  pressure height a ttenuation  in function of 
th e  horizontal distance x '  along th e  bottom , m iddle and top  section of 
pressure gauges respectively, m easured from the  first gauge positioned 
on the  core slope. In  the  lower and m iddle section, the  a ttenuation  of 
pore pressure height predicted  by the  numerical m odel closely agrees with 
the  experim ental one, although a  slightly consistent overestim ation of the 
experim ental values is noticed, w ith a  relative stan d ard  deviation a '  ~  0.10. 
T his can be caused by the  absence of the  inertia  term  in the  modeled porous 
flow model, however the  effect is considered to be small. Along the  top 
section, the  deviation from the  m easured Pm becomes larger (a' =  0.25).

The larger discrepancies betw een experim ental and  numerical Pm near 
the  free surface are likely caused by air entrainm ent, which is not accounted 
for by the  present sim ulation of single-fluid flow. T he air entrainm ent in 
a  confined region near th e  free surface affects the  pressure (i) th rough a 
reduction  of the  air-w ater m ixture density and (ii) by increasing the  porous 
m edia flow resistance (H annoura and  M cCorquodale, 1985). T he presence 
of air entrainm ent in th e  G W K  m odel has been stud ied  by M u ttray  (2000), 
th rough com parison of y  m easured by wave gauges and com puted from 
pressure m easurem ents near the  free surface. Air volume fractions could be 
correlated w ith  the  wave run-up  on th e  arm our slope, ranging between 20 
to  60 %.
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F ig u r e  7 .3 3 : Case 1 com parison between experim ental and numerical relative 
pore pressure height along (a) arm our slope, (b) filter slope, (c) core slope; (d) 
bottom  section, (e) middle section and (f) top  section of pressure gauges.

7.6.2 C ase 2

Similar plots of spatial pressure d istribu tion  for case 2 are presented in 
Fig. 7.34. Com pared to  case 1, larger deviations between numerical and 
experim ental values of Pm near the free surface are observed (<t ' = 0 . 3 5 ) .  In 
particu lar along the  filter and  core slope in Fig. 7.34(b,c), the  deviation is 
m ore pronounced for a  longer p a rt of th e  slope. T he larger am ount of air 
en trainm ent due to  th e  larger wave height is assum ed to  be the m ain cause 
for this observation.



V a l i d a t i o n  w i t h  G W K  t e s t s 191

0.0 

- 0.2 

T  -0.4 

'S -0-6 
- 0.8

GW K
dx=0.20 m
dx=0.05 m

- 1.0

(a)
0.00 0.25 0.50 0.75 1.00 1.25 1.50

P m / p g H m,1nc [_] (d )

¡3A

0.00 0.25 0.50 0.75 1.00 1.25 1.50

(b) H (e)

0.0 

- 0.2 

T  -0 .4  

*§ -0-6 
- 0.8 

- 1.0
0.00 0.25 0.50 0.75 1.00 1.25 1.50

PJ  P e in e n

C
£ 0.6

S  0.4

E 0.2

0.0
0.0 2.0 6.0

(f) X’ [m ]

F ig u re  7.34: Case 2 com parison between experim ental and numerical relative 
pore pressure height along (a) arm our slope, (b) filter slope, (c) core slope; (d) 
bottom  section, (e) middle section and (f) top section of pressure gauges.

7.6.3 C ase 3

Case 3 presents the  resu lts of long sm all-ainplitude waves. T he relative 
pressure height along the  arm our, filter and core slope is clearly different 
from the  previous cases, due to the  effect of the  reduced relative water 
dep th  (see C hap ter 4). T his effect seems to  be well cap tured  by the 
numerical model. Again, deviations are larger near the  free surface due 
to air entrainm ent.

X’ [m ]
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F ig u re  7 .35 : Case 3 com parison between experim ental and numerical relative 
pore pressure height along (a) arm our slope, (b) filter slope, (c) core slope; (d) 
bottom  section, (e) middle section and (f) top  section of pressure gauges.

7.6.4 C ase 4

Similar observations as in the  previous cases are m ade for case 4, see 
Fig. 7.36. T he effect of th e  longer waves, causing a  considerably larger wave 
run-up, is noticed  in larger values of the  relative pressure height along the 
interfaces of filter and core. I t  can be expected th a t a  larger am ount of air 
is entrained in the  physical model in th is case, due to  the  larger run-up and 
penetration  dep th  of wave m otion inside the  core. T h is is confirmed by a 
larger discrepancy (a' =0.31) between numerical and experim ental pressure 
heights in Fig. 7.36(f).
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F ig u re  7.36: Case 4 comparison between experim ental and numerical relative 
pore pressure height along (a) arm our slope, (b) filter slope, (c) core slope; (d) 
bo ttom  section, (e) middle section and (f) top  section of pressure gauges.

7.7  C o n c lu sio n s

A selected num ber of GW K regular wave tests  have been sim ulated w ith the 
num erical m odel, covering a  wide range of relative w ater depth  and wave 
height. D ue to  the  n a tu re  of the  stud ied  problem  (nonbreaking waves), 
th e  problem  has been simplified to  two dimensions, w ithout applying a 
tu rbulence m odel in th e  clear-fluid region.

A first step  in th e  validation consisted of a  thorough com parison of 
b o th  incident wave fields. In  general, the  numerical m odel is capable of 
m aintain ing th e  long-term  stab ility  of the generated wave tra in . Time 
evolutions of wave crest and trough levels resemble well, pointing to an 
effective perform ance of the active absorption. Results from a. reflection
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analysis in th e  vicinity of the  breakw ater show good agreem ent in te rm s of 
incident wave height and  reflection coefficient. In  case of a  larger wave 
period however, an additional calibration  of th e  piston m ovem ents was 
necessary to  m atch th e  experim ental m easurem ents, probably caused by 
differences in  th e  operation of the  physical wavemakcr and  nonlinear effects.

T he num erical model has shown to accurately  predict the  transm ission of 
free surface elevation throughout the  breakw ater cross-section. In addition, 
th e  correspondence between m easured and  sim ulated values of set-down 
and  set-up proves th a t the  numerical m odel properly resolves the  repetitive 
succession of inflow and outflow processes th rough the  breakw ater slope, 
thereby confirm ing the  effectiveness of th e  porous flow model, in sp ite  of its 
sim plifications (cfr. C hap ter 5).

Finally, th e  experim ental and num erical spatia l d istribu tion  of pore 
pressures along the  interfaces of the breakw ater front layers and  within 
the  core have been com pared, revealing good accuracy of predicted values 
of pressure height, particularly  in the  absence of air en trainm ent. Increased 
discrepancies between experim ental and num erical results in a  lim ited zone 
near the  free surface can be a ttrib u ted  to th e  effect of air en tra inm ent, which 
has not been taken  into account in the  present study. T he incorporation 
of tw o-phase flow w ith air en trainm ent, either by incorporation  in the 
porous m edia model or sim ulated by a  tu rbu lence  m odel, reveals a  particu lar 
challenge for fu tu re  work.



8 Conclusions and 
recom m endations

8.1 C o n c lusions

T he im portance of the  p a rt of porous flow in the  s tru c tu ra l behavior of 
perm eable coastal s tructures has been explained in C hapter 1. T he present 
work fits w ithin the  scope of improving the understanding  of the  hydraulic 
processes involved in wave-induced porous flow and  the  im pact of these 
processes on the design of perm eable coastal struc tu res. To th is end, 
experim ental and numerical research are combined in an in tegrated  stud}'.

In  the  first p a rt of th is research, the accuracy of the  existing practical 
calculation model (B urcharth et ah, 1999; Troch, 2000) for the a ttenuation  
of pore pressure height w ithin the  core of a  typical RM B section has been 
verified against an extensive datase t of large-scale model pore pressure 
m easurem ents (M uttray , 2000). T he results point to  oversimplifications 
in th e  curren t model, affecting the  predictive accuracy under varying wave 
conditions. Therefore, im provem ents to the calculation model have been 
proposed.

T he m odel equations in the  improved calculation m ethod were derived 
from a nonlinear regression anal}rsis and relate the  wave-induced pore 
pressure height to  a sea s ta te  defined by the relative w ater dep th  k h  and 
wave height H inc/ h , corresponding w ith non-overtopping and nonbreaking 
wave conditions. T he dimensionless regression param eters appearing in the 
m odel equations are considered to  be dependent to  a  certa in  extent on the 
breakw ater geom etry (slope angle, layer thickness) and  the  specific m aterial 
p roperties affecting the porous flow resistance.

Pore pressure m easurem ents on a  small-scale breakw ater model have 
been applied to the  newlv-derivcd calculation model, in order to  provide 
insight into the  general applicability of the model regression param eters. 
T he small-scale model tests  consider similar wave conditions as in large- 
scale tests  and  moreover present an equal arm our slope. In an effort to
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m aintain  Froude scale sim ilarity of the  porous flow in the  small-scale model, 
th e  core m ateria l has been determ ined using a  scaling procedure. The 
validation w ith  the small-scale d a ta  proves th a t the  model equations are 
capable of describing the  variation of pressure height under varying wave 
conditions, bu t also reveals differences in the  model param eters to  a  certain 
extent. M ore specifically, the  com parison between b o th  m odels learns th a t 
th e  regression param eters in the  m odel equation  for th e  reference pressures 
(along th e  interface between underlaver and  core) are least susceptible to 
a  change in  layer thickness or m ateria l properties of the  arm our or filter 
layer. T h is can be explained considering th a t  the m ean value of the  reference 
pressures along the core slope is determ ined to a  large ex ten t by the  wave 
run-up on the  breakw ater slope. T h is phenom enon is im plicitly captured 
by the incorporation of the  relative incident wave param eters in the  model 
equation. W hen moving inside the breakw ater core, the  influence of the 
hydraulic resistance of the  core m ateria l on the  pressure height a ttenuation  
increases. Consequently, an increased dependency of the  m odel param eters 
on the  specific m aterial p roperties may be expected.

The improvem ent in accuracy achieved w ith th e  new calculation m ethod 
has been dem onstrated  by com parison w ith the  existing m ethod on a 
selected num ber of cases. A particu lar application of th e  improved m ethod 
ma}' be found in the  scaling procedure of finer core m ateria l in reduced scale 
models (A ppendix C), m aking th e  procedure more reliable in varying wave 
conditions.

T he second p a rt of th is  PhD  research explores the  application of CFD 
m odeling based on the Navier-Stokes equations to the  in teraction  of water 
waves w ith  perm eable coastal s truc tu res. T he principal goal is to validate 
the  capabilities of such a  num erical model, specifically aim ing to  use a 
realistic large-scale validation case and consider long-term  transien t effects 
in th e  w ave-structure interaction.

Prerequisites to  the  applied model are an  efficient sim ulation of free 
surface and  porous m edia flow, two m ain characteristics dom inating the 
problem  of interest. T he C FD  model F L O W -3D  has been selected for this 
purpose, which is a  com m ercial sta te-o f-the-art model.

f l o w - 3 d  has no stan d ard  wave boundary  w ith  active wave absorption, 
which is crucial to  sim ulate realistic long-duration wave tests  resembling 
those in a  physical wave flume. For th a t  reason, a  linear p iston  wavemaker 
has been im plem ented in th e  code, based on th e  GM O m oving-object model. 
In  order to  prescribe piston  control velocities and com puting the  correction 
signal in th e  active wave absorption  procedure, existing technology from 
piston wavemakers operated  in the  laboratory  has been used.

The generation and absorption capacities of the  im plem ented piston 
wavemaker have been thoroughly validated. The sim ulation of purely
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progressive waves have shown th a t  the  best results in term s of accuracy 
and  stab ility  are obtained w ith the  first-order upwind m om entum  scheme. 
A nother im portan t factor concerns the  specification of the  piston sample 
frequencies, which need to be in accordance w ith the  numerical tim e 
step  and are thus governed bv the  mesh resolution. Guidelines to  define 
optim al settings for different numerical param eters were established. The 
im plem entation of a  linear active wave absorption system  has been validated 
by means of a  purely absorbing wavemaker. Results show excellent 
absorption capacity  for low-arnplitude waves and lower, b u t still acceptable 
perform ance w ith larger wave heights. I t  appears th a t  the  perform ance 
of th e  active absorption is a t  least as high as in the  physical wave flume, 
however bound by the  lim itations of th e  linear wave absorption system .

Finally, a  realistic validation case of wave in teraction has been carried 
out, using G W K model tests. Due to  the  n a tu re  of the studied problem 
(nonbreaking waves), the  problem  has been simplified to  two-dimensional 
lam inar single-fluid flow in the  clear-fluid region. A selected num ber of 
regular wave cases were used, covering a  wide range of relative w ater depth  
and  wave height.

A first step  of the  validation consisted of a  detailed com parison between 
numerical and experim ental incident wave fields. The analysis on the 
wave-induced flow features learns th a t  the num erical model predicts well 
the  transm ission of free surface elevation throughout the  breakw ater cross- 
section, and  proves to  cap tu re  the  long-term  transien t effects of the  fluid 
flow under cyclic wave loading. Finally, com paring the  experim ental and 
numerical spatial d istribu tion  of wave-induced pore pressures, the  model was 
found to accuratel}' predict the  pore pressure height, provided the  flow is 
not affected by air entrainm ent. Due to  the la tte r  effect, larger discrepancies 
in pore pressures were noticed in a  (lim ited) zone near the  free surface in 
the  core and on th e  breakw ater slope.

In summary, the  overall predictive accuracy obtained w ith th is model, 
considering all the  sim plifications in  the  present validation study, proves its 
value as a  design tool in support of the  coastal engineer.

8.2 R e c o m m e n d a tio n s  for f u r th e r  re se a rch

The im portance of ‘rediscovering’ the  large-scale G W K  datase t to  the  end of 
th is PhD  research cannot be stressed enough. However, its  possibilities have 
not been full}’ exhausted vet. T he datase t contains more tests  performed 
w ith overtopping waves, w ith  m easured forces on th e  front face and below 
the  crest wall. I t  would be useful to  analyze the  te s ts  w ith overtopping 
wave conditions and  stu d y  the  im pact on the  pore pressure d istribution  
due to  large wave infiltration from the  breakw ater crest, verify the  newly
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derived calculation model and m ake adjustm ents, if necessary. T he largest 
uncertain ty  in th e  use of th e  improved calculation model may be found in 
the susceptibility of the  regression param eters to changes in breakw ater 
geom etry and  m aterial properties. T he best way to  investigate th is  is 
probably by perform ing additional experim ental research. However, given 
the  value of the  numerical model, a  logical step would be to  firstly perform  
a  num erical s tu d y  on th is  topic, since it  is much m ore efficient to  apply 
changes in geom etry and m ateria l properties in a num erical model th an  in 
a  physical model, certainly a t  large scale.

Secondly, the  com parison betw een experim ental and numerical wave- 
induced pore pressures near th e  free surface suggests im provem ents arc 
to be found in considering tw o-phase flow w ith a ir entrainm ent. A first 
approach m ay be found in the  application of turbulence models in two- 
phase porous media flow, in order to  model air en trainm ent and related 
tu rbu len t flow losses and loss of hydraulic conductivity. However, little 
inform ation is available on the  application  of such models in coarse granular 
porous media. To th e  au th o r’s knowledge, detailed validation studies 
in coastal engineering are lacking. Moreover, the  application of such 
turbulence models in com bination w ith the  seepage velocity concept or 
Forchheimcr drag model is no t well validated. In an  alternative approach 
w ithout considering turbulence m odeling inside porous m edia (as in the 
model presented in th is work), the  increase of porous flow drag in the 
area affected by air en tra inm ent could be modeled by considering spatially- 
varying resistance characteristics, based on an approach sim ilar to  H annoura 
and M cCorquodale (1985). However, a  sim ulation of two-phase flow would 
still be required in such case.

A th ird  p a th  for fu rther research concerns the  im plem entation of higher- 
order wavemaker theories to  im prove the  accuracy and  stability  in the 
generation of nonlinear waves. N aturally , the m ethod should include active 
wave absorption. An in teresting  approach in th is respect is the  use of a  force- 
control feedback instead of a  position-controlled piston, see e.g. Spinnckcn 
and  Swan (2009).

Finallj’, as m entioned in the  lite ra tu re  review on porous m edia flow 
(C hapter 2), it  is noticed th a t  for large porous m aterials (e.g. concrete 
arm or units or large rock) v irtually  no d a ta  are available concerning porous 
flow characteristics. As it  tu rn s  ou t to  be difficult to perform  such large- 
scale perm eam eter flow tests , the  sim ulation of specifically designed te s ts  in 
a  CFD model could make a  particu lar contribution to th is  problem . W ith 
the contem porary com putational power generated by cluster com puting, the 
direct sim ulation of a  porous flow field in such m aterials should be possible, 
yielding a  b e tte r  knowledge of porous flow drag param eters to  be applied 
in a  conventional porous m edia flow model.



A GW K model specifications

T able A .l :  Positions of pressure and wave gauges in the GW K breakwater model.

G auge X  [ m ] 1 z ’ [ m ] 2 G auge X  [ m ] z ’ [ m ]

DMD1 247.49 2.40 DMD27 248.73 4.17
DMD2 248.92 2.40 DMD28 249.94 4.98
DMD3 250.21 2.40 DMD29 244.85 2.60
DMD4 251.31 2.40 DMD30 246.55 3.45
DIMD5 252.36 2.40 DMD31 247.53 4.10
DMD6 253.70 2.40 DMD32 247.89 4.34
DMD7 257.65 2.40 DMD33 248.83 4.97
DMD8 248.92 3.35 DMD34 250.21 5.89
DMD9 250.21 3.35 FF1 82.18
DMD10 251.31 3.35 FF2 84.37
DMD11 252.36 3.35 FF3 88.03
DMD12 253.70 3.35 FF4 94.82
DMD13 256.23 3.35 NF1 235.00
DMD14 250.21 4.27 NF2 237.69
DMD15 251.31 4.28 NF3 239.97
DMD16 252.36 4.24 NF4 241.83
DMD17 253.70 4.30 NF5 243.47
DMD18 254.80 4.30 TM1 244.98
D1MD19 247.49 2.87 TM2 246.55
DMD20 248.22 3.35 TM3 247.45
DMD21 248.92 3.82 TM4 248.89
DMD22 249.57 4.25 TM5 250.18
DMD23 250.24 4.70 TM6 251.27
DMD24 246.55 2.72 TM7 252.32
DMD25 247.49 3.35 TM8 253.67
DMD26 248.21 3.83 TM9 259.55

1 horizontal distance from right paddle face at initial position
2 vertical distance from flume bottom
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(b)

F ig u re  A .l :  Photographs of the GWK model: (a) construction of the filter layer 
on the breakwater core; (b) view on pressure and wave transmission gauges in the 
core. Photo’s courtesy of Markus Muttray.
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(b)

F ig u re  A .2: Photographs of the GWK model: (a) view on wave run-up gauge 
and wave gauge with protection cage in the partially constructed armour layer; 
(b) crest element (seen in direction of wavemaker). Photo’s courtesy of Markus 
Muttray.
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(b)

F ig u re  A .3: Photographs of the GWK model: (a) view on Accropode armour 
layer and breakwater toe (with wave run-up gauge near the right flume wall, wave 
transmission gauges in the middle right side and protection cage for pressure 
gauges on the middle of the armour layer); (b) wave approaching the breakwater, 
a t the start of wave run-up . Photo’s courtesy of Markus Muttray.
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(b)

F ig u re  A .4: Photographs of the GWK model: (a) maximum wave run-up on 
the armour slope and (b) wave run-down on the armour slope. Photo’s courtesy 
of Markus Muttray.





B UG model specifications

T able B .l :  Positions of pressure and wave gauges in the UG breakwater model.

Gauge X [m]1 z ’ [m]2 G auge X [mj z’ [mj
PI 21.094 0.390 P15 21.520 0.490
P2 21.244 0.490 P16 21.670 0.490
P3 21.394 0.590 P17 21.820 0.490
P4 21.469 0.640 P18 21.970 0.490
P5 21.220 0.390 P19 22.120 0.490
P6 21.370 0.490 P20 22.420 0.490
P7 21.520 0.590 P21 21.670 0.590
P8 21.597 0.640 P22 21.820 0.590
P9 21.370 0.390 P23 21.835 0.590
P10 21.520 0.390 P24 22.135 0.590
P ll 21.597 0.390 WGl 21.670
P12 21.970 0.390 WG2 21.960
P13 22.270 0.390 WG3 22.250
P14 22.570 0.390 WG4 23.370

1 horizontal distance from right flume wall
2 vertical distance from flume bottom

2 0 5
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F ig u r e  B . l :  L ayout o f th e  U G  flum e w ith  ind ica tion  o f gauges for reflection  
an alysis (R A x ) and w ave tra n sm ission  (W G x). D im ensions in m  (stretch ed  in 
vertical d irection ).
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y
F ig u re  B .2: Detail of ‘naked’ pressure gauge (left) and gauge covered with epoxy 
coating (right)

-R e c o n s tru c te d  \  d ie  
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g rad in g  
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C h r is te n se n  (1991)

F ig u re  B .3: Grading (a) and stone shape l /d  (b) of original and reconstructed 
core material in UG tests.
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(a)

(b)

F ig u r e  B . 4 : P h o to g ra p h s o f th e  UG m odel: (a) pressure gauges installed  on  
frame; (b) d e ta il o f  pressure sensors betw een  core and filter layer.
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(a)

(b)

F ig u r e  B . 5: P hotograp h s o f th e  U G  m odel: (a) w ave gau g es in perforated  tub es  
and (b) v iew  on  arm our layer w ith  H A R O  un its.





C A pplication of scaling 
procedure

In this section, a scaling procedure to determine the dimension of the core 
material in a small-scale breakwater model is presented. The procedure is 
nearly identical to the method proposed by Burcharth et al. (1999), which 
yields the distorted average diameter D50 of the core material in a physical 
model, scaled 1 : A I n  this method, the core material is scaled in such 
way that the Froude scale law holds for a characteristic filter velocity uf  
inside the porous core. This characteristic filter velocity is averaged over 
time (one wave period) and space. In the original method, the characteristic 
velocity is obtained by taking the average of the velocities from 6 locations 
in the front part of the core, which is most affected with respect to porous 
flow. The locations are distributed over two sections at z =  0 and z =  
—Hmo,inc- Here, slightlv different positions of these characteristic locations 
are proposed, indicated in Figure C .l. The three top locations are positioned 
with sufficient distance below SWL, considering that applying the model 
equations at SWL (z = 0) for waves with finite amplitude would be be 
unrealistic. In total, 6 locations on two sections are considered, at z/h  =  
—0.15 and z /h  =  —0.5.

S W Lz = 0

ix '= 0 x '= b /4

F ig u r e  C . l :  L ocation  o f ca lcu la tion  p o in ts  for th e  characteristic  filter velocity.

2 1 1
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In order to obtain the characteristic filter velocity, use is made of 
equation (2.3), which relates the filter velocity uJ with the hydraulic 
gradient Ip  in the core. The variation of the instantaneous pore pressure 
p(x, z, t ) in the core with respect to time and space is approximated by:

p(x, 2 , t ) =  P(x , z)cos{k'x +  cot) ( C . l )

where ui =  2tt/T  is the pulsation frequency and P (x ,z ) the local pressure 
height, given by eq. (4.4) for x <  x s and eq. (4.6) for x > xs. After 
introduction of a local ¡r'-axis (x! =  x — zcotana), the pressure gradient 
Ip(z) can be written as follows:

Ip(z) = Ipji(z)cos(k'x' +  cot)
+k' ( Pn' ^ (z) _  x 'IPp(zŸj sin(k'x' +  cot) ; x(z) < x s(z)

(C.2a)
jp (z) = ^ e x p  [-5'{z)k{x' -  x's)] *

[Ô (z)kcos(k'x' +cot) +  k'sin(k'x' +  üjí)] ; .-r(r) >  xs(z)
 ̂ (C.2b)

The internal wave number k' is unknown in eqs. (C.2). In Burcharth et al. 
(1999), it is approximated as k' =  kVTÂ. The same assumption will be 
used here.

For the sake of simplicity, using (2.3) for stationary flow has been used. 
This is justified, since it may be expected that the effect of inertia is
generally small compared to the other contributions in the total hydraulic
resistance and will have a very limited impact on the outcome of the 
procedure. Accordingly, eq. (2.23) is used to obtain the hydraulic gradient:

Ip{z) — OLF ^  ^  —f^rU5 + ßF — 3 ~ - 4 — Uf \uf \ (C.3)n gD¿ o nà gD 50

The application of the scaling procedure is proceeded iteratively, since 
the choice of the grain size (Am) and related hydraulic resistance properties 
are influenced by the flow regime, which cannot be determined in advance:

•  firstly, the characteristic prototype filter velocity is computed b3r 
equating eq. (C.2a) or (C.2b) with (C.3) and taking the average over 
time (one wave period) and space (the six locations in Figure C .l). In 
eqs. (C.2a) and (C.2b), the GWK piecewise linear approximations are 
used to compute the model parameters Ck,i(z) in the model equations 
yielding z s (.z), Ip,i{z), Po)mo{z), Ps{z) and S'(z). Eq. (C.3) requires 
the input of the hydraulic resistance properties (n, D5o, ap  and ßp) of 
the prototype core material. It is verified whether the flow conditions
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in prototype are in accordance with the flow regime which applies for 
the specific shape coefficients used in the computation1. Ultimately, the 
target value for the characteristic filter velocity in the model is computed 
as

o the next step consists of selecting the core material for the scale model, 
with known hydraulic resistance parameters. A first guess can be based 
on the geometric model scale Àl - The characteristic filter velocity is 
then computed by equating equations (C.2a) or (C.2a) with (C.3), in a 
similar way as in the previous step;

• in a last step, the resulting ñ4  is compared with the target value 
obtained in the first step. If necessary, the previous step is repeated 
until ufn reaches the target value. In each iteration, it is verified whether 
the resulting flow regime is in agreement with the choice of the shape 
coefficients ap  and ßp.

U lo s t  probably, flow conditions in  p ro to ty p e  will be  fully tu rbu len t.





D Velocity field case 2

Fig. D .l presented hereafter shows the velocity field under the interaction 
of case 2 waves during one wave cycle, at four time instants. Note that the 
represented velocity inside the breakwater is the seepage velocity.

In Fig. D .l(a), an instant corresponding with maximum run-down on the 
breakwater slope is shown. Water is flowing out of the breakwater towards 
the seaward side, where an incident wave approaches the breakwater.

Fig. D .l(b) corresponds with an instant just before maximum wave run
up on the breakwater slope, when maximum velocities are found in the 
water mass running up.

Fig. D .l(c) corresponds with an close to maximum wave run-up.
Fig. D .l(d) shows an image between to maximum wave run-up and 

run-down, where the down-rush of water on the breakwater slope can be 
observed.

2 1 5
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F ig u r e  D . l :  V e lo c ity  field a t (a) m axim um  run-dow n and  (b) m axim um  v e loc ity  
in w ater runn ing up  th e  breakw ater slope.
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F ig u r e  D . l :  V e lo city  field at (c) m axim um  run-up and (d) betw een  m axim um  
run-u p  and  run-down.
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