
I --.
• I

I, .
lCES STATUTORY MEETING 1993 C.M. 1993/D: 13

Ref.M
Statistics Committee

Ref. Anacat Committee

•

BELIEF NETWORKS IN FISH sTock ASSESSMENT
- THE BALTIC SALMON CASE

OLU VARI~,SAKARI KUIKKA·· AND JUHANI KETrUNEN-

;. HelSinld UniVersitY ofTechnology, LAboratorj,t ofHydrology and Water ResourceS Management, FIN-D2iSO
Espoo, Finland. .' ~

•• Finnish Game and Fisheries Research Institute, P.O. Box 202, FIN-GOlSl Helsinki, Finland.

ABSTRACT

Belief netWorks contain a set of interlinked nodes. Based on BaYeSian calculus, the links transfer in­
formation betweenthe nodes containing probability distributions. The aimof the paper is to present
abrief theoretical basis for belief netWorks and toillustrate their capability to support fish stock as­
seSsmEmt. The fleXibilitY of problem formulation and effidency in knowledge acquisiticln are empha­
sised. It is also shown, how various type5 of imcertairiinformation Carl be handled and mergEid in be­
lief netWorks. The temruque is applied to Baltic Salmon assessment problems. Regression models,
the VPA, and expert judgement are used together to estimate the parameters for the terminal stock,
to produce stOck forecasts, and to assist in the total allowable catch decision, which is done on the
basis of highly uncertain inforriiation.

M~gement deciSions of natUral and enviroiunental resources need often be made Wider high un­
certamtY, ane! exPert judgement is thus in cential rote. There Me tWo ke:Y reaSons to this. First, it were
olten most irration8J. in practice to thnve at coÜecti.rlg a waterproof empirlcai data. This is due to
economic conStriintS. secönd, the Potential ch.1nges in the syStem in comp.mson to ~he past are often
so high that extrapolation of paSt development is vague. This is due to high variability in seim-natU­
ral systems causEid by numerous uncontrolled arid 'controlled issues. Moreover,the management tar­
gets olten at changirig the system substantiäIly to a desiioed direction, and invalidateS the use of hls- .
torlcal records.

A typical example fiOm fisheries management is the annual Baltic saimon quota decision.
The stocking oi reared 5aImon to the Baltlc his enrulncedthe satmon fisherles, arid the Wild stocks
are ünder severe rlsk of bclng extlnct (e.g., Ar\On. 1993). The managers (the International Baltic 5ea

Fisheries coiiUnission> have defir\eci thai the goal for management is to safeguard wild salmon stocks.
Stock assessment is made to support this goal. The econorriic rationäle to gather empiricai informa­
tion is far tOo low tO provide eriough data for purely empirical stOck foreeasts. Furthermore, the sYs­
tem unpaeted by the management policy, iIlchiding ecoJogic3.I, social, econonuc, and j:>olitical facets,
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," , ' ", , .. ', ' .' i., , ", '
is under practically unpredictable changes and transitions (cf., Kuikka ~ Vans 1992, Kuikka 1993).

. " ... '" . 1 " " •. ,.
For the purposes of fish stock assessment, the information and experience available allows

the use of empirical, regression-tYPe of models for certain r~lations between sub-stock volume data,
" .. ," " ..... •• '. .:. ,-.1, ,_ I' "

growth parameters, water quality data~ and so on. Also the VPA equations (Beverton & Holt 1957,

Gulland i983) have been found very useful, althc)tlgh they~re not identifiable frOm data arid the es-
. .. ' '. ,'. I .. , . • .., '

sential parameters (mortalities) are assessed by experts. When producing age-stiuctured stock fore-
'" . '.. , .' ,•. ,.,,' . ", I . . , . . ,,,"

casts from this information which is of rather spUt character, the role of experts is important. Some
e~perts prefer the use of selected empirlcal models, whil~ some ra~her use the VPA equations.

, • . . ', '. , .1.. ..•• , ." , ,
Clearly, any present assessment technique alone suffers frOm severe limitations, and all possible, rel-
evant intoIlllition arid mOdels should be taken into accourit.!

The objective of Ws study is to produce a compüteri5ed environment that cilloWs the hlclti­
sion of empiricat models and the VPA equations iri one c6ntext. The uncertain iriformation from
multiple Sources can be merged together by one, or preferably, several experts. The system aiIows in­
teractively the detection of controverSies in information, arbitrary weighting of different mOdels,
. , .', '. '.' I . ,...., .. ',.

tuning of the VPA equations, calculation of forecasts, and definition of the fisheries quota (Total
. . '.... . . I... " .' • ' ,

Allowable Catch) decision. Methodologically, this has been reaUsed by using a probabilistic, belief
.,' -.',.', '.' ',.' .' .'''' I .• " ',,' "

network in which the above mentioned models have been embedded.

. ,.L
. 2. BALTIC SALMON MANAGEMENT..;;. THE PREDICTION PROBLEM

" . ' . '. . ...... ,.', I.. . '" . ". '. '
The present stite of wild Baltic salmon stocks is poor. The share of the reared stock from the whole
stock has increaSed remarlcably during the last 10 - 20 Yean. In 1980, the recruitrnent of wild stock to

t " ......, •. " '. r ',.,," ' ." .- ,
fishery was ahout 20 % oE the total recroitment, but in 1988 -1989 it was only about 9% (Anon. 1992,

• '0 <. "1~, .... , , " .. ,_..... ......."" •..t;. '. ... .. • .. ' ._, ," .' , I;,

Tables 7.2.5.2.1 & 7.2.6.2.1). About 35% of the wild reauitment comes from the northernmost rivers,
even thougl\ the smolt prOduction potential oE these rivm 1s high 8I\d theu water quality is gOod.

• "- .~.. '.. "',_' C-,' j ".' .'.' - , -, l 4 e .. ~. ,. ,>.., '<.-' , ,,' ,; - ' .,

Lack of spawners is an obvious reason for the poor state of th~ northemmost.stocks (Anon. 1993).

To achieve the management goal - to sclfeguaM wil~ .salmo~.stoc.kS :- ~anagers have. de-
'. .... '" -, I ' ,~ 0'" .. • •

cided to use the Total Allowable Catch (TAC) policy for years 1991-1993. The lCES produces the in-
" , : t... ~ .. , '" ,e .." .. ,", c·· ,,'~. ,.) ." .... ' , ,',' I.,., r·', ;<' ,. ·.t', ',' ~ •

formation on the state of the stocks, which is needed in the management decisions.
Salmon is ci sholt living sl'ecies; the fishing mo~tality of Baltic Salmon is around 2/year in

the most impOrtant age groups. This implies that around 90% of the individual, of these age grOups
, " • " .•. ' ." ._ " ".' I ." ',' ... ' .,

are being caught annually. Fisheries is based on two age groups, Al and A2. Even though the total
';~, ...~ . __ .". ~,_'" ,....".,.; .. ' A"';' ',':' ,,',v ,,',."" .,,~' ' .. ,...._~ ,... "; '•."

recruitment is almost totally based on reared salmon released annually (known quantity) mainly to
the nerthern part of the Baltfc Sea, the recniitment variation'is luge. For example, in 1987 tbe post-

" .... ~,'. ~_ .: J -, .:.-, ""', ,;,,,.' l .' '" .. ' ',.. \-. ,,' ,.. • t ,,,", , ~ ,. • _. '," .-,

smolt survival of the reared salmon was about 10 %and in 1988 around 30% (Anon. 1992).
, ' ..... '.... " " '" '." '",I .. '" "' •.,,' .." , '

The most important age group (A2) in the spawning stock of the target year (TAC year) is re-
"."." , ...,' ,,-,:' .,,,,, ... ,.' .'.' ,.",~ ,'~. ',. ,,;. I.""._,! '.. ,.',> .,,, •. ~ "':"/ .: •.••.. :_:

leased two years earlier, i.e. during the latest data year. However, this age group does not reawt to
\. ,." "', ".. . • , ~ " .. ",. " .• ' .' \ .: _ ,', ... , .. .j~ , ,',' ,~__,;,',!' I "' .. ', ' .. .. ,'..", , : • JI ,

any main fisheries during the first year in the sea. Therefore, there is no such catch information for
this age grCiup, which coÜld be used in ci usuai way iri VPA hised assesSment.... ,- '. ,.' , .. , ,'.. ..,,,, '.. ". /' .. ...." .. '.. .'

Moreover, variation in the growth rate is also large (Kuikka 1991). Growth rate improved
, .. ,. : " " " .. , < .: .I ,,~ > .. :',- .,.. .. « ., ..' <:

alrriost by 60 % in the end of 1980's. While the selectivity of the most important fishery (drift riet fish-
ery) is veri high, the fishing morta1itf of age gfoup Al... has 1lrge Variation arid it is not in clear con-
•• ~, .. ' .' " ," " '''"C''''''"., .' , • ,I..... ' , ," .o, ' ••

nection with the total effort. Therefore, the tuning of this fishing mortality value is a difficult task.
OWing to these variationS, the uncertainties of the s:tOck proolctionsand TAC baSed man-

" q. ~ "".~ ".' .",', 'l.O:: '.",'1 "c,_ _.1',,, .... ":~.. ·1 ..,.. ,.,,'~ ',\,--' .""."", "...... ",,, ... ~,.,

agement are high. Some additional variable~havingpredicti~epower have~n used in the as~ss-

merits to I-educe the uncertainties (Aßen. 1992). Available data suggest. that bOth the growth of the
post smolts in the sea duririg the first hau year and the temperahiie during the firSt monthS i~ the

. I
I
I
I
I
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•

sea can be used i~ the predictions of the size ohge grouP. AO. M~reOver, the CPuE (catch per unit cf­

fort) data of the driftnet fishery and the growth rate can be used in the assessment of the terminal F
vaiues of age group Al. Effective use of these predictive variables requires methodologf, th.1t a1lows
the consideration of all relevant, illformation that co~td be used iIl salmon stock assessment.

3. THEBEUffiFNEnNORKAPPROACH

One of the ways a human mind comp~ehends ahabit is through defining objects, and postulating as­
socilitions betWeen thein. When considerlng a certain object in this context, she sees it simultaneously
as one unit, and as a detail in iriteraction with the rest of the context. Systems, in which imcertlin in­
formation is available on a set of mutu,ally dependent objects, would be approached. in Bayesian cai­
culus by assigning a prior probabilitY distribution to each object. Thereafter, the strength and charac­
ter of the dependencr between each object pair would be inserted. With thls illformatlon, posterior
probabilitr distributions are calcu1ated for eachobject. This is actUally the key idea in belie,f net­
works. In the belief network terminology, the objectS are called as nodes, their assOdations as links,
arid the context as a network.

Belief networks have emerged hom the tradition of Bayeslan stcltistics in the 1980s (see
Sh.1fer &: Pear11990>. The eornerstones Wele Wd by Pearl (1986, 1988). The key idea Is thai any new
information introduced in the net can be proPagated'to any direction, not önly \0 one diri:ictlon (Fig.
1). TIus feature h.1s been realised using bi-directional iriformation flow in the liriks. The nodes are
able to merge the information. trom these systems and to uPdate it. Pearl (1988) presented asequence
ofalgorithIns starting (rom a Chain, and proceewng thrOugh treeS and polytreeS to.netWorkS. The ba­
sic problem in network algorithrris is to cOpe with circuIar references. TIu! algorithnls presented con­
sist of approximate methOds such as simulation.

•

Fig. l'EXampleon bl-directionai proPagation using theapproach by Varls (1993). IntZ,.a new mes­
sage uJXiates the nOde 4. The message is propagated ~ugh the net by t~o })eUef trees in opposit~
directions. The trees are dii'ected by the sequence of nOdes. If the message to node.4 were to update
alSo the node 3 then there should be a link in between;or the node sequence should be different.
Agam, in e, an~w meSSage updates the node 5: Th.~ message is propagated and posterior distribu-

tions are being caIculated. .
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As a suIlU'i'lary, a network cOnSists of n nodes that can be arbitrarily linked to one another. The prior
.' , . . . ".. . . I, . '., '.

probabillties assigned to the outcomes are updated with the information linked from other parts of
the net, yieldirig the posterlor probabiÜty eÜstrlbutiori. Anet~ork is eonstrocted and mcidified inter-

I

actively dUrlng the modelling procedure. Essential is to find (1) most relevant variables to a spe<:ific

problem, arid (2) define linkS between them in the best possible way. The methodology presentoo in
, , . ,.,'.. . I ,', .\- ... "_ ',,, . •

short bclow (Varis 1993) is deeply rooted to the work by Pearl (1986, 1988), it has adsorbed eertain
features from the innuence diagrarri methodology by Shachter (1986), and a number of extensions

, I
have been made. ! .

Nodes j

Bach node iin the netWo~k Co~tains: I . ". .
• A vectOf of possible (discrele) outcomes Yi. They an be defined as inputs or they an dej:)end

on outcome values of other riodes. . . 1 '
• A prior probability distribution, expressed with pro~abilitieset...ek assigned to k öütcomes
given, summing up to unity. These conStihite a k dimensional veciör ej, also knoWn as evidencevec­

tor. if no prior belief exists, a non-informative prior, e.g., a un1t vector, is useci:
~ A sign indicating the direction of change.~e sign~y eith~r positive (implytng groWth, in-

0" , ~~. ,.:, \« "." .~ " • "', ,~ ...L ••:' __ .... .... ,'.", ,4:'

crease, addition, enlargement, ete) or negative (decline, decrease, reduetion, lessening, ete.).
• A iJosterior probaInlity distribution Beli. . !
, < ,.. ", "._ ;' ", •.•.••' ."." .' '."'''' ,_ •• , ... ' , ,_, • t" ':: ~: ,,' .•.. , ,~_: •• ".' ,I ,,~t > \'" ~ : < ••.• ' , '._ ' _"" _ ._ ,;.; l .

In gen~ral,.the no~es are probabilistic (uncertain). They can, however, ha:-re one outcome ~th the
jl.. . ...." ..,. '.. --. ' " ,.~ .''-' '.' • , ."" ,;.- " •• ~ ; " .. " ,.' -- , ~ ,', .-. ...;' . ~

value 1 and the others with 0, and be thus eertain. If an outcome in a prior distribution gets the value

zero, then also the posterlor distribution will also ha~ a zen:> \Tatue in the reSpeedve outeome. Onry
uncertain is~iies accept updating from other PartS of the.mOd~.

In decision analysis or optmuzation~Same nOdes mäy be ünderstOOd cU controllable, deci­
sion nodes. One or several nodes~ aet as Crl.teria or eonstr~tsto deasion rltaIdng;and constittite
orie or more objective funetions. RemoVing uncertciiiit}1 froin anOde, i.e., selecting one of its out-. " ", ,'. ", ' ... '. \ .. '" . , " , .
comes to have a probability 1, may be used to simulate a decision or other action that has been or will
possibly be made. Its implicaticins are propagated through the network, arid they ean be obser-ved at

; ,,,._ , .....,.' • < ~... .-,.~~. t '.,,,"~ .~' ..,,' "'. ,....1" ...,

eaeh of the sueeessor nodes. Same of them are usually more critieal than the others, presenting
objectives or eonstraintS, arid the adjustnient of the eontro~ policy simulated ca!' be based on ob-
served changes in those nOdes. 1

I
Links I,

, ', ".. , . '" .,' l.. .'. , .
A link transmits information from anode to another node. When defining the concept of link, Pearl

•. ,'\t • ,,;". '. ~ _.' .__ . " '. .,' _, .. ,.. ." J .•~ ~ ,', ' , ,. " .
(1988) lists the following four primitives, for whieh we have created examples: (1) likelihood: fish

, ' . . '" .. " • ..,.... ,I .., ..".". . ".
growth is more likely to be increased than decreased; (2) conditioning: if temperature inaeases, then

.. " '." ,'".- . .. '\ _ .'" .' " . .' ., , "' .... ,-,' , .'. . -- . ' " '. ..,~

fish will grow faster; (3) relevance: whether the fish will grow faster depends on whether there will be
'.. " ..... '. . ' '" ' . ' .... ,. I... • . '.e· .' ." • .,,, '"

inereased temperature; and (4) causation: increasing temperature will enhanee fish growth. For more
s' ' , ,., " ~ .' ...~ ,. ,. '.• ,.... ~" ... _.;.t, ,;. • .. , .' ~ • :.,;,.' '", .'. '~.' .... '

discussion and illustration, see Pearl (1988). Another classification based on the information source to
the link is given by Vaiis (1993): (1) deductive: there is, prior iaiöwledge, theOry, or belief concemlng

the interdependency of the tWö nOdes; and (2) inductive~ there is, eorresPondingly, empirlcal

eVidenceordata. '. . ... ' '. . I .... :,. '" .
UI\kS are in two Iäyers. AIi uncirtainty link is definoo as the link matrix Mi ij between two

., ' .'. , " "~ .. ' ' ,t. ( , .- .... ~ .\'.. J .•'

nodes i and j. An outcome link presents a relation between outcomes Yi and Yj of i and j. Because the
, " .,' . .,' '.., " " .. ' . . ... I, ..' ,'" ., ""." •

approach requires tha~ ea~h out~ome has one value, thepropagati~nof outeome values ~s unidirec-
lional, and a functional relationship exislS, Yj =f(Yj). This rel~tion can be either detmniniStic (numeri-

I .
I

I
I
I
I

I

•



Belief Networks in Fish Stock Assessment 5

cal), cr logical (n.tle-based). Fig. 2 (see a~so APPe~dix 1) portrays the idea of two different layers of
links between three nodes: probabilistie links propagated bi-directionally through link matrices Mi I j,

and outcome links Yj = f(yp.

The linkS can be direction specific, i.e., Mi Ij ;!: Mj i j, er they can be negative, i.e., increase in

riode i implies decrease in node j. A link matrix can be either symmetrie or non-symmetrie. If the link

represents pure correlation between two variables, then there is no reason to use direction spedfie or
non-sylnmetric links, but negative links arc very useful. In many cases, there is a clear causal depen­
dency between t,wo nodes, and direction spedfic linkS and non-symIDetrie link matrices are weil ap­
plicable. Varis (1993) presents indices for both defining the information content of a link, expressed
as a value ranging between ·1 and 1 (0 is non-informative), and inverse use of these indices for gen­
erating a link matrix from a link strength index value.

.
Unk 312, 213

, ..

Unk 211, 112 ~tf:mYN'odt'2Wi:t'>1~~1

~:I.::.~
iil<:;.: .•. . ·:.::.::;:~::l

~(:~ 0.10 0,16 0.36 :U:"'a"".70~0.:-:,~0:";;a;'::,':':-::0:.c:-0."""0:-f:'1 0,16 0,30 O,43:~;~i-::0.""55:-:-:0.;;';';:!;5===O,;""5~0.""'5~\): 0.21 0,66 O,70;;:Q
~)·1 0. '0 0,09 0.21 .+ 0,10 0,70 0. 10 0. 10 f·· 0." 0. 13 0." m0,15 0,55 0,15 0. 15 r: 0,21 0.09 0. 10 m~
Wd 0,10 0.09 0.21 ;P 0.10 0,10 0,70 0. 10 ~l} 0,16 0,13 0,19 t% 0,15 0,15 0.55 0. 15 .}§ 0.21 0,09 o,101~:@ ......
:::::::~" 0,70 0,68 0.21 ~:(,~ (UO a 10 0 10 0,70 l' 0,52 0,43 0, 19,~,; 0 15 a 15 0,15 0.55 ~%:: O,3tJ 0,16 0,10~WUnumlnty
t:~~;~:~:~,::.:...>:-~;,,:.~~.:.::-~~,~·_:,:;.,:.: .,::..~...:-;.)~'~~ :t~.b::~;.:·:::::::::::::,::::;::.:.:::,:_::::~::::::::::::::::.:~r:\:: :~;tt::::::::::~:,:::::--,:,-~·~:~,:;_:-:·:- ..::;:--~:s::~::;:::::::::/r;.:Z ur.'

:~EFt:y:::r NOde1:Y~#?ii

~;:-i bel{1) .:i:;:

~:Ld;.-e

. FIg.~ An example three node belief netWork model ~thcI~tennit\isticO?teo~~.Computed
values are set in italics, and inputs are,in dou~~e-linebo~deredcells. Uncertainty layer is abo~e With

figures, and outeome layer is below.

• Networlc propagation

'.-1 <. , ' 'I ,The .question is how to ealeulate posterior belief distribution vect~rs Delj for the nOdes, updätirig

their prior infol'l'Jiation. The algorithm by Varis (1993) is based on Pearrs (1988) tree algorithln. Two
independent tree messages (denoted usuaiIy as 7t and i) are computed (cl., Fig. 1), The updated
belief is obtained as their and the priors convoiution product. The nOdes are linked with link matri­
ces trult can be chosen direction specific. Positive and negative depelldendes bCtWeen ncdeS are al­
lowed. ComputationaÜy, all nodes are li~edwith each o,ther, ar\~ ci non-inf0rma,tive lillk implies no
connection. In a non-informative lillk, each link matrix element has anequal value. All information
on the probabilistic retatlons betWcen riOdeS is expreSSed by unequaI link matrlX element valueS.

Prospects for applicability

Being a relatively novel approach, the number of applicitfons is limited ät this stage. vatis (1993)

provides a prospeenve discussion and review of applieability of belief networkS in the management
of natUral resoureeS and the environIrient. He groups the potential modelling directions in the fol-

lowing live clusters, and discusses and illuStrates tbem With examples: (1) belief and knowledge ac·
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Fig. 3. The bellefnetwork approach facilltates the combined use of several, methodological and
paradigmatic (in italics, see Beck 1991) facetS that are often seen as being fu trom one another., I

, ..1 ..
ASSESSMENT AND PREDIcrION OF BALTIC SALMON STOCKS USING

THEBEUEFNETWORKVPA I
I

... ,." ,.... .. . ,. ,., , .. I
The assessment procedure cons~stsof fo~r steps.They are , "J ".' ,

• Regression models for predicting selected quantities of the salmon stock.
. . ,,' , ".,'" I.' . ,', " ,,'

Calibration of the VPA model and linking it and regression models with a belief network.
" ..,." , '" ' , " " "., ",.' l . " ,. " '"" ..' , ' '

• Prediction of the stock for the present and the coming year using both the VPA and the belief
netWork, modei. .I
• Definition of the total allowable catch using the pre&ctions.

," ,,',' "',', "J ' ,,',. ,.
Fig. 4 ~llustrates the schematic structure of the assessment procedure showing the relations of d~fer-

,. .,'. ,
ent submodels used. I

) •. deC~e back ~::e years ~r=~~~ ~::'; I Täfget yeär.

4.

, . I ..
quisition, (2),decision analytic use, (3) analytical, mechanistic and process modelling, (4) spatial and

'. -' .
temPoral correlations, arid (5) learning and adaptive modelling. In practice, ci belief network can iri-

chide properties from each of these categories (Fig. 3), being
l
a hybrid of several, conventionally dis­

tinct, comptitätional modelling approaches. In this application, regression models and a determinis-

tie mOdel (VPA) are used together as desCrltied below. I
I

I

'.

Dominant
Paradigm

StruCtUf9

Step4

. TAO
decisiOn

Step3

Hybrid
, ,I
Mechanical

Step2

HbridY
I

Mechanical

Step 1

Metric I

':: Pragmatlc
I

Fig. 4. Schematic diagram of the striIclÜre of the assessment proCedure. The more angular a module
is, the mOre important is the expert judgement oomponent. ,

I
!
I
I
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There are a number oE inputs to the model during thc procedure (Table 1). Their uncertainties are
usually presentcd as the coefficient of varhitlon vahie cv:

. (1
CV=-

J.l
(l)

•

where a = standard deviation and J.l is mean. The normality assumption is used in the whole proce­
dure. The bClief.netwgrk handles proba~iUtYdiStributions~iscretisedin~hree outcomes. The input

distributions a~e discretised to have values J.l- 0.97a, j.z, and J.l + 0.97(1. TIUs gives each outcome an
equal prior prol:iabilily, 1/3. This allows easy comparison of prior and posterlor distributions.

SampIe data from the situation hom 1992 assessment work (data from 1991 and TAC advice

for 1993) is used throughout this and next section. Catches of wild and reared Salffion are summed
up due to the large uncertainties in disaimiriation of wild/reared salmon by scales (Arion. 1993).
The computer implementation oE the procedure is described at the end oE this 5ection. In addition,
the inlpiementätion incltides a coIlection of diagnostic plots, examples of which are gfven below.

Table 1. inputs during the assessment pl-ocedure•

Step Type of variables Variable (see Table 3) Para- Substcick
_.metert

1

2

Information on regression
mOdels

VPA PaTameters

Observations

(see teXt arid Tabie 2)

mi,j (naturaI mortality)

F;,j (fishing mortality)

C"(catch)I,}

Sj (post-smolt survival)

(See,
Eq.2)

J.l

cv

Jl,CV

J.l

co

d

eaCh year, smoIts, Al

each year & eaCh year dass

one value for all

tenninal age groups

each year & ea~ year dass

one value for aIi

eachyear

Welghts for(beliefs on) w
regression rriöd,els
Belief m~tWork link sa-ength Beliefs on VPA equations a
parameters

3

4

:

Decision from previous year

Assumption on stationarity

Decision variable

ASsumption on stationarity

Properties of the stock

year-to-year dependence a
interannUäl dependence a
TAC Eor eurrent year d
Volume parameter ß d

TAC for coming year d

Volume parameter ß d
Percentage of wild stock Jl, cv each year dass

Percentage of wild females & cv each year dasS
... J.l = mean, cv = coefficient of variation, d = single value, a = link strengths of the belief network.

Step 1: Regression models

The application makes use of four linear regression mOdels (Table 2). They irre baSed on historlcal
monitoring daia, available frorn nine to ten years backwards..These regreSsions häve been faund

useful, simple predictors in Baltic Salmen stOck assessment (cf, Anon. 1992).
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Table 2. Regression models.
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I

I
!

,

n
10

10

10

0.73

0.60
0.23

y=-45.8 + 4.64x

y =10.9 + 1,43x

y =355,5 + 33x

. EguationI .
,
I

I
Fishing mortality of year dass ~1 y';;' -1.06 + 0.59x 0.70 9

Depelldent (y)

Post-smolt survival [%]

Post-smolt survival [%]

Stock si.ze of year dass Al

Independent (x)

Temperature at SeiH [OC]

Growth of AO+ salmon [ein]

Catch per unH effo,rt fo~ Al+
[number of individuals]

Mean weight of Ai+

•
(2 )2 2 n-l

(7y(1-r)-
n-2

(7y=

where Pi is the number of observations.

. . ... . I ... ..
A regression model y ~ a + bx is used in prediction iri the following manner. Given the observation of
. ,', , '"",. .,'" , , ,.', " , .,

the predictor X1Tll; the mean of the predicted value is y = a + bxm, and the standard deviation is
I

I
I
I
1
I

I
I .

, " " , I".' "',, '
Step 2: CalibTation 0/ the VPA model and litiking it tind regression models with abelietnetWork

, ,,'. ,,' " . ,,', .. . I ".' , " ,,', ~
VPA equations by Pope (1972) were used, in the fonn shown in Table 3. The fishing mortality values

for temUnal stoclcs are assumed. Thiee year d3Sses are included, arid thi-ee years are caiCuiated back-
\.-. • ! -, " . , > •• ',,- .'- " :;. «. . .' ' , "<. -, , < ;. ",.,-'. I,,';.'...~ .'

wards, including the terminal year. Stocking data was used to calculate post-smolt survival rates for

each of the years induded. The proportion of the yeil class Ai is very low (Kuikka & Vans 195m.
, ", , " , , ," ' - I

Therefore, it was exduded. I
I

I
.' " , ., " , • ,1" "

Table 3. VPA and post-smolt survival equations. mi,j is natural mortality of age group i in year j .

Variable

Post-smolt
survival (Si)

Fishing mortali­
tY for AO (Fä,j)

Stock siZe of AO
(No,;)

..Year-2, Year-l

FO,2; -mO,2-bl(Nt,l/No,2) FO,l- -mo,i-Iri(Ni,oINO,l)
I
•

NO,2-CO~"'ofl/
2+ Nt,te"'02 No,l;;' CO,te"'o.l~~+ NlI~"'0.1

, I

,YearO

So = NO,olso

FO,O

N C mo,o+Fo,o
0,0= 0,0, f . '. F J

Fo,~i -e-mol1' 0"'1

Fishing mortali­
ty for Al (Fl,P
Stock siZe of Al
(Nt,;)

Fl,l ~ -mt,1-ln(N2.0INl,1)
i
I,

NÜ=Cl,le"'l,i/~N2.oe"'1,1

Fl,O

" 7711 O'+F1' 0N C ,... , ,
1,0= 1,0 ,f . '.. F J

FÜ~1 - e-"'111' I"'J

Fishing mortau­
ty for A2 (F2,p

Stock siZe of A2
(N2,;)
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The VPA model was used as such in further steps, and it was also used as an outcome layer in a be­
lief nE~tWork model. The architechue of the uncertainty iayer is presented in Fig. 5. Each link has a
syriunetric link matrix Milj, which is not direction specific. The matrlces are presented as single in­

put parameterS, using the link strength parameter approach (see Varis 1993).

The interpretation of the links is belief on the level of depeIldencY, in the nature, of the re­
spective variable pair. There are linkS that refer to interannual dependence of the year classes, links
that stand for within-year dependence of age groups, links indicating the belief on the level of de­
ScriptiOI\ of a mathematical relation (VPA equation) in the model, and combinatioris of these.

I

YEAR-3 YEAR-2 YEAR-1
(terminal)

YEARO .
(assessment)

(3)

•

•

Fig. 5. The belief network circhitecture: uncertainty layer.

. ,
Irl addition.to the VPA model information, the predictions from the regression models (Tabl~ 2) are
merged in the belief netWork model. 'IbiS is done in nodes PSM, FI, and Nt using the following
equationS, under the nonNlity assurnption:

J.t ;: ...~..:."_+~~~J4_'_W_'k

1+~Wk

(4 )

where JJ.' is joint mean and a ,2 is joint standard deviation of the VPA and regression .InOdels k, alld
Wk is the weight assign~ to the regression model k. For the abOve mentioned nOdes~ the normal dis-

tribution rei'resent.f<i by these parameters is used as the prior diStribution to the belief ne,iWork. For
the other nodes, the VPA outcome represented Wfth~ and~ is used as the prior distnbution.

After each ciW\ge, the bellef netWork rettJms the uj)dated posterlor distributions for each

node. These distributionS are usect in (t) iteration of tenrunat fishing mortaIlt}1 rates (bOth means and
coefficientS of variation), (2) other diagnostic purposes concenung the iI\formatiOI\ available at this
stage, and (3) as inputS tO the pI-ectictive model. The fus~of these useS deserv~ more detailed expla­
nation. The differences between the prior and pOsterior distributions indicate the additional iriforma-
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'. I
tion obtain~ from the belief network, using desired link st~ength parameter values. If desired, both
" . , '._ • . ....1.."

the prior mean and the prior coefficient of variation can be iterated quite quickly to equal the cone-
, , " .' ",' I , '"" ' '"

sponding posterior values, once there are not major controversies between different sources of in-
formation. These, possible contfoversies, together With relative weighting of information from eimer-

, " ....,.,, ", ", .'",
ent sources as merged using Eqs. 3 and 4, can be illustrated, ~.g., as shown in Fig. 6.

a.

30,0%
b

28,0% ,...--

26,0% -.-24,0% - mSlvpa
22,0% '--- ,...--

20,0% o silo
18,0%
16,0% '--- ~slG
14,0% '-----

12,0%
10,0%

slT slG Slvpit ., ....•

e

i I

I:

< , ~ '.. , ' , . , " ~ . c . ,I . " ""... 'e', -,.' ~. t '

Fig. 6. SampIe diagnostic plots for merging of VPA and regt:ession information. (a) Post-smolt sur-
vival rate for yeal -1 fiomtemperattire regression (S In, from the regression based,on growth datä

of pOst sm<>lts (S IG), and from VPA model (S IVPA). The prior imd postenor distributions of the be­
,lief network are also shown. The figiue shoWs the JJ+ 0', Jl, arid JJ - 0' values for each distribütion.

Solid, horizontallines are for prior and dotted for posterior distributions. (b) PrOportion of explana:
tion of the three different models to the prior distribution of the belief network mOdel (valueS in the

denominator of Eq. 4 are comPared).

Step 3:Predidion I
, . , ",,' , " ,'" \., ' "

The assessment procedure produces two predictionsi using Eqs. in Table 3. Theyare:

• yPA prediction. " . . .. I, " "' " '
• Belief netWork model prectiction, which aggregates the VPA information With regression

; ,. • t • _ 'j ,e,,·l , .. ;~ ;., '" ~ y" _.< ',' , ,.,. ,.e J .. ~ """,,. ~ ." ..,' . ' i"
models and the inserted weights and beliefs on these information, and uses this as input to the pre-
,Üctive equations of the VPA~ I

The most recent stoc:king information is given as inpdt, together wlth a volume parameter ß
, '. ; .. " ,~ ..,'. , . " .. ' ". ".~ ,"; .... , ~ " .... .... " .,

which allows the indusion of an assumption of the level of stationarity of the structure of lishing
hetween conseeutive years. it is left as the task oE the exPert(s): to choose heurislically the recommen:
dation for the TAC decisicn,. given tWo uneertairl pfedietfons (·Fig.~. Besides the belief network pre-

, ,0, • ~. '>. "j , " ,,,,,, L ,,,_

diction, the VPA prediction has been in such a wide use within ICES that its indusion as a compara-
tive element in the procecture has beeil oonsidered important. I .

• , ". I

Step 4: Definition 0/ the Total Allowable Catch I
, " ,. ,... ' . , .. ', ",' , i." 0 L " ' 0, '. •

At this step, a set of additional monitored, but still rather uncertain parameters must be fixed. They

are the proportions of Wild saimon arid females, both fcr all three age groups (Ai, Al and A3). For
them all, also coelfioents of variation are neected tO aIiow h.1nciung of uncertainty. Also here, the pa­
rameter fJ c:ail be uSed to describe the e(fect of the total effort cruinge. Seile sampie data on the pro-

'. • ,,', • '.... " .. .' ..... ",.;.e '1 .•. d "'.' ". • ' .. ~'" ,a

portion of wilds (induding some errar in the discriminate assessment by scales) and estimates on the
wild and reared smolt productions Me available <e.g., Anon. 1993). The uncertain foreeasts of the tO-

o , ' '., ",' ".' ,," ", 0" ,I "",' ,0 ,

tal stock, the age structured stock, and the number of wild, spawning females are the basis for the

TAC reeoinmeridation (Äppendix 2c). I

\
I

i
I
I.

•
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Sensitivity analysis of belief netWork links

11

In order to anaiyse and illustrate the rolesof different links in the network, two sensitivitY analyses
were carried out. In the first one, the studied variables were the fishing mortaliÜes for the temi.inal
year, and in the second, the stock sizes for the terminal year (Table 4). The relative difference in the
deviation between the prior and the posterior means was used as the indicator of SensiUViti L1:

Jl'" - ~ Jl'N-JlN

Jln J.lN
.1"--------

Jl'N-JlN

J.lN

(5)

where Jl is pnor and Jl' is posterior mean. N refers to nonunal, and n to pertÜrbee1 link stren~hpa­
rameter values. The used values were 0.1,0.5, and 0.9.

anly the linkS in which one or both of the interlinked variables werE~ fishing mortaÜÜes, in­
duced changes in the first sensitivity study (Fig. 7). Terminal fishing mortalities were most sensitive
to the links betWeen Fs of two consequent age groups, within one year. .

rn the second stUdy, each studied link group caused changes in stOCk sizes of the teiminal
year. The rn,ost sensitive link groups wEife those between post-smolt su~Vais and N(~O)(witiun one
yeär), and thoSe between ix>st-smolt sWvivaIs and between N's, both between two sUbsequent years.

Table 4. Classification of links for the two link sensitivit}r analyseS, and indexing in Figs 7 and 8. The
indiceS in bold indicate the most sensitive caSes. + denates next age group, • denotes next :rear.

Timedomain

Within a year

Between two subsequeni 'yem

F-N

Uilktype

Between post-smolt survivals and N: AO
Between F and N of an age group
Between Fs of two consequent age groups
Between }'Ost-smolt survivals
BetweenFs
BetWeenN's

Tenninal F Terminal
(Fig. 7) N (Fig. 8)

no influence 5 - NO
F-N F-N
F~F+ F-F+'
710 infi.uence 5..;.. S·

F-F"'+ F-P+..
110 in[luince N - N·

F-P+

A2

Fig. 1. ReSultS of the sensitiVitY study for fishing moi1allties of the tem\inaI year, with respect to links
as grouped in Table 4.
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5-NO F-N F-F+

A2A1

0,05
o

-0,05
-0,1

-0,15

-0.2 --=--~_J
AO

AOA1

.r--V'-r-_~./ i
I
I

I

0,1
0,9

,5 0

-0,1

-0,2

AO

F-P+

A2

N.;.;. N*
I
I

I
I,
0,04
',.. '

0,02

o
-0,02

,-0,04
N:J

I

I
A1A2

0,

0,9

"

5-5*

AO

"',' " ' ' ' " ,,' " .. ' ," .1,. ',' " ,.' '. '
Fig. 8. Results of the sensitivity study for stock sizes of the terminal year, with respect to links as

grouped in Table 4.

, .:,' .. .. ." " ,',_ .. C" I ~

As a third sensitivity study, a corresponding procedure was perforTned to the weights of the tWo re-
,', ".' " .... " "," .' .' l '... ," , .,' '. ..

gression models predicting post-smolt survival (Fig. 9), with respect to stock sizes for the terminal
, .e" .~., _, _-.',' '1 -".' .' ,'._' ~J :·1 .. ,. ," ." .. " r

year. The temperature regression appeared' to have he greatest impact on Al, while the growth Te-
• ' h' ,,' , •. ", .,,', "

gression appeared the more influental the younger the fish group ist ,'"

i •,---------------,-------------,
alT alG

I
,."I.. .' .. .. ~. ..' .". '.' ,. :' . • '. " .,. '.' . ..,~ .e,' ,i', " _\ . "\',.'.. _, ..

Fig. 9. Results of the sensitivity study for stock sizes of thet~ year, with respect to two regres-
sions used to predict post-smolt survival. '

I
i I
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Microsoft~ Excel 4.0 spreadsheet was used for coding the system described above. It allows the
portability within Windows™ and AppleQ!) ~1acintosh$ environments. For the belief network, the Fe

BeNe (Varis 1992) spreadsheet toolkit was used. Excel contains a number of statistical, ma~ematicaI,
and matrix funetions that were very practical in the realization of the system. For instance, functions
such as NORMDIST, NORMINV, and NORMSDIST were used frequently when dealing with normal
probability distributions. As another example, Appendix 1 shows the source code of the belief net­
work (actually a ehain) in Fig. 2,that uses the MMULT function to perform belief updating in the net.

The user interface worksheet consists of six areas: one for each assessment step (Appendix 2)
described above, a selection of (readily extendable and relocateable) diagnostic plots, arid a variety of
auxiliary, computational routines.

S. DISCUSSION AND CONCLUSIONS

In the management of natural and environmental resources, there is a need to produce tools - com­
puterised systems - that provide aid to experts in combining the information !rom multiple sources,
eonsisting typically of numerous, very uneertain enti\ies. It is often useful to be able to combine vari­
ous empiric81 information to structurally experienced, deterministie models sueh as the VPA iIl
fisheries management. In addition to the support in tuning of the parameter values, and in the as­
sessment of the associated uncertainty is ver}- imPartant. All this is beeause data is very often
exceedingiy sparse, the costs for date! eollection allowing purely empirical forecasts are far too high
to be rational, and the importance of the arialytieal indusion of the associative. way of human
judgement in eomplex problems (cf., Rowe &t Boulgarides 1983, Rowe &t Watldns 1992). Yet abOve
a11, we are dealing with important, real world problems that eall for the beSt avanable methodology.
Computational problem solving should target, in particular, at enhancing the learning abOut the
problems (Shafer 1981).

The present application shows an example on a management problem where plenty of ex­
pert judgement is needed. Especially, the combined use of different information sources is a difficult
and time consuming process, e.g., in Uu! working groups of lCES. Moreover, the decision problem
and the system (ecologicaI, political, ete.) are subjected to eontinuous, substantial, almost unpre­
dictable, changes. Olle to the short time series, 12 is a poor basis to judge the relevancy of different
information sources. In this case, the historical data gives a good correlation for the mean weight of
Al+"and ftshing mortalitY, but due to the changes of the market priees, the effort of the off shore
fishery has decreased and the F pl'ediction ts not feJevant anymore.

With respect to the advice given to the managers, the belief network approach olfers possi­
bilities for constructing computerised environments that allow systematie group discussions on the
role, reUability, and usability of information !rom various, different sources, arid of varying charac­
ter. Systematie use of link parameterS gives a good overview of the role of different information. The
beUef network helps both in the diagnosis of the problem. including information available, and in the
predictions. The more deviations there are between priors ~nd posteriors, and between VPA fore­
casts and belief network forecasts, the more inconsiStencies there are in the system.

Even though the role of subjective information is olten understated and even deiued at lCES,
subjeetlve evaluation is very olten needed. It is very important that the role of expert judgement is

made clear, and the assessment proCedure is open for discussion, e.g., at workShop meetings. In ad­
dition, it is important that all the relevant infonnation includlng cOmputational models are set in a
framework that allows thetr indusion 01' exc1usion, or merSfng and weighting - dePending on what

--
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is seen reasoriable - to produce the best available forecaSt f6r the given puipose. In the sampie case,
, , ,

the belief network model produced a more accurate forecast than the VPA model alone. This is due

to the ability to include empirical information. \
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APPENDIX 1
Source code (Microsofl* Excel4.0> of the example belief network model in Fig. 2.

E F G H I J K L_1 . : ""'-~ . : ,'. :'. ,:,:.' ',~'. :, .. u._ I 12
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APPENDIX 2

User interfaces of the four steps of the assessment procedure.

(a) Regression models (d. Table 2 and Eq. 2). Numbers in bald are inputs.

1989 1990 1991 1992
30'0%1 •.•T [Cl 14,8 15,3 13,7 15 _ ~

FS;.L;rT~--l~s(~:S)~-==-=r2=-+-,;,n:---lll----I 20.0%~ ... •
t-~=-~0~.~05;.;;9+-0~,73~~1~0~=:=;=~ 10.0%

~(Sll) 22.9% 25.2% 17.8% 23.8%
r-::s7.(~S:::)In=--/-73.-==3o;.:7o:.r::3~.3::-%+~3.-==3%:-:-:-t1-::3:-:.3=CYo:-il 0·~3-.5--'4--'-4.-5-'-5--'5.5

G[cm)

51G
30.0%1

5.8 6.2 7.4 . .
• •. .

.
•

. .
;-.-.. .

10 155

1500

1

CPUE(U) 14.4 12,7 10,4

N:AllU seN) r2 n 1000
1-":"'+~+~-+-~Il---1

1-7:"':":'"::-::-+-2~63~,9+:0=,23~t-=-::':-:0-=i_-l 500
1-!:f.l(l.::N:.:..'I!.::U)!..f-~83~0.:..:=.1+n..:..4~':-'1-6::-:9;.::8::.3-i-_-1 0~ _

s(N1IU) 245.6 245,6 245.6 0

•84 62os(FIG) 0.173 0.173 0.173
f.l(FIG) 0.828 2.362 2,598

F-G=.:.::...+~3:..;;'2.:....t_5,;,;;'8~i-6_,2-t-_-t 32:1 ~ _F:A1IG s(G) r2 n

0,298 0,704 9

0.
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APPENDIX 2

User interfaces of the four steps of the assessment procedure.

17

•

(b) Estirnation and tuning of the VPA and linking it with the belief network. J.l shows the mean

and cu shows the coefficient of variation of the prior distribution to the belief network. In that distri­
bution, the regression information is included. y shows the three outcomes of the VPA distribution,

each with equal probability in the pure VPA calculation. bel indicates the posterior probabilities, cal­
culated by the belief network, for those outcomes. J.l' and cu' are mean and coefficient of variation of
the posterior distribution. Numbers in hold are inputs.

cv(m) 0,4

cv(C) 0,2

w(SIT) O,~

w(SIG) O,~

w(NIU) 0,9

w(FIG) 0,01
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APPENDIX 2
User interfaces of the four steps of the assessment procedure.

(c) Forecasts and the TAC decision. Means and coefficients of variation of the VPA forecast (~

and cv, respectively), and of the belief network model forecast (~' and cv', respectively). At the lower

right hand corner, the users of the system are allowed to fix target levels for the spawning wild fe­

males, and the cumulative probability is shown for the realization of the goal. For more details, see
the text. Numbers in bold are inputs.

•

cv ~'

0,3 0,016

0,119 834,9

0,269 6,461

cv ~'

0,363 0.408

0.136 503.8
0,206 265,8

Il cv Il'

1.538 0,3 1,544

0,345 247,2

0,286 416,1

cv 11'

402.2

1,295

498,5

cv ~'

cv

0,3 684,7

0,3

0,28

0,2M

0,363 143,2

cv Il'
0,3 0,996

0,245 457,3

0,297 258,2

0,273 0,408

y bei ~' 1993

14"%~ 23.2%
23,0% cv'

1~""""""=-+3="'1';-,1:-::o;,.,.-lo 0,106

mmmn:mg 0,016 0,3 0,016

:;:))t'MH 840,1 0,119 834,9

:mt~ij_ 6,483 0,269 6,461
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o . ~/.."-4-'-+---+- ~+___l

o~§§~~~~§~§~ N

V1"
1/

0,8 t--i--+-+-h/,~,'-t--+-+-t---i

0,6 t-+-+-+-j-,l-;+-,t-+-+-+--+--i

0,4 +--f---1f---1+:'!,--+-+-+-+-+---i

"0,2 I-I-f--,o'l';""-+-+-+-+-+-t--iV/


