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C O N F I D E N C E I N C O A S TA L F O R E C A S T S

This thesis answers the question “How can we show and improve our
confidence in coastal forecasts?”. The question is answered by provid-
ing four examples of common coastal forecasts. For each forecast it is
shown how confidence intervals can be created and improved.

The coastal forecasts discussed in this thesis all have some relation
to safety. The forecasts are separated into two parts: forecasts related
to mitigation and forecasts related to preparation. Preparation and
mitigation are two links in the safety chain, commonly used in emer-
gency management. It is argued that in both phases coastal forecasts
are important. It is shown that although the time and spatial scales
are different, the methods used to generate confidence bands are the
same for both preparation and mitigation.

For the mitigation approach to coastal safety, which includes mea-
sures that prevent a disaster from taking place or reducing the effect,
the one in ten thousand year storm-surge level estimate is used as the
first of three examples.

For the design of cost-effective coastal defence a precise estimate
is needed of the 1/10000yr−1 storm surge level. A more precise esti-
mate requires more observations. Therefore, the three greatest storm
surges that hit the northern part of the Holland Coast in the 18

th cen-
tury are reconstructed. The reconstructions are based on paintings,
drawings, written records and shell deposits that have recently ap-
peared. The storm-surge levels of these storms have been estimated
using numerical modeling of the coastal processes. The analysis of
these storms shows how these reconstructions can be used in combi-
nation with extreme value statistics to give a more confident estimate
of low probability events.

The second example of a coastal forecast is the erosion trend. It
is shown that the confidence interval can be used to determine how
much the erosion trend is affected by the recent policy change. It is
also shown that the confidence bands, in this case, can be improved
by taking into account the autocorrelated errors.

The third example of a coastal forecast is the sea-level trend. Sea-
level rise rates have become important drivers for policy makers deal-
ing with the long-term protection of coastal populations. Scenario
studies suggest that an acceleration in sea-level rise is imminent. The
anticipated acceleration is hard to detect because of spatial and tem-
poral variability, which consequently, have become important research
topics. A known decadal-scale variation is the 18.6-year nodal cycle.
The study of sea-level rise forecasts shows how failing to account for
the nodal cycle resulted in an overestimation of Dutch sea-level rise.
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Accounting for the nodal cycle increases the probability of detecting
acceleration in the rate of sea-level rise. In an analysis of the Dutch
coast, however, still no significant acceleration was found. The nodal
cycle causes sea level to drop or to rise at an increased rate; therefore,
accounting for it is crucial to accurately estimate regional sea-level
rise. This is an example of how including a confounder can increase
the explained variance and thereby the probability to detect accelera-
tion. A global map of the nodal tide is presented in this thesis.

The second part of this thesis addresses the preparation approach
to coastal safety. The preparation phase involves influencing behaviour
to limit the impact of a disaster. In the last decades a lot of effort has
been put into systems that forecast hydrodynamic conditions at the
coast, a few days ahead. The preparation part describes the expan-
sion of the operational forecast systems with information on coastal
morphology.

For practical applications of the operational morphological forecast-
ing system the question is “how confident can we be in morphologi-
cal predictions of several days ahead?”. This question is answered by
assessing the prediction skill as a function of forecast lead time. It is
shown that the intertidal beach volume change at the Egmond study
site can be predicted up to three days ahead with a reasonable skill.
It is argued that this is not enough. Reasonable is not good enough
when taking into account the effect of false alarms.

The operational forecasts are also extended with confidence inter-
vals. What error source should be used for our confidence band
around morphological forecasts? Two methods to compute confi-
dence bands are compared. 1. The morphological error method is
based on the assumption that old forecast errors are representative
for future forecast errors. 2. The ensemble method is based on propa-
gating the ensemble errors through a chain of nested numerical mod-
els. The method based on morphological errors gives a more accurate
confidence interval.

This thesis concludes with a discussion where the different meth-
ods to include confidence intervals are compared. It is argued that
including confidence intervals around forecasts is part of a broader
movement to work towards an evidence based practice.

The new and improved confidence intervals can be used to make
more realistic and more cost effective decisions.
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V E RT R O U W E N I N K U S T V O O R S P E L L I N G E N

Dit proefschrift beantwoordt de vraag: “Hoe kunnen we vertrouwen
in kustvoorspellingen laten zien en verbeteren?”. Deze vraag wordt
beantwoord aan de hand van vier voorbeelden van typische kustvoor-
spellingen. Voor elke voorspelling worden betrouwbaarheidsinterval-
len bepaald en verbeterd.

De kustvoorspellingen hebben alle vier een relatie met kustveilig-
heid. De voorspellingen zijn onderverdeeld in twee delen: voorspel-
lingen gerelateerd aan mitigatie en voorspellingen voor preparatie.
Preparatie en mitigatie zijn twee schakels uit de veiligheidsketen. In
beide schakels zijn kustvoorspellingen belangrijk. De methoden om
betrouwbaarheidsintervallen te bepalen voor deze twee schakels zijn
gelijk, ook al variëren de tijd- en ruimteschaal.

De mitigatie aanpak omvat de maatregelen om te voorkomen dat
een ramp plaats zal vinden of om de gevolgen te beperken. De eer-
ste van de vier voorspellingen is het stormvloed peil met een terug-
keerkans van een tienduizendste per jaar. Voor het ontwerpen van
een kosteneffectieve kustverdediging is een precieze schatting van het
1/10000yr−1 stormvloed peil nodig. Een meer precieze schatting vereist
meer observaties. De drie grootste stormen die de kust teisterden in
de 18e eeuw werden gereconstrueerd op basis van historische gege-
vens (tekeningen, schilderijen, geschriften en schelpenlagen) en een
numeriek model om de kustprocessen beschrijven. De analyse van
deze stormen laat zien hoe een combinatie gemaakt kan worden van
reconstructies en extreme waarde statistiek met als doel het verbete-
ren van de betrouwbaarheid.

De tweede voorspelling is de erosietrend. Met behulp van een sta-
tistisch model wordt bepaald hoe de erosie trend is veranderd door
de recente beleidsverandering. Dit voorbeeld laat zien dat betrouw-
baarheidsintervallen kunnen worden verbeterd door rekening te hou-
den met de autogecorreleerde fouten.

De derde kustvoorspelling is de zeespiegeltrend. De snelheid van
de zeespiegelstijging is een belangrijk kengetal geworden voor kust-
beheerders. Studies die uitgaan van scenario’s suggereren een aan-
staande versnelling van de zeespiegel. Deze versnelling is moeilijk
te detecteren vanwege de ruimtelijke en temporele variaties. Een be-
kende variatie is het 18.6-jarig getij. Het onderzoek naar het 18.6-jarig
getij laat zien dat, door het langjarig getij niet mee te nemen, de Ne-
derlandse zeespiegelstijging is overschat. Door deze cyclus wel mee
te nemen, is de kans om versnellingen te detecteren vergroot. Des-
ondanks is er nog geen aanwijzing in de metingen voor een recente
versnelling. Het 18.6-jarig getij is belangrijk om mee te nemen in regi-
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onale trendschattingen, omdat de trend anders over- of onderschat
wordt. Dit is een voorbeeld van het verbeteren van betrouwbaar-
heidsintervallen door het meenemen van een confounder. Van het
18.6-jarig getij is een wereldwijde kaart gemaakt.

Het tweede deel van dit proefschrift behandeld een voorbeeld van
een preparatie aanpak voor kustveiligheid. De preparatiefase omvat
het beïnvloeden van gedrag met als doel het voorkomen dat een ge-
vaar een ramp wordt.

In de laatste jaren is er veel moeite gestopt in het ontwikkelen van
operationele systemen om de hydrodynamische condities langs de
kust een paar dagen vooruit te kunnen voorspellen. Dit deel van
het proefschrift beschrijft de uitbreiding van het operationale systeem
met informatie over kustmorfologie.

Voor de praktische bruikbaarheid van het operationele morfologi-
sche voorspellingssysteem wordt de vraag gesteld: “Hoe goed kun-
nen we de morfologische voorspellingen, een paar dagen vooruit ver-
trouwen?”. Deze vraag wordt beantwoord door de voorspelvaardig-
heid te bekijken als functie van de voorspelhorizon. Voor de studie-
locatie Egmond vinden we dat we de morfologieveranderingen in de
komende drie dagen met een redelijke vaardigheid kunnen voorspel-
len. Redelijk is echter niet goed genoeg als we de negatieve gevolgen
van het verstrekken van valse waarschuwingen in overweging nemen.

De operationele voorspellingen zijn uitgebreid met betrouwbaar-
heidintervallen. Hiertoe zijn twee methoden vergeleken, elk met een
andere bron van fouten. 1. De morfologische fouten aanpak. Deze
gaat ervan uit dat fouten uit het verleden een goede voorspeller zijn
voor fouten in de toekomst. 2. De ensemble aanpak. Deze is geba-
seerd op de aanpak van error propagatie door de modelketen. De
morfologische fouten aanpak geeft meer valide betrouwbaarheidsin-
tervallen.

Dit proefschrift eindigt met een discussie van de verschillende me-
thode om betrouwbaarheidsintervallen toe te voegen. Het toevoegen
van betrouwbaarheidsintervallen om voorspellingen kan als onder-
deel worden gezien van de bredere beweging om naar een “evidence
based practice” toe te werken.

De nieuwe en verbeterde betrouwbaarheidsintervallen kunnen wor-
den gebruikt om meer realistische en meer kosteneffectieve beslissin-
gen te nemen.
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1.1 coastal forecasts and the safety chain

It was the night of February 28
th

2010, when the coastal
town of La Faute-sur-Mer flooded. The people knew that
the Xynthia storm was coming, but they did not know that
the 200-year-old sea wall would breach. They were not in-
formed of the expected water levels and closed their elec-
tric shutters to protect their windows from the wind gusts
of over 25 m s−1. People woke up with their beds floating
in 1.5 m water, only to realize that without the electricity
to open the shutters, there was no escape. In France 47

people died, most of them from drowning [Kolen et al.,
2010].

The above illustrates how the coastal safety chain can fail. The
safety chain, commonly used in emergency management [for exam-
ple Settle, 1985], consists of four links: i) mitigation ii) preparation
iii) response iv) recovery . Each of these links represents a phase. This answers

Question 2.1 .The mitigation link covers the design and maintenance of a coastal
defence that withstands the effects of a storm. The level of protection
of the coastal defence is always limited. Or at least it should be, for
the extra costs needed for a higher safety level should be weighed
against other possible investments.

For coastal towns like La Faute-sur-Mer such a cost-benefit evalua-
tion results in a relatively low economically optimal safety level. The
coastal defence only protects a small town and not the entire hinter-
land. The low safety level was indeed in effect. Even though the
levees were past their design lifetime, the strengthening was delayed.
It was thought that money was best spent elsewhere. Unfortunately
this risk culture was not shared between government and the inhab-
itants [Chauveau et al., 2011]. The risk awareness of the inhabitants
would have been greater, if they were informed of their updated (in-
creased) flooding probability due to the lack of maintenance [Anziani,
2010].

The preparation link should have provided the people with rele-
vant and timely information. People were informed of an approach-
ing storm, but not of a probability of a breach in the sea defence,
nor of the probability of water levels rising so fast. Mayor Marratier
was informed of a possible flooding four hours before it occurred
[Parisien, 2011]. This was not timely enough for him to retract the
advice that inhabitants should stay in their homes.

The other two phases of the safety chain are response and recovery.
The response phase entails the activities when a disaster is occurring.
The recovery phase covers the activities that take place after the dis-
aster has occurred.

This example illustrates that a coastal defence should consist of
both a mitigation and a preparation link. Unfortunately, for the 29
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inhabitants of La Faute-sur-Mer that lost their lives that night, both
links failed.This answers

Question 2.2 . In both the mitigation and preparation phase coastal forecasts are
important. The forecasts for these two phases are covered in the two
main parts of this thesis (Part i: Mitigation, Part ii: Preparation).
Splitting up the coastal forecasts by safety link makes it easier to
discuss different forecasts. The time and spatial scale for mitigation
and preparation are different, in the order of decades and greater for
mitigation and in the order of days for preparation.

For the response and recovery phases there are also interesting fore-
casts to be made, but these are not specifically coastal.

The response phase occurs when a disaster is happening. The main
question is “Where did it go wrong?”, rather than “Where could it go
wrong?”, based on observations rather than forecasts. The relevant
forecasts in this phase are often nowcasts and less specific for coastal
disasters. An example is “What is the number of casualties?” [see for
example Jonkman and Vrijling, 2008]. The number of casualties from
a flood is similar to estimating the casualties caused by other natural
disasters, epidemics or an act of war.

The recovery phase occurs after the disaster. Examples of recovery
are the rebuilding of property and the accompanying spatial planning
problems. Here also, the forecasts that are relevant are not specifically
coastal. For example the question “How long are the repairs going to
take” is relevant for people to know when they are able to return, but
it is not a coastal specific forecast.This answers

Question 2 .

1.2 confidence intervals

Coastal forecasts predict hydrodynamic and morphodynamic pro-
cesses that vary in time and space. This variation can be predicted
partially. To represent this variation a “confidence interval” can be
used. This section starts with a description of the wider concept of an
interval estimate, followed by examples of different interval estimates,
with the goal to explain what distinguishes confidence intervals from
other interval estimates.

1.2.1 Definition

Let us start with a definition of an interval estimate, following [Ney-
man, 1937].

Definition 1.1 (Interval estimate). The estimate T of population pa-
rameter θ by giving the limits

(
θ, θ
)
, between which the true value of

θ presumably falls. �

An interval estimate, as opposed to a point estimate, represents the
idea that it is very unlikely that an estimated parameter T is exactly
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equal to the true, population parameter θ. In coastal forecasts the
parameter of interest is often a physical quantity, a variable with a
unit of measurement.

The estimate of the size of the interval is often deferred from the
precision, the reciprocal of variance [pp 245 Gauss, 1809]. The source
of the variance depends on the parameter of interest. Figure 1.1
shows examples of interval estimates, each based on a different source
of variance.

(a) Inter-model
setting of the AD 1600 step where more proxies (57) are
available. The variations are comparable to those seen in
Figure 1. The spread is particularly large in the earliest part
of the simulations, especially among those with a calibration
RE higher than MBH (cf. SM). But they have a negative
validation RE, which indicates overfitting.

4. Uniformitarianism and Extrapolation

[16] Fundamental to all dendrochronological inferences
on climate is the following principle of uniformitarianism,
as stated by Fritts [1976, p. 15]: ‘‘Therefore, one can
establish the relationship between variations of tree growth
and variations in present-day climate and infer from past
rings the nature of past climate.’’ The principle obviously
generalizes to the broader context of multiproxies, but
evidently our results do not give such a relationship, at
least not one that is sufficiently robust. But as Fritts [1976,
p. 15] continues: ‘‘In order to make this kind of inference,
however, it is important that the entire range of variability in
climate that occurred in the past is included in the present-
day sampling of environment.’’ This is, in fact, the basic
condition of statistical regression - but only one half of it.
The other half applies to the tree ring variations: They also
must lie in a range that is dictated by the calibrating sample.
This, however, is not the case here. For almost all of
the 24 proxies, the range of the millennial variation is
considerably larger than the sampled one, with numerous
cases of proxies exceeding 7 and more calibration standard
deviations (cf. SM). As a consequence, the regression
model is extrapolated beyond the domain for which it
was defined and where the error is limited.
[17] This is illustrated by the example of Figure 2. From

the simplest variant 100000 the part of the model related to
the proxy predictor #20 (P20) is shown. While the model is
calibrated using a P20 standard deviation of 1.0, for the year
1644 it is applied to the case P20 = 4.1. For that scale, it is
unknown whether the linearity assumption on which the
regression model is built still holds. But even if does, for a

given linear model y = B x the error (indicated by d)
propagates as

dy ¼ B dxþ dB x: ð1Þ

[18] The larger x, the more dominant becomes the second
term, especially if dB, the model estimation error, is
significantly nonzero. Following Johnson and Wichern
[2002], we estimated dB to be in the range of 20% for
P20 and the model 100000.
[19] It is evident that estimates of dB are indispensable to

adequately assess the model behavior under extrapolation.
Unfortunately, we were not able to find or derive such
estimates for models with criteria INV and RSC. But due
to phenomena such as colinearity (see above) and
overfitting (dB generally increases with the number of
model parameters. Models of the kind considered here are
susceptible to both, and this would at least partly explain the
large spread of the reconstructions.

5. Conclusions

[20] By combining 6 standard criteria to define variants
of the basic regression method used in MBH98 we have
found an enormous spread in the resulting millennial NHT
reconstructions from AD 1400 onwards, with none of
the criteria being solely accountable for the spread. This
uncertainty persists even among the best performing
variants, and we believe that we were able to trace it back
to a scale mismatch between the full millennial and the
calibrating proxy variations. Under such circumstances, the
regression model leaves its generic domain of validity and is
applied in an extrapolative manner. Even if linearity still

Figure 1. 26 = 64 variants of millennial NH temperature,
distinguished by smaller (light grey) and larger (dark grey)
calibration RE than the MBH98 analogue (MBH, black).
Instrumental observations are dashed. All curves are
smoothed using a 30y filter.

Figure 2. Extrapolation of regression model 100000. The
dashed curve indicates the distribution of the calibration
domain of Proxy #20 (P20), with a standard deviation of
1.0. For the year 1644, the model is extrapolated to more
than 4 times of that scale (grey circle). Ordinate is the
relative contribution of P20 to the simulated NHT. Error
propagation indicated by two dotted lines (see text).
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(b) Inter-method
[Bürger and Cubasch,
2005]
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Day 
Figure 16. Anomaly correlation of 500 hPa height over Europe between individual ensemble members and control 
forecast as a function of forecast time; Panel (a) ensemble from 30 October, @) ensemble from 31 October and (c) 

ensemble from 1 November 1993. 

the unperturbed control forecast at day 7. For the second and third ensembles (again at 
day 7) this number reduces to 8 and 2 out of 32 respectively. Hence not only is the day-5 
prediction for tv more reliable than the day-7 or day-6 forecasts because of shorter lead 
time, but also the atmosphere is evolving towards an intrinsically more predictable phase 
from 30 October onwards. 

(c) Ensembles
[Molteni et al., 1996]

24  DELTACOMMISSIE 2008

There is a connection between global 

temperature increase and the expected 

sea level rise. Temperature increase is 

caused by greenhouse gas emissions, 

the most important source of which 

is fossil fuel combustion. The present 

concentration of CO2 in the atmosphere 

is about 385 ppm. The future progress 

of this concentration depends in part on 

future socioeconomic developments, 

political agreements, and feedback 

mechanisms in the physical climate 

system. According to the IPCC, a 6°C 

temperature increase may occur in 2100 

if the atmospheric CO2 concentration at 

that time increases to about 750 ppm.

The IPCC A1FI scenario, which the Delta 

Committee has used as the basis for its 

estimates of several major components 

of sea level rise in 2100 / 2200, gives a 

good picture of general socioeconomic 

developments that could lead to such 

an increase. The most important reason 

why this scenario leads to very high 

emissions is that investments in new 

technology concentrate on fossil energy 

as the motor of the global economy, 

including the use of abundant supplies of 

coal and unconventional oil in tar sands 

and shales, with high CO2 emissions 

per unit of energy consumed. This 

has a greater effect on emissions than 

improvements in energy efficiency. This 

scenario is realistic, as witnessed by 

the fact that actual emissions since 

2000 are in line with, or even exceed the 

IPCC A1FI scenario.1 At the same time, 

it should be noted that improvements 

in the reduction of CO2 emissions 

from coal use, as well as CO2 storage, 

are developing rapidly. It is at present 

difficult to determine the total effect of 

technological advances.

According to the UN Framework 

Convention on Climate Change, 

the atmospheric concentrations of 

greenhouse gases should be stabilised 

at a level that will allow ecosystems to 

adapt naturally and to permit sustainable 

development, while not imperilling 

food production. At present there is 

no political consensus on the relevant 

stabilisation level, but the European 

Union has agreed as a goal of its climate 

policy that the global temperature may 

not rise by more than 2°C above the 

pre-industrial level. This corresponds 

to a stabilisation level between 450 and 

550 ppm CO2 in 2100, which, given 

the state of our present knowledge, 

will require immense efforts to achieve 

global emission reductions in 2100 of the 

order of 80% below the 2000 level. By 

way of comparison: the Kyoto Protocol 

envisions for 2012 a mean global 

reduction of 5.2% below the 1990 level.

1.  Raupach, M. et al. Global and regional drivers of 
accelerating CO2 emissions. Proceedings of the 
National Academy of the United States of America, 
Vol. 104, No. 24, 2007.

Greenhouse gases, rising temperature and sea level

Figure 4: Sea level rise scenarios. 

The sea level increase off the Dutch 

coast expected in 2050, 2100 and 

2200. (Year of reference 1990. Land 

subsidence is not included in these 

data.)
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(d) Scenarios
[Deltacommissie,
2008]

(e) Observations

(b) Global average sea level

(f) Mixed [Pachauri
and Reisinger, 2007]

Figure 1.1: Different sources of variation used to plot interval forecasts.

The inter-model variance (1.1a) is used to indicate the possible land-
fall locations. Here one could wonder if the interval represents the
parameter of interest. One would expect the interval to represent the
most likely interval where the storm would make landfall, given a
probability.

The inter-method variance (1.1b) in the spaghetti plot represents
how sensitive the temperature curve is to arbitrary choices made in
the analysis, another source of variation that does not necessarily
represent the parameter of interest. It is also not quite an interval
estimate, although when the individual spaghetti are plotted with
opacity, it is visually the same.

The inter-ensemble variance (1.1c) represents how sensitive the model
is to the initial conditions. Ensembles are commonly used to intro-
duce variance into a chaotic (sensitive to initial conditions) model.
New observed values will not always lie within the predicted range
[Whitaker and Loughe, 1998].

The interval based on scenarios (1.1d) is based on different possible
human induced changes in climate. These scenarios do not have a
probability assigned to them. As the scenarios only include medium
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to high end scenarios, the interval does not represent the most likely
range.

The inter-observation variance (1.1e) represents the spread of ob-
servations, not of a parameter.

A final example is the “mixed uncertainty” interval (1.1f). This
interval represents the ambiguous “uncertainty interval estimated
from a comprehensive analysis of known uncertainties” [Pachauri
and Reisinger, 2007].

The forecasts in Figure 1.1 represent different interval forecasts
with a different source of variance. All these intervals represent some
form of “confidence” in the forecast, but they are formally not confi-
dence intervals. This is clear when we compare the definition of an
interval estimate with the definition of the confidence interval.

Definition 1.2 (95% Confidence interval). A confidence interval for
a population parameter θ, is a random interval, calculated from the
sample that contains θ with a 95% prabability [Rice, 2007] �

This definition introduces the concept of a population (sometimes
referred to as “true”) parameter. This assumes an unbiased parame-
ter estimate and indicates that the variance is a measure of error. It
further defines the confidence interval as a frequentist interval, as op-
posed to the Bayesian alternative: the credible interval. The credible
interval represents the interval that has a 95% probability of contain-
ing the true value of the parameter given the data. Finally it makes it
clear that the interval represents the interval of a parameter and not
of observations. The interval that contains 95% of the observations,
if more samples were drawn from the same population, is called the
prediction interval.

1.2.2 Relevance of confidence in coastal forecasts

Adding a confidence interval to a forecast has many different appli-
cations, as will be shown in this thesis. The relevance of adding a
confidence interval has been argued many times in literature. Argu-
ments include, for example, the improved perception of information
and the reduced cost in decision-making.

When forecasts are presented, people tend to focus only on the
most likely estimate. This was seen, for example, in the 2004 hurri-
cane season in the US [Broad et al., 2007]. Because the confidence
interval was presented with a most likely estimate as a solid black
line, many people refused to evacuate. In the 2011 hurricane sea-
son, the solid black line was replaced by the inter-model variability
in combination with a confidence cone (see Figure 1.1a). Sometimes
it is better to present only the confidence interval [Spiegelhalter et al.,
2011], because even the confidence range itself is an underestimate in
2.5% of the cases.
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The reduced cost of decision-making can be shown using the es-
timate of damage if the dunes fail to protect the hinterland. Let us
assume that the damage is a function of the storm surge level, where
each extra meter of water leads to double the cost (2). Let’s assume
that a water level (h) of 5 m gives a damage of 1 G€ (V). This gives us
the cost function in Equation 1.1, following Kind [2011]. The factor of 2 is

arbitrary. Damage
factors are not
defined for the
Dutch coast (see
Section 4.3).

V(h) = 1000000000 ∗ 2h−5€ (1.1)

Now let’s assume that the most likely estimate of the 1/10000yr−1

storm surge is 5 m. Under the assumption of a standard deviation of
0 m, this would result in a most likely estimate of the damage caused
by the 1/10000yr−1 storm surge to be 1 GEUR.

If the estimate of the 1/10000yr−1 storm surge has a standard devia-
tion of 1 m, the cost function from Equation 1.1 can be multiplied with
the normal distribution with µ = 5 and σ = 1. This gives a mean es-
timate of the damage caused by the storm surge of 1.27 GEUR. Thus,
given the exponential cost function and a low-confident estimate, the
expected damage increases.

This is also the case if the distribution of the estimate is skewed.
Let’s not assume normal distribution for the 1/10000yr−1 storm surge,
but a Gumbel distribution with a mean µ = 5 and a standard devia-
tion σ = 1. This corresponds to a scale (β) of

√
6∗σ
π and a location of

µ− γ ∗ β, where γ denotes the Euler-Mascheroni constant. Because
this distribution is skewed to the right (skewness=1.1, a thicker tail on
the right), the expected damage increases even more to 1.34 GEUR.

As a final example let’s assume we have a normal distribution
with a standard deviation of 1.5 m, the expected damage increases
to 1.7 GEUR. An overview of the distributions of the expected dam-
age is given in Figure 1.2.

Thus, for the example of this cost function, the expected damage
without taking into account the confidence interval is highly under-
estimated. This is even worse when the skewness is not taken into
account. Another example of how including a confidence interval
can result in a more valid estimate is given by Roscoe and Diermanse
[2011], who showed that taking into account the confidence interval
of the surge increased the best estimate of the critical retreat distance,
by 34% to 93% for five locations along the Dutch coast.

Note that if the cost function is linear, then the standard deviation
does not affect the expected cost estimate. The expected value of a
random variable that is multiplied with a constant is the same as the
constant multiplied with the expected value of the random variable
(E(CX) = CE(X)), the same goes for adding a constant (E(X+ C) =

E(X) +C), independent of the variance. This answers
Question 1.1 and
1.2.
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normal (sigma=1)

gumbel (sigma=1)

normal (sigma=1.5)

Figure 1.2: Distribution of the expected damage of the 1/10000yr−1 storm
surge under different distribution functions. Expected damages: N(5,0)=1

(not plotted), N(5,1)=1.27, G(5,1)=1.34, N(5,1.5)=1.7 (all in billion EUR).

1.3 objective

Concluding that coastal forecasts are important for the mitigation
and preparation link in the safety chain and that confidence inter-
vals are important for coastal forecasts, triggers the main question of
this thesis: “How can we show and improve the confidence in coastal
forecasts?”. This methodological question is answered by providing
examples of different types of coastal forecasts, each with a different
type and application of a confidence interval. The confidence interval
is used as a measure to represent the confidence in the forecast. The
forecasts are applicable to dune coasts and most forecasts are also ap-
plicable to other coasts. The Dutch town “Egmond aan Zee” and the
Dutch coast are used as example locations for the forecasts.

1.4 major contributions

This thesis makes important contributions to existing research in four
ways: i) by extending knowledge on coastal processes ii) by improv-
ing working methods of coastal science iii) by giving examples of cre-
ating confidence intervals around coastal forecasts iv) by introducing
methods from different fields into the coastal research field .

The extension of existing knowledge of coastal processes consists
of showing the global effect of the nodal cycle (Section 4.1). Another
example is the extension of coastal forecasting systems with morpho-
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logical forecasts, to which this thesis contributes (Chapter 5). This
extension provides more relevant forecasts for coastal inhabitants.

Although only briefly mentioned, the work done for this thesis con-
tributes to the working methods for coastal scientists. The efforts of
making model results and data available and improving the way nu-
merical models are integrated are discussed in separate papers [Baart
et al., 2012b; van Koningsveld et al., 2010; Baart and Donchyts, 2010].

Examples of creating confidence intervals are given for periodic
(Section 4.1) and autocorrelated trends (Section 4.3), extreme values
(Section 3.1) and forecasts from numerical models (Chapter 6). For
each of these examples the current research is presented with exten-
sions that show and increase the confidence.

Methods from different fields introduced in this thesis are the evi-
dence based practice (Chapter 7), meta-analysis (Section 4.2) and the
use of paintings to reconstruct coastal erosion (Section 3.2).

1.5 reading guide

This thesis combines methods from different research fields. If time
is limited, the list below can be used to skip to the parts and chapters
of most interest to a particular research field.

statisticians will find the most interesting parts in Chapter 2 and
Chapter 6.

coastal policy makers will find the most interesting parts in
Chapter 1, 7 and 8

coastal researchers (decadal scale) will find the most in-
teresting parts in Part i

coastal researchers (diurnal scale) will find the most in-
teresting parts in Part ii

climate researchers will find the most interesting parts in Chap-
ter 4

historians will find the most interesting parts in Chapter 3

modellers will find the most interesting parts in Chapter 5 and
Chapter 6.
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Part I

M I T I G AT I O N

In this Part we show and improve confidence intervals for
coastal forecasts in the mitigation phase. Chapter 2 deter-
mines and selects relevant quantities for dune safety level,
design lifetime and policy analysis. Chapter 3 describes
the 1/10000yr−1 storm surge level, a quantity relevant for a
safety level. Chapter 4 describes storminess, sea-level rise
and erosion trends, quantities relevant for design lifetime
and policy analysis.





2
Q U A N T I T I E S F O R D U N E S A F E T Y L E V E L , L I F E T I M E
A N D P O L I C Y A N A LY S I S

Contents
2.1 Processes . . . . . . . . . . . . . . . . . . . . . . . . 33

2.2 Safety level . . . . . . . . . . . . . . . . . . . . . . . 34

2.3 Design lifetime . . . . . . . . . . . . . . . . . . . . . 35

2.4 Policy analysis . . . . . . . . . . . . . . . . . . . . . 36

This chapter describes the relevant processes and corresponding
quantities for evaluating the safety of a dune, designing interventions
and evaluating policy. For each quantity the related developments in
coastal policy for the Netherlands are briefly mentioned and a few
psychological themes are noted. In the following two chapters we
will show how to estimate and improve the quantities.
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2.1 processes

Different physical and other natural processes interact with coastal
dunes. The time window and spatial scale determine which pro-
cesses are relevant. Time windows that are relevant for dune changes
range from seconds (a single wave) to tens of thousands of years (for
example tectonic movements). De Vriend [1991] showed that each
timescale has a corresponding spatial scale, with which it interacts:
the primary-scale relationship. An overview of spatial versus time
scales for fluid motion and bed response [based on Stive et al., 1995],
extended with external forces, is shown in Figure 2.1. Human in-
duced changes of the same quantities can occur on much shorter time
and spatial scales, for example subsidence as the result of groundwa-
ter extraction [Phien-wej et al., 2006].
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Figure 2.1: Time and spacial scales of bed responses in the coastal zone,
fluid motions and external natural forces. Based on Stive et al. [1995].

Some of the processes in Figure 2.1 are relevant for the safety of
dune based coasts. The failure modes for dunes [Mai et al., 2007]
are a subset of the failure modes for dikes [Vrijling, 2001]. The fail-
ure modes for dunes include erosion, overtopping, wave overtopping.
Sallenger [2000] described these as impact regimes and showed that
they can be coupled to forcings and to properties of the coast, such
as the geometry. The processes and properties that are relevant for
the failure modes can be described by one or more measurable quan-
tities. Figure 2.2 gives an overview of some of the quantities relevant
for coastal dunes.

In the mitigation phase there is a repeated cycle of development,
implementation and evaluation [van Koningsveld and Mulder, 2004].
In this Part the quantities for the following elements of this cycle will
be distinguished: i) optimal safety level ii) design lifetime iii) policy
analysis . This answers

Question 3.1.
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Figure 2.2: Quantities relevant for changes in the safety of a dune coast

2.2 safety level

The optimal safety level is a quantity, used in the design of a coastal
defence. It is optimal when the level is determined using a cost bene-
fit analysis. Generally the higher the safety level, the higher the build-
ing and or maintenance costs. In a cost benefit analysis these costs
are weighed against benefits of reducing the risk of dune failure.

There are several processes that cause failure of the dune. For
the Dutch coast, failure occurs during storm events. Overviews of
the processes during a storm surge are given by Kriebel and Dean
[1985]; van de Graaff [1986]; Vellinga [1986]; Larson et al. [2004]; van
Thiel de Vries [2009]; van de Graaff [1986]. The quantities that de-
scribe these processes include wave height, wave period, wave run-
up, surge height, storm duration and water level.

For the safety level these quantities are combined into a hypothet-
ical extreme event. This extreme event is quantified using the water
level that corresponds to its return period. Even though a raised wa-
ter level itself does not cause failure until the water level reaches the
dune top, it is a necessary precondition for other processes to be ef-
fective in destroying a dune. Furthermore it is correlated with the
other processes that affect the dunes (e.g. extreme water levels come
together with high waves). The properties that define the strength
of the dune, for example vegetation and dune volume, are implicitly
included because a dune with more strength is able to withstand a
storm that corresponds with more extreme water levels. Chapter 3

describes the forecast of the 1/10000yr−1 water level.This answers
Question 3.2. For the Northern Holland coast in the Netherlands, the area of in-

terest in this thesis, this 1/10000yr−1 level is the design level. The prob-
ability that is used for a dyke ring depends on the economic value of
the low lying area behind the dyke ring. For example, the Wadden
islands have a lower economic value and thus a lower design water
level. The economic evaluation dates back to the 1960’s [van Dantzig,
1956; Deltacommissie, 1960]. The strategy for the Dutch coastal de-
fence was defined by the first Delta Committee, after the storm of
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February 1953 that caused 2165 casualties [Gerritsen, 2005; van Kon-
ingsveld et al., 2008]. This strategy resulted in the Deltaworks, a series
of structures that were built with the goal to increase the strength of
the coast to withstand the design storm surge level.

Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
Figure 2.3: Hypothetical value function
showing the concave for gains and convex
for losses [from Kahneman and Tversky,
1979].

The calculation of the safety levels based on
economic value was recently repeated [Kind,
2011], but the main part of the coast, the dunes,
were left out of the calculation of the proba-
bility of failure, under the assumption that a
breach is almost negligible. The second opin-
ion on this study criticized this decision [Ei-
jgenraam and Zwaneveld, 2011]. It is, how-
ever, an understandable decision because fu-
ture events with negative consequences are no-
torious hard to grasp by humans [Izuma and
Adolphs, 2011].

It is still open for discussion if this also holds
for the low probability events that are relevant
in coastal forecasts. Kahneman and Tversky
[1979] argued that for high probability events
with negative consequences people tend to be
risk seeking and that for low probability events with negative conse-
quences people tend to be risk averse, as can be seen in the convex
value function in Figure 2.3.

2.3 design lifetime

The second quantity is used for evaluating the design lifetime. Once
a safety level is defined and it is found that the coastal defence does
not meet the safety level or will not meet the safety level in the future,
one would like to make an optimal, cost effective, decision. Intervene
or not? What is the best type of intervention? Intervene now or later?
For the cost effective decision the variable design lifetime is a variable
in the equation [van Dantzig, 1956].

Relevant processes for the design lifetime are those that change
during the lifetime of a coastal defence. Most coastal interventions
are planned with an expected lifetime of several years through several
decades. The processes that determine the expected lifetime are the
same processes as discussed for the safety level, but described with a
different statistic. For the optimal safety level the expected extreme
event is interesting, for the design lifetime it is the decadal trend
that is relevant. The probability distribution of the processes over
several years is referred to as climate. Change in climate can affect
the expected lifetime of an intervention.

The sea-level trend and storminess trend are two quantities that
relate to the processes that could change during the design lifetime.

35



From these two quantities the sea-level trend is used most often to
estimate the lifetime. Chapter 4 discusses the sea-level trends in detail
and the change in storminess briefly.This answers

Question 3.4. The forecasts of these two quantities, in the climate reports of the
Royal Netherlands Meteorological Institute (KNMI) [van den Hurk
et al., 2006], initiated the formation of a new Delta Committee [Netwerk,
2007].

This second Delta Committee broadened the scope of the coastal
protection policy in two ways. Following the direction of “Integrated
Coastal Zone Management” [based on the UN action plan “Agenda
21” Nations, 1993], the scope was broadened by introducing an in-
tegrated approach. The safety aspects of the coast were combined
with other water related questions, including fresh water supplies,
the preservation of nature and recreation, sustainable energy, water
quality and ecology [Kabat et al., 2009]. Second, it broadened the
temporal scope. The focus used to be on a few years up to a few
decades ahead. With the second Delta Committee it changed to a
century ahead. This also changed the methodological approach, from
observation-based to scenario-based forecasts [Deltacommissie, 2008;
Ministerie van Verkeer en Waterstaat, 2009].

From a psychological perspective, an interesting topic in this con-
text is the negativity bias [Rozin and Royzman, 2001] that results in
natural tendency to over-report results with a negative consequence
[as discussed in for example Economist, 2010].

2.4 policy analysis

This partially
answers Question

3.4.
For policy analysis, in a coastal context, one is not so much interested
in processes that affect the coast, but more in the state of the coast.
Policy can not influence the quantities discussed earlier, but can, us-
ing interventions, affect the state of the coast. Commonly used quan-
tities that describe this state include shoreline position, beach width
and beach volume.

In the analysis of policy the question of interest is often if the policy
was effective. We will discuss how to use confidence intervals to show
the effect of a change in policy using a quantity related to beach
volume in Section 4.3 .This answers

Question 3.6. The Dutch coastline is maintained at a fixed line that is a proxy for
the coastal volume [van Koningsveld and Mulder, 2004]. This policy
was introduced when Dutch coastal management switched from a
repair to a dynamic maintenance mode. The goal of maintaining this
fixed line is that the coast can persist in functioning as a safety buffer,
for recreation and as an ecological environment.

The main quantity that is used for Dutch coastal maintenance is
the Momentary Coast Line (MKL). This is a compound quantity that
depends on several others quantities, for example the mean low water
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level, the dune topography between low and high water level and an
arbitrary reference line (see Figure 2.4).
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Figure 2.4: Calculation of the momentary coastline, based on [van
Koningsveld and Mulder, 2004]

The change from a mere safety approach towards increasing the
support for recreational and ecological value can be seen in the con-
text of human motivation theory. The needs over the last decades
have stepped up the steps of the Maslow [Maslow, 1943] pyramid
(see Figure 2.5). After the 1953 flood the Netherlands found itself at
the lowest level, having physiological needs of warmth, shelter and
not drowning. After that, stepping up through higher levels of the
feeling of safety and property protection. The Netherlands has now
reached the level were it can concern itself with the need for improv-
ing our self-esteem in the form of prestigious constructions and with
the need to self-actualization through creative processes and moral
concerns such as taking into account the “experiential value” of the
coast [Ministerie van Verkeer en Waterstaat, 2000].

Figure 2.5: The relation between human motivation and the development
in coastal protection policy.
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A safety level is an important estimate for coastal policy. The safety
level for dune coasts is usually based on a design storm surge level.
This Chapter presents a method to increase the confidence in the es-
timate of the effects of this extreme storm. The preparation forecast
system that will be presented in Chapter 5 will also use this estimate
as a design criterion.
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3.1 estimating the 1/10000yr−1
storm-surge level

The extreme safety standards reflect the vulnerability of the econom-
ically most valuable part of the Netherlands, which is mostly below
sea level [van Dantzig, 1956; Deltacommissie, 1960]. Working with
such extremely low exceedance probabilities presents a number of sta-
tistical challenges, as tide-gauge records are at most three centuries
long. The most extreme storm-surge events are likely not represented
in these. This makes the estimate of the 1/10000yr−1 storm-surge level
an interesting quantity to estimate and to improve the confidence
level of.

The official estimates for the Dutch coast are based on the report
by Philippart et al. [1995]. The estimate of the 1/10000yr−1 storm-surge
level was 5.1 m for IJmuiden.

3.1.1 Datasets of tidal records

The estimate of the 1/10000yr−1 storm-surge level requires a dataset of
water levels. Here we use the dataset of the station IJmuiden Buiten-
haven as an example.

The station is located at 52.46° north, 4.55° east. There is a long
record of sea-level data in IJmuiden but the measurements at the
Buitenhaven station only started in January 1

st
1981. Here we ex-

amine the records up to December 19
th

2010.
One aspect to look at for records from tide gauges such as the one

from IJmuiden Buitenhaven is the measurement frequency. For the
estimate of the maximum over a period, a dataset with a uniform
frequency is preferred. A series with a higher frequency has a higher
maximum level. In this station the recorded water level frequency
increased on January 1

st
1988, when the frequency was raised from

1 h−1 to 6 h−1. In order to get a homogeneous frequency we leave out
5 out of 6 records after 1988.

Another option is to interpolate data within the hour, for example
using a piecewise polynomial fit (see Chapter 2 for an example). The
hourly records for station IJmuiden Buitenhaven are shown in Figure
3.1.

3.1.2 Extreme value analysis

To quantify the extreme storm surges, the distribution of observed
surges as distilled from tide-gauge records is extrapolated by apply-
ing extreme value statistics [de Haan, 1990; Coles, 2001]. This is based
on the assumption that somehow the more extreme observations are
more representative for the population of interest than the more fre-
quent occurring values. Using this technique an estimate can be given
of various properties of the 1/10000yr−1 storm-surge level.
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Figure 3.1: Sea-surface heights as measured at the IJmuiden Buitenhaven
station.

Continuing on the example of IJmuiden Buitenhaven, we can see
the dual modes (the bumps at y-axis equal to −0.57 m and 0.54 m)
of Figure 3.2 of sea-surface heights in the records. These modi are
caused by the semi-diurnal tide in IJmuiden and correspond to the
“Mean low water neaps” and “Mean high water neaps” [see for ex-
ample Pugh, 1987]. The distribution is right skewed (skewness 0.27)
resulting in a fatter right tail. This means that higher water levels
occur more often than under a normal distribution. The distribution
is also more peaked than a normal distribution (kurtosis 2.27).

There are two commonly used methods to infer a distribution of
the extreme values. The two methods differ in the a priori distribu-
tion that is used and the requirements of the datasets. The “peak
over threshold” approach uses all values over a threshold (for exam-
ple all water levels over 2 m). A Generalized Pareto Distribution (GPD)
is then fit to these water levels (Equation 3.1, see for example Coles
[2001]). In Equation 3.1 x is the water level, µ is the location pa-
rameter, σ the scale parameter and ξ the shape parameter. The sec-
ond approach is to use the “block maxima” approach (for example
maximum water level per year. This distribution is the Generalized
Extreme Value (GEV), formulated as Equation 3.2, with the same pa-
rameters as Equation 3.1). If the shape parameter is assumed to be 0,
then the GEV distribution simplifies to a Gumbel distribution (Equation
3.3, Gumbel and Lieblein [1954]). Van den Brink et al. [2005] showed
that the first two methods give comparable results for estimating the
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Figure 3.2: Histogram (grey bins) and kernel density (black line) of
sea-surface heights as measured at the IJmuiden Buitenhaven station.
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1/10000yr−1 water level along the Dutch coast using a threshold of 3 m
and annual maxima.

F(ξ,µ,σ)(x) =

1−
(
1+

ξ(x−µ)
σ

)−1/ξ
for ξ 6= 0,

1− exp
(
−x−µσ

)
for ξ = 0.

(3.1)

F(ξ,µ,σ)(x) = exp

(
−

[
1+ ξ

(
x− µ

σ

)]−1/ξ)
(3.2)

F(µ,σ)(x) = e
−e−(x−µ)/σ

. (3.3)

Besides the method there are a number of other choices to be made.
One can choose to estimate the extreme sea-surface height (tide +
surge) or only the surge component. The quantity of interest for the
coastal protection is the combination of tide and surge. Here we refer
to the peak sea-surface height during a storm surge as storm-surge
level [like Jelgersma et al., 1995, who defined the storm-surge level as
relative to Normaal Amsterdams Peil (Amsterdam Ordnance Datum)
(NAP)]. The term storm tide is also used as the extreme water level
during a storm surge [NOAA, 2013] in combination with the quantity
storm surge as the difference in sea-surface height and astronomical
tide [NOAA, 2013]. The storm-surge level has also been used as the
water level in excess of predicted tide [Ranasinghe et al., 2005].

The storm-surge level is also better for use with both the “peak
over threshold” and “block maxima” approach. One can compute the
surge part of the sea-surface height by subtracting the astronomical
tide (under the assumption that tide is independent from storm surge
height) but for historic records or for records in the form of yearly
maxima this is not always possible.

Based on these two methods there are many variations and exten-
sions described in literature. The main variations include:

multivariate describing the extreme value of multiple quantitities
at the same time, mostly surge height, wave height. As most
quantities are highly correlated, given the occurence of a storm,
this is essential when describing multiple quantities.

non stationarity under the assumption of changing storminess
or changing sea-level it make sense to take this variation over
time into account. Examples include:

spatial variation extreme events are often recorded over multi-
ple tide gauges. By combining the records of these stations, tak-
ing into account the spatial correlations, one can make more ac-
curate estimates [see for example Bruun and Tawn, 1998; de Haan,
1990; de Haan and Ferreira, 2006].
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As an example we will apply the “peak over threshold” approach
here. For this we need a relatively short series (a few decades) of
high frequent (hourly) measurements. Before we fit the GPD distri-
bution we need a series of independent events over the threshold.
Having independent events is important because that is one of the as-
sumptions of the distribution fitting method (a poisson point process)
[de Haan and Ferreira, 2006]. The threshold is important because we
are assuming that the observations of higher water levels are more
representative than the more average water levels. This makes sense
here because the higher water levels occur during a storm and the
more average water levels occur every day.
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Figure 3.3: Detection of unique storm events (red dots) in sea-surface
heights using a window of 3 days and a threshold of 2 meters.

Choosing a threshold is a bit arbitrary but there are some pointers.
From a physical point of view it makes sense to choose a threshold
over the high tide level (at IJmuiden 1.5 m). One can look at the sensi-
tivity of the shape parameters of the distribution on the threshold. In
this case the parameters become very sensitive at a threshold greater
than 2.2 m. Philippart et al. [1995] used a criterion of a threshold
that should yield at least 2 observations per year. That gives us a
threshold of 1.82 m. This threshold is used, because it meets the other
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criteria as well and makes the results easier to compare. In total 121

peaks over the threshold are selected in the time window 1981 – 2010.
We cluster the observations by looking at the highest water level in
a window of 3 days. Clustering is done by starting a cluster once
the water level goes over the threshold and stopping the cluster the
last time the water level goes below the threshold within the 3 days
from the maximum in the cluster. The highest value within a cluster
is defined as the peak. The result of this clustering for the month
November 2007 can be seen in Figure 3.3.

Equation 3.1 can be fitted through the observations, taking into ac-
count the number of events of 2 yr−1. Based on the fitted shape (ξ
= −0.06± 0.10 m) and scale (σ = 0.26± 0.04) parameters a confidence
interval can be computed. In this example we do this by a bootstrap
method, based on 200 randomly generated values per return level. A
smooth curve (loess) is drawn through the simulated return levels.
There are a few things to note about the results, as shown in Figure
3.4. First the estimated return level based on the last 29 years is about
1 m lower than based on the 101 yr before that. This can be attributed,
at least partially due to fact that the largest storms have occurred be-
fore 1981, for example 1916, 1953 and 1976. The confidence interval
does not include the older estimate of the period 1884–1984. This im-
plies that the storm-surge levels in the last 30 years were significantly
lower than in the earlier period. Which could indicate a reduced
storminess, see the discussion in Section 4.2.

The observed return period can be computed in different ways. A
common way is to compute the return period of the largest event that
occurred in n yr as 1/(1− (n− 1)/n) but in Figure 3.4b the observed
probability is computed as 1/1− (n− 0.35)/n. The different options
are discussed by Benard and Bos-Levenbach [1953].

Computations were done using the R software [R Development
Core Team, 2009] with the ismev [Coles and Stephenson, 2010] pack-
age and a modified version (custom log-likelihood method for confi-
dence bounds) of the fExtreme [Wuertz, 2009] package.This answers

Question 3.3.1

3.2 improving the 1/10000yr−1
storm-surge level estimate

using 18
th

century storm-surge data

This section is based
on the article

“Using 18th century
storm-surge data

from the Dutch
Coast to improve the

confidence in
flood-risk estimates”
[Baart et al., 2011a].

Although the original calculations on the safety level by van Dantzig
[1956] resulted in a safety level determined in meters, the safety level
by law is defined as a probability. This makes sense because it is a
measure that is robust against changes of the coast and climate and
can be uniformly applied to the coast. It is also a measure that is
indifferent to the causes of an extreme sea level.

One problem with the safety level defined as a probability is that it
is hard to give a solid estimate of the corresponding storm conditions
that the coast should withstand.
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Figure 3.4: Two analyses of the 1/10000yr−1 storm-surge level for IJmuiden
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When compared to the safety level that are used in other countries
the low return period might appear unreasonable. The reasonability
lies in that it is the result of a cost benefit analysis, wheighing the
costs of maintaining a safety level versus the economic value of the
interland. One could argue that it is inadvisable to concentrate most
of the economic activity in an area prone to flooding. This however
also has many benefits, such as direct access to the major ports and
rivers for transportation. The dunes that protect the greater part of
the Dutch coast provide a self-organizing, self-repairing protection
system, keeping the maintenance cost low.

The effective design of the coastal defence depends on how high a
1/10000yr−1 storm surge will be. Using extreme value statistics, van den
Brink et al. [2004] showed that the confidence interval of the 1/10000yr−1

surge is between 2.9 and 6.5 m for the Hoek van Holland station (Fig-
ure 3.5). Using the upper limit of this rather large confidence interval
would likely lead to an unnecessarily expensive design of the coastal
defence system. One could neglect the large confidence interval and
just use the most likely estimate. This would still give a valid cost
estimate if the cost is a linear function of water height, but this is not
likely the case.

Rotterdam

Amsterdam

Heemskerk

Egmond aan Zee

Hoek van Holland

IJmuiden

Hol
la

nd
 c

oa
st

Figure 3.5: Map of the locations mentioned in this section. The Christmas
flood of 1717 is analysed at the location of Egmond aan Zee. The 1775

storm is analysed at the Heemskerk location.
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A better alternative would be to reduce the size of the confidence
interval. This can be done by increasing the number of observations
(the size of the confidence interval depends on n− 1

2 , where n is the
number of observations) or by introducing other variables that reduce
the error in the surge estimates. In this study we focus on increasing
the number of observations by adding data from discrete events de-
scribed and analysed in historical records. This is possible with a
relatively limited number of observations because the extreme value
distribution is sensitive to the most extreme events.

Previous studies on creating a more reliable estimate of the 1/10000yr−1

storm surges have combined data from various sources. Storm surges
for which data are available can be subdivided into four groups, on
the bases of surge data availability.

pre-historic No measurements or written records are available.
The effect of individual storms are traced back using geolog-
ical records. Sedimentological analyses provide estimates of
surge or run-up, but commonly the date of the storm cannot
be constrained well. An example of a geological study on surge
heights was published by Jelgersma et al. [1995], who concluded
that storm surges of up to 5 m occurred in the past.

historic Written records and artworks are available and can be
used to trace back the magnitude and impact of a storm. The
date of the storm is usually known and the associated magni-
tude can be constrained from descriptions or from incidental
measurements. No monitoring series of regular consistent mea-
surements are available. Although the earliest records date from
838 AD [Buisman and Engelen, 1995], they become increasingly
abundant (with multiple accounts for single events) from the
16

th century onwards [Buisman and Engelen, 1996; Gottschalk,
1971]. One disadvantage of using these older records is that
the exact time of the peak water level is commonly missing.
Therefore, the difference between the peak water level and the
astronomical tide can not always be determined. Examples of
late historic records are ship logs, used for example by Wheeler
et al. [2010].

measured Series of measurements are available, collected by auto-
mated monitoring systems or by dedicated and trained officials.
For the Dutch coast the earliest tidal station in Amsterdam was
installed in 1700. Most of the main stations along the North
Sea coast that are still in use were installed during the late 19

th

century.

modelled Based on variable input data, series of models are run to
create a wide variety of possible storms and associated surges.
Van den Brink et al. [2004] used a dataset of seasonal forecast
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ensemble runs that were used as samples in an extreme value
analysis. Because the confidence interval is dependent on sam-
ple size, they were able to reduce the interval from 3.6 m to
0.9 m.

In this section we focus on historic storms, more specifically the
greatest storm surges along the Northern Holland coast of the 18

th

century. We combine the results with an analysis of measured data
from the 20

th century. Pooling historical records with measurement
series has proved useful for estimating flood frequencies for return
periods > 100 yr in fluvial research [Macdonald et al., 2006]. We do
not include the 19

th century because including this period requires
a different approach. The romanticism movement and later the im-
pressionism movement didn’t result paintings that are very useful
for coastal reconstructions. Measurements from the 19

th century are
more prevalent but these need to be checked with special attention
to possible errors and changes in for example vertical reference levels.
This extra effort makes the 19

th century records an interesting topic
for future research.

From a statistical view, combining information on storm surges
from the 18

th and 20
th century implies that the storms from the 18

th

century are from the same “population” as the storms from the 20
th

century. The trend in storminess is sensitive to the area and period.
For example, De Kraker [2005] found that was no significant change
in storm climate over the period 1400-1625 for Southern Holland. Oth-
ers [Smits et al., 2005; Vautard et al., 2010] found that if there has been
a change in storminess, it is more likely a decrease than an increase,
based on the periods 1962-2002 and 1979-2008. The decrease can be
partly attributed to increased surface roughness (for example due to
urbanisation, growth of forests). Another view is that there might
exist a second population of extratropical “superstorms” besides the
regular population of European wind storms [van den Brink et al.,
2005].

Another important aspect is the relative sea-level rise. The sea-
level rise along the Dutch coast has been constant since at least 1890

(Section 4.1) and possibly longer [Jevrejeva et al., 2008]. For this study
we assume a constant storminess and constant relative sea-level rise
over the last century.This answers

Question 3.3.3 . Several inventories of 18
th century extreme events provide a good

collection of information. Extreme water levels and related flood
marks (stones with inscriptions) were listed and discussed by Van
Malde [2003] and the numerous written records were assembled by
Buisman and Engelen [2006]. These inventories can be supplemented
by information from historical paintings. An example of such an ap-
proach is given by Camuffo and Sturaro [2003] who used paintings
of Venice (Italy) to determine a constant sea-level rise between 1700
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and 2000. McInnes [2008] uses art to show coastal changes along the
coast of the Isle of Wight (United Kingdom).

In this study we analyse historical paintings and drawings. In ad-
dition, we combine the analytical results with information obtained
from geological records, field measurements and numerical models,
to constrain the estimate of the 1/10000yr−1 water level and the associ-
ated morphological effect.

3.2.1 The storm surges of the 18th century

To be able to reduce the large confidence interval of the predicted
1/10000yr−1 storm surge it is insufficient to have observations or esti-
mates of high surges, as it is unknown for which period and ordinal
an individual surge is a representative value. Is it the biggest surge
in a century or is it the second biggest surge in a decade? A fixed
time window and an ordering of the storms are required to improve
the estimate of the 1/10000yr−1 water level.

To determine which storm surges are the three biggest, the order-
ing has to be found. Several studies of historical floods [Buisman
and Engelen, 2006; van Gelder, 1996; van Malde, 2003] were used to
determine the order of the storm surges. The time window used in
this study is the 18

th century and we try to estimate the three highest
storm surges along the Northern part of the Holland Coast. The two
most severe storm events occurred in 1775 and 1776. The storm surge
of 1715 is also designated as a moderately severe storm [van Gelder,
1996], but for the northern part of the Netherlands it was not so se-
vere. For the study area the 1717 storm is ranked the third biggest of
the 18

th century as shown in Table 3.1.
For the three biggest storm surges (1717, 1775, 1776) we reconstruct

the peak water level. For the 1717 storm we use paintings as our
main source. For the 1775 we use geological records. The 1776 storm
is estimated on the basis of the average difference of reported water
level from the 1775 and 1776 storm.

Christmas flood 1717

Lang and Homann [1963] recount the conditions during the storm of
1717. An extract:

On the 25th of December, around 1am, the
NW storm increased rapidly and abruptly
in strength until it formed a hurricane of
suchproportionsthat itseemedas ifthe earth
was shaking. The sea was whipped to such
an extent that several skippers reported
that itwasnolongerpossibletodistinguish
airandwater. Thehurricanelastedallnight
and did not lose much of its strength dur-

ing ChristmasDay. The eveningwasmarked
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Table 3.1: Storm surges of the 18
th century

Year Classification a Order b,*

1715 D 5
c

1717 D 3

1741 / 4
d

1775 D 1
e

1776 C 2
f

* Because several different-sized inches were used in the 18
th century (varying in

length between 0.024 and 0.027 m), it is not always clear what the exact metric
translation is. Hence some of the notes below are given in inches. These values
are only used to determine the ranking in the order column.

a Based on van Gelder [2000] A: very severe floods; B: heavy floods; C: less heavy
floods; D: small floods.

b For the North Holland coast
c In Amsterdam “0.31 m lower than 1717”; in Harlingen “9 inches lower than
1717”

d In Amsterdam and Rheede the water level “has not been so high since 1717”;
in Amsterdam“7 inches lower than 1717”; “3 inches less than 1717” [van Malde,
2003], no comparison with 1715 was found

e In Amsterdam “as high as in 1717”; in Elburg “this flood is far higher than that
of 1717”; in Delfshaven: flood stone: NAP +2.675 m [van Malde, 2003]

f Some reports indicate that this storm resulted in a higher surge than 1775, for
example in Beulake (village drowned in 1776), “1 feet higher than 1775”,
Delfshaven “higher than in 1775”, flood stone: NAP +2.704 m [van Malde,
2003]. On average for Northern Holland coast records the water level was 0.2 m
lower.
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by severe thunder-, rain- and hailstorms.
ThestormkeptblowingfromtheNWdirec-

tion [. . . ] until the 26th of December. In the

morning ofBoxingDaythe stormlost some
of its strength, but around 3pmthe storm
regained some of its strength and brought
a downburstwith rain and hail. It was not
untilthe27th thattheweatherclearedand
the sun reappeared.

The storm caused major floods in the northern Dutch provinces Fries-
land and Groningen, in northern Germany and in Denmark. Exten-
sive damage reports were made after the storm (Extract van, 1717b).
The number of victims exceeded 10,000.

Because the damage and number of casualties were so great the
1717 storm is well documented. Information about the characteristics
of the storm and its effect can be found in incidental measurements,
maps, one flood mark and historical records such as letters and po-
ems. A brief overview of the historical records of the 1717 storm was
given by Lang and Homann [1963]. A very detailed analysis of the
storm and the effects in Germany can be found in Jakubowski-Tiessen
[1992]. Associated surge levels are included in an inventory of storm
surges made by Van Malde [2003]. Temperature records are available
through the Royal Netherlands Meteorological Institute [cf. Buisman
and Engelen, 1995]. Several documents provide narrative overviews
and damage reports, including Nette aantekeningen [1717a]; Extract
van [1717b]; Cramer von Baumgarten [1817]; Bógaert [1719]; Specht
[1740]; Schenk [1740]; van Brussel [1776].

Focussing on our area of interest, the Northern Holland coast, and
in particular on Egmond aan Zee (Figure 3.5), paintings and draw-
ings of Egmond beach, before and after the storm, were analysed to
reconstruct the coast.

Because there is such a large collection of paintings available for the
1717 storm, we were able to reconstruct pre- and post-storm profiles
of Egmond beach.

The post-storm profile was measured on the 8
th of February 1718,

just over a month after the storm. The measurement recorded the
angles and elevations of the beach and the adjacent dune relative to
mean high water.

Reconstructing the pre-storm profile required a combination of dif-
ferent data resources. Starting point was the analysis of a collection
of paintings and drawings available of the Egmond aan Zee area be-
tween 1600 and 1700. A map of 1686 was used to determine the posi-
tion of the church, the most prominent structure of the town, located
near the beach. Most of the painters chose a view where at least the
church tower was visible without obstructions. The church was posi-
tioned in a three-dimensional model of the coastal town. The paint-
ings were aligned using the church as a reference point (Figure 3.6).
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Structural coastal erosion can be seen in the fact that the paintings
from the earlier part of the 17

th century were painted from a vantage
point farther from the coast than that of those from later times. The
positioning of a series of pictures from 1620 in the 3D model gives
an estimate of the contemporary coastline. From comparing the 1686

map with reconstructions based on the older paintings, we estimate
that the structural retreat of the coast was about 66 m in the period
1620–1686, i.e. 1 m yr−1. This rate corresponds to the rate reported by
de Ruig [1998]. When using this rate to extrapolate the map of 1686

to 1717 we obtain an estimate of the width of the dune top would
have been approximately 17 m (48 m in 1686 minus 31× 1myr−1, see
Figure 3.6). The beach width is assumed to be the same as that of the
post-storm profile and angles of the beach and dune are assumed to
have been similar to the slopes from the average of that same area be-
tween 1963–1973 [de Graaf et al., 2003, profile 7-3800 from the Dutch
Annual Coastal Measurement (JARKUS) dataset].

As no paleobathymetry information is available both the pre- and
post-storm profile up to mean high water are based on the bathymetry
from the 1963 profile of the JARKUS dataset.

To get a rough estimate of the precision of the paintings, we anal-
ysed the intra- and inter-painter variance. As reference points we
use the upper two parts of the Egmond aan Zee church tower. This
church is present on 80 of the 96 paintings and drawings. The ra-
tio between the height of the upper and second highest part of the
steeple are determined for each image. The average ratio was 0.95,
with a standard deviation overall of 0.22 (Figure 3.6). Images with
ratios below 0.7 and above 1.2 were not included in the final analysis.

Figure 3.6: Left: overview of the paintings and sketches used in the
reconstruction. Top: determining the painter reliability by comparing the
ratio between the upper two parts of the Egmond aan Zee church tower.
Bottom: 3D reconstruction of the coastal town of Egmond aan Zee. Center:
four reconstructed profiles for the years (from front to back) 1620, 1686,
December 25

th
1717 and February 8

th
1718.
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Figure 3.7: Modelled and reconstructed profiles of the 1717 storm at
Egmond aan Zee. Gray solid line: pre-storm reconstructed profile. Gray
dashed line: post-storm reconstructed profile. Colored lines: modelled
profiles. Thick colored line: modelled profile that best matches the pre- and
post-storm reconstructions within the measured area with an occurrence
probability 5/100 per year (return period 20 years).

The pre-storm profile was used to set up an XBeach model [cf.
Roelvink et al., 2009]. XBeach is a morphodynamic model capable of
capturing the physical processes in the nearshore that cause most of
the coastline change during storm surges. The XBeach model uses the
following parameters as input: water level, significant wave height,
peak wave period, grain diameter and bathymetry/topography. The
result of interest here is an estimate of the post-storm profile. Starting
with the pre-storm profile, the XBeach model was run using different
storm-surge levels. The surge levels, wave height and peak periods
were drawn from the same distribution that is used for the safety-
assessment method [WL | Delft Hydraulics, 2007], as provided by
OpenEarth [van Koningsveld et al., 2010]. The storm-surge level with
the erosion closest to the “observed” erosion was selected, as judged
from the erosion volume. This gave an estimated magnitude of 5/100

per year (Figure 3.7), which corresponds to a water level of 3.1 m to-
gether with a significant wave height of 6.8 m and a peak period of
10.4 s. This answers

Question 3.3.2

The storm surge of November 15, 1775

The largest storm surge of the 18
th century was caused by the Novem-

ber 1775 storm. Buisman [1984] and Buisman and Engelen [2012]
described the storm as follows:
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InthelateafternoonofNovember, 14th and

thenightofNovember, 14th/15th asevereWNW-
NWstormragedaccompaniedbyheavyrain,
hailandthunder. Sealevelrosehigherthan
every flood before, especially higher than

the severe storm surges of 1682 and 1717. [..]
At the North Sea coasts, dune damage de-
veloped, e.g. near Terheyde and Schevenin-

gen (“half of it coveredbythe sea”). Partof

the Hondsbossche sea defence is destroyed.

[..] Many ships were wrecked, especially on
the North Sea. “Along the entire beach one
sawnothing but shipwrecks, rigging, cargo
and bodies being washed to the shore.” 200
Ships were lost!

More records exists for the 1775 storm than for the 1717 storm.
Unfortunately the church at Egmond aan Zee was no longer available
as a reference point for a 3D reconstruction because the steeple fell
into the sea during the storm surge of 1741. In 1746 a new church
was built at the landward end of the village. Most relevant records
for the 1775 event were gathered by interested individuals who made
meteorological and hydrodynamic measurements. Historical records
about morphology, such as the post-storm profile for 1717, are not
known for this storm.

New useful evidence about the 1775 storm became available re-
cently. After a storm surge hit the Dutch coast on November 9, 2007,
old storm-surge deposits were discovered in the eroded dunes near
Heemskerk (Figure 3.5). These deposits were recognized as the rem-
nants of one or two historical storm surges. The layers consisted of
sand, shells and bricks. Details of the layers and the associated recon-
struction were provided by Cunningham et al. [2011]. Luminescence
dating placed the storm-surge layers at the end of the 18

th century
[Cunningham et al., 2009, 2011]. Major storm surges occurred in 1775

and 1776. The maximum observed water level in Petten (the location
closest to Heemskerk with observations) was the same. So no clear
distinction was possible between the two storm surges. In the mod-
eling used to reconstruct the storm it was assumed that the deposits
were from the 1775 storm surge [Pool, 2009].

Other useful information used to reconstruct the 1775 storm dam-
age to the coast are the wind-force observations from 20 km south of
Heemskerk [KNMI, 2011, maximum wind force 14 “noppen”, 17.2 –
20.7 m/s], the maximum storm-surge-related water level recorded at
Petten (25 km north of Heemskerk, 2.8m above the 1775 MSL) [van
Malde, 2003] and the median grain diameter, as derived from a sieve
analysis of sand in the deposits. The water-level observation comes
from a 1793 report on the sea-defence system at Petten and is not
accurate [Conrad, 1864]. Conrad emphasized that the reference level
used was about 1 m too high, requiring an upward correction of the
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surge level, and that open-coast storm-surge measurements made be-
fore the 19

th century are commonly inaccurate.

1717 1775

Wind general path + duration 3x per day observations

Water level Inundation map Water levels in Petten

Grain distribu-
tion

No data Grain distribution from
storm-surge layer

Table 3.2: Overview of available data per storm

Like for the 1717 storm, we need to constrain the values of the rele-
vant parameters to be used as input for the XBeach model. The 1775

event has rather detailed information available on the driving condi-
tions (wind force) but little on the post-storm profile. The approach
to fill in the missing gaps therefore differs from the approach used
for the 1717 storm. Forward modeling starting from the wind force
was used instead of inverse modeling.

The water levels, significant wave height and peak period all de-
pend on the magnitude of the storm. The wind speeds that were mea-
sured in Zwanenburg, a land-based station south of Egmond, were
used as stochastic variable. They were translated to North Sea wind
speeds using the open water transformation [van Ledden et al., 2005]
based on the Charnock’s relation [Charnock, 1955], an empirical ex-
pression for aerodynamic roughness. These offshore wind speeds
were used to estimate the wind induced surge using the Weenink
method [Weenink, 1958]. The tide was estimated on the basis of
water-level observations made at Katwijk during the period 1737–
1739. The wave characteristics were estimated using the Sverdrup-
Munk-Brettschneider growth curves [Holthuijsen, 2007]. The median
grain diameter was derived from the grain-size distribution of the
storm-surge deposits [Cunningham et al., 2009]. The palaeobathymetry
was based on a combination of JARKUS data and sounding data [de Graaf
et al., 2003], as for the 1717 scenario, assuming that the bathymetry
did not change much over the period 1775–2011. The validity of
this assumption is likely, in the light of a comparison of the recent
bathymetry with a reconstruction of historic contour lines by Haart-
sen et al. [1997]. For the construction of the palaeotopography the
2007 data were used from the Actueel Hoogtebestand Nederland
(AHN). The beach and the strongly anthropogenic frontal dune were
removed, assuming that the topography behind the dune resembles
the topography in 1775 (before frontal dunes were under heavy an-
thropogenic influence). From this reconstructed bathymetry and to-
pography a characteristic transect was selected for further analysis.
The same XBeach model was used as for the 1717 storm, but with dif-
ferent boundary conditions and paramater settings. Unlike for 1717,
the goal was not inverse modeling the erosion profile but to assess-
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Figure 3.8: Left panel: close-up bathymetry profile 1. Right panel:
histogram Z2% and best-fit distribution for profile 1

ing what type of storm could have resulted in a surge and run up
capable of depositing the shell beds that were exposed in the dune
scarp following the 2007 storm surge. The 2% exceedance level of the
run-up is assumed to be the level where the shell would have been
deposited.

We find that the storm profile of the confidence interval of the run-
up level includes the height of the storm-surge layer at 6.5 m (Figure
3.8). Therefore we assume that the found shell deposits can indeed
be from the 1775 storm. Using the exceedance lines for run-up levels
as calculated by Philippart et al. [1995] the associated storm surge has
a 3/10000 per year exceedance probability.

The storm surge of November 21, 1776

This storm surge occurred only one year after the major storm surge
of 1775. This storm surge is measured on several locations along
the Dutch coast. We estimate that the storm of 1776 resulted in a
storm surge approximately 0.2 m lower than the 1775 storm surge.
This difference is based on the average of the differences of locations
where both the 1775 and 1776 stations were recorded [van Malde,
2003].

The corresponding exceedance probability would be 8/10000 per year,
based on the probability distributions estimated by Philippart et al.
[1995].

3.2.2 An updated confidence interval for the 1/10000yr−1 storm surge

To improve the confidence interval associated with the extrapolation
of the monitoring series of water levels that started in the late 19

th

century we used a method comparable to the one developed by Van
Gelder [1996]. From the three new data points (water levels for 1717,
1775, 1776), the a posteriori distribution for the 1/10000yr−1 storm surge
can be created. The availability of estimates of the three highest an-
nual water-level maxima of the 18

th century implies that the other 97

years must have had lower annual maxima than the 1717 storm surge.
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Figure 3.9: Astronomical tide for the IJmuiden station during the storms of
1717, 1775 and 1776 (marked in grey).

We used this censored information to create the new distribution for
high-end storms along the northern part of the Holland coast. We
used the block-maxima approach in order to integrate the historical
observations with the water-level monitoring series.

The reconstruction in this study has resulted in new estimates for
the magnitude of the three biggest storm surges in the 18

th century.
The characteristics of the storms are shown in Table 3.3. The return
periods are derived from the data in Table 3.3, using the normative
storm calculation method [WL | Delft Hydraulics, 2007].

By using this information we were able to constrain the confidence
interval for the 1/10000yr−1 storm surge. Using the Gumbel method,
the confidence interval decreased by 30% because the number of ob-
servations increased almost twofold.

For the GEV approach, with a free shape parameter, the confidence
interval is much larger. The large confidence interval here is caused
by the large standard error of the shape parameter. This can be seen
in Figure 3.10 that shows the records for Egmond, based on a combi-
nation of a inverse-squared-distance weight of the records from the IJ-
muiden station Noordersluis (61981), IJmuiden Buitenhaven (>1981)
and Den Helder.

Because two of the three storms from the 18
th century all have a

lower observed return period than their estimated return period, the
GEV fit results in a positive shape parameter. This positive shape
also results in a higher estimate of the 1/10000yr−1 water level (6 m
combined versus 4.6 m for the 20

th century).
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Table 3.3: Estimated magnitude of the three largest storm surges of the 18
th

century at the Northern Holland coast

Year Water level Wave
height

Wave
period

Return pe-
riod

1717 3.1 m 6.8 m 10.4 s 20 years

1775 4.6 m 8.8 m 13.9 s 3300 years

1776 4.3 m 8.5 m 13.4 s 1300 years

3.2.3 Discussion

The reconstructed water levels from the three storms are very high.
They correspond to return periods of 20 yr, 3300 yr and 1300 yr as de-
rived from extrapolation of the monitoring records. Clearly, caution
is required when combining these water-level return periods with the
water levels measured by tide gauges. A number of possible causes
of the apparent mismatch are inaccurate reconstruction and parame-
terization, coincidence or change in storm climate.

It is difficult to give a solid estimate of the precision of these num-
bers, but based on the painter reliability and on the skill of the XBeach
model (used with a lot of unknown inputs), the standard error of the
high-water estimates could be around 25% or 1 m. So it could well be
that the storms were in fact smaller than estimated here. Lower peak
levels would of course result in a lower and narrower confidence re-
gion. It is difficult to give a proper estimate of the probability that
three such large storms have occurred in the 18

th century, since such
an assessment cannot be made solely on the basis of the 20

th century
monitoring series.

Research into changes in storminess over periods of decades has
not shown any clear indications that the coastal storminess changed,
see Section 4.2. Research into changes over the period of three cen-
turies shows a decrease in storminess. This can be seen in relation to
the stormy end of the Little Ice Age [e.g. Hass, 1996].

Although higher storm surges were found in an earlier century
than the last one, this research should not be used to conclude that the
coastal storminess decreased. The best approach to analyse changes
in storminess over a multi century timescale would be to construct a
meta-analysis, using different types of records, over a wider area, as
discussed in Section 4.2.

3.2.4 Conclusions and recommendations

In this study we use historical records, a 3D reconstruction of Egmond
aan Zee and storm-surge layers in the dunes to reduce the size of the
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confidence interval associated with the 1/10000yr−1 storm surge as de-
termined by extrapolation of tide gauge monitoring series. This ap-
proach was successful in the procedure where the confidence interval
was based on a Gumbel distribution, but not in the GEV approach. For
the GEV approach the estimate of the 1/10000yr−1 water level is much
higher and the confidence interval is slightly larger if the historic
reconstructions are included with the GEV approach. One possible
cause for the larger effect of storms can be that the storminess has
reduced as discussed in Section 4.2.

This large difference between the two statistical methods is indica-
tive for the high sensitivity to the assumptions that can be made when
estimating the 1/10000yr−1 storm surge. Using the historic and mea-
sured data sources one assumes that the events observed are repre-
sentative for the population of events.

A logical step for further research would be to include storms from
the other centuries where historic records are available. Also, the
statistical method to include historical observations can still be im-
proved, perhaps by applying a Bayesian approach to the combination
of measurements, historical records and model simulations.

Although partially successful, our approach is less effective in in-
creasing the confidence than the method used by Van den Brink et al.
[2004] as the confidence interval depends on the number of (real and
modelled) observations or datapoints. The maximum number of ob-
servations that can be extracted from history is limited by the length
of history itself, which is much shorter than the return period of the
design storm used in safety assessments of the Dutch coast.

The method presented in this study and the alternatives have strong
assumptions. Simulations are limited by the physical assumptions
that are put into the simulation model. Geological records can pro-
vide additional insight into storm surges that left geological signa-
tures, but from a statistical point of view these are hard to incorporate
as the representative period is unknown. Using measurements from
other coasts to create a combined distributions of multiple coasts has
a questionable generalizability.

Paintings and other images are a valuable data source in determin-
ing coastal change and, indirectly, storm-surge magnitude. Although
the paintings are not always reliable, series of images covering exten-
sive time periods provide a solid basis for reconstructing structural
erosion. When combined with data from monitoring and measure-
ment surveys, they may be very useful in many coastal areas in the
developed world.This answers

Question 3.3 .
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This chapter describes the analysis of two quantities that are used
for the design lifetime of coastal interventions the sea-level trend and
storminess. The local erosion trend is used to show how confidence
intervals can be used for policy analysis.
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4.1 design lifetime : the effect of the lunar nodal cy-
cle on sea-level rise estimates

This section was
published as [Baart
et al., 2012c]

The current and expected sea-level rise rates are important drivers
for policy makers dealing with the long-term protection of coastal
areas and populations. An example of an area where sea-level rise is
important is the Dutch coast. There are several interventions planned
to deal with the expected accelerated sea-level rise, which will cost up
to €1.6 billion /yr until 2050 [Kabat et al., 2009]. The long history of
tidal records and the economic value in the area below sea level make
the Dutch coast an interesting case to analyse sea-level measurements
and scenarios and to compare the local with global estimates.

Local trends

Sea-level changes are usually reported in the form of trends, often de-
termined over a period of one or more decades. For the Netherlands
an important trend was given after the 1953 flooding, when a 0.15 cm
to 0.20 cm yr−1 relative sea-level rise was estimated for the design of
the Delta Works. The first Delta Committee report [Deltacommissie,
1960] referred to this change rate as “relative land subsidence”. Rela-
tive sea level, the current term, is the sea-level elevation relative to the
continental crust as measured by tide gauges. Absolute sea level is
relative to a reference ellipsoid and measured by satellites. A recent
estimate [van den Hurk et al., 2007] showed that the relative sea level
rose with a rate of 0.27 cm yr−1 over the period 1990-2005. The land
subsidence at the Dutch coast varies around 0.04 cm yr−1 ± 0.12 [Kooi
et al., 1998].

Local forecasts

Because coastal policy is shifting from observation-based reaction to
scenario based anticipation [Ministerie van Verkeer en Waterstaat,
2009] it is interesting to compare observed trends with predicted
rates. Sea-level scenarios often predict not only rise but also accel-
erated rise. The earliest Dutch scenario, published after the 1953

storm, forecasts a rise of several meters due to Greenland ice melt-
ing over an unspecified period [Deltacommissie, 1960]. Van Dantzig
[1956] used a more concrete number of 70 cm for the next century
in a related publication. The latest study by the Royal Netherlands
Meteorological Institute (KNMI) [van den Hurk et al., 2007; Katsman
et al., 2008] resulted in a low and a high scenario. The low scenario
gives an expected rise of 0.25 cm yr−1 in the period 1990 through 2050
and 0.32 cm yr−1 for the period 2050 through 2100. The high sce-
nario predicts 0.58 cm yr−1 and 0.77 cm yr−1 for the same periods. A
high-end estimate of 2.02 cm yr−1 was reported by the second Delta
Committee in 2008, based on the Intergovernmental Panel on Climate
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Change (IPCC) A1FI scenario for the period 2050 through 2100 [Delta-
commissie, 2008, see Figure 4, page 24]. This extreme scenario was
used to assess the sustainability of the Dutch coastal policy. The study
was extended in Katsman et al. [2011], where the elasto-gravity effect
was added. When ice masses on land melt, the resulting melt water
is not expected to distribute evenly over the oceans.

Global trends

The global measurement of relative sea-level started in 1933 when
the Permanent Service for Mean Sea Level (PSMSL) began collecting
sea-level data from the global network of tide gauges [Woodworth
and Player, 2003]. Trends based on these measurements vary around
0.17 cm yr−1. For example, Holgate reported 0.145 cm yr−1 over the pe-
riod 1954-2003 [Holgate, 2007] and Church et al. reported 0.18 cm yr−1

over the period 1961-2003 [Church et al., 2008]. With the launch of
the TOPEX/Poseidon satellite in 1992, measurements of absolute sea
level have become available with a near global coverage and high reso-
lution in time and space. These measurements were used in the latest
estimates, summarized in the IPCC report [Bindoff et al., 2007], giving
a 0.31 cm yr−1 absolute sea-level rise over the period 1993-2003. De-
spite the apparent difference the reconstrcutions based on tidal mea-
surements compare well with satellite data when accounting for cor-
rections, start of time window and the geographical location [Prandi
et al., 2009].

An open question, which we’ll address here, is why the analysis of
individual tide gauges does not show this acceleration [Houston and
Dean, 2011b].

Global forecasts

Of the global scenarios for future sea-level rise, the most influential
are the current model based IPCC scenarios [Bindoff et al., 2007]. The
estimated rise varies from 0.17 cm yr−1 (lower B1) through 0.56 cm yr−1

(higher A1FI) over the period 1980-1999 through 2090-2099 [Meehl
et al., 2007]. All scenarios result in a most likely sea-level rise that is
higher than the average rate of 0.18 cm yr−1 over the period 1961 to
2003.

Detecting acceleration

Even though sea-level rise acceleration was expected to become ap-
parent in the early years of this century [Woodworth, 1990], there is
no overall statistical significant acceleration present, other than in the
early 20th century [Church and White, 2006; Jevrejeva et al., 2008].
The probability of detecting an acceleration in sea-level rise is low,
due to the effect of decadal variations [Douglas, 1992; Holgate, 2007].
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Accounting for decadal variations can therefore enhance the detection
power of acceleration.

The nodal cycle

One such decadal variation is the lunar nodal cycle. The tide on
the Earth is driven by six different forcing components with periods
varying from 1 day to 20940 years. The fifth component is the 18.6
yearly lunar nodal cycle [Doodson, 1921]. The term nodal cycle is
best explained while looking up from the Earth. Consider the node
as the intersection of the ecliptic plane, that follows the path of the
Sun, and the orbital plane, that follows the path of the Moon. This
node moves westward, making a circle every 18.6 years.

The main effect of this cycle is that it influences the tidal amplitude
[Woodworth, 1999; Gratiot et al., 2008]. There are indications that the
18.6 yearly cycle also influences regional mean sea level, for example
at the Dutch coast [Dillingh et al., 1993] and a collection of other tidal
stations [Lisitzin, 1957; Houston and Dean, 2011a]. Global variation
studies on tide gauges using spectral analysis by Trupin and Wahr
[1990] and on satellite data using harmonic analysis [Cherniawsky
et al., 2010] also indicate a cycle in regional mean sea levels.

Observed tide is often compared with the equilibrium tide. The
equilibrium tide is the tide that would exist if the earth were com-
pletely covered by water and if there were no friction. The equilib-
rium tide theory builds on the work of Doodson [1921]; Cartwright
and Tayler [1971]; Cartwright and Edden [1973].

Following Rossiter [1967], we have Equation 4.1 for the equilibrium
elevation ζ and the resulting nodal amplitude A (mm), with M mass
of moon in kg, E mass of earth in kg, e mean radius of earth (km),
ρ mean distance between earth centre and moon centre (km), λ lati-
tude in radians, N the longitude of the Moon’s ascending node (from
18°18

′ to 28°36
′.). The phase φ is 0° for |λ| > 35.3° and 180° for

|λ| <= 35.3°.
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9
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e

(
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)3(
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cos (4.1)

N
′ × 0.06552A = 26.3
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3

∣∣∣∣
M = 5.9736e24

E = 7.3477e22

e = 6371000

ρ = 384403000

Proudman [1960] showed, that the nodal tide should follow the
equilibrium tide with regard to friction. The earth tide should also
be taken into account. Rossiter [1967] corrected by a factor of 0.7 to
allow for the effect of a yielding Earth. This is also the approach
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used by Pugh [1987] and [Cherniawsky et al., 2010]. The correction
factor is based on the combined effect of the change in the height
of the equilibrium level above the solid earth, given by the formula
1− k− h

Ωp
g , where k and h are the love numbers [Love, 1909]. The

elastic response of the earth has an amplitude of hΩp/g, where h is
a known elastic constant, Ωp is the gravitational potential and g is
the gravity constant. When the tidal periods become longer not only
the elastic response but also the viscose response is important and
therefore the factor of 0.7 may not be appropriate [Pugh, 1987].

For the regional sea-level rise estimates the spatial variability of
the nodal cycle is relevant. This spatial variability is also relevant for
the estimate of the global mean sea level estimates. The global mean
sea level itself is not affected by this cycle but trend estimates can
be, because both tide gauges and satellites have a limited coverage
of the world. Tide gauges have a higher coverage on the Northern
Hemisphere and the altimetry satellites only cover the area between
−64° and 64°.

Examining the agreement with the equilibrium tide is relevant be-
cause it determines the best method to estimate local effects of the
nodal cycle. Previous comparisons with the equilibrium tide have
shown agreement, for example Currie [1976]; Trupin and Wahr [1990].

Accounting for the nodal cycle should increase the probability of
finding sea-level rise acceleration or deceleration [Baart et al., 2010;
Houston and Dean, 2011a]. In this article we determine whether ac-
counting for the nodal cycle affects sea-level rise estimates locally and
analyse how the nodal cycle varies across the globe.

4.1.1 Methods

The phase and amplitude of the nodal cycle are estimated by multiple
linear regression using Equation 4.2. Variable t is time in Julian years
(365.25 days) since 1970, β0 is the initial mean sea level (cm), β1 is
the rise (cm yr−1) and a and b can be transformed into the amplitude
A =

√
a2 + b2 (cm) and phase φ = arctan ab (rad). Acceleration is

tested by comparing the regression model with the quadratic term β2
(cm/year 2) with the regression model without the quadratic term.

h(t) = β0︸︷︷︸
mean level

+ β1t︸︷︷︸
trend

(+β2t
2)︸ ︷︷ ︸

acceleration

+ a sin(
2πt

18.6
) + b cos(

2πt

18.6
)︸ ︷︷ ︸

nodal cycle

. (4.2)

We use a spectral analysis only to determine if the nodal cycle is the
most dominant signal in the spectrum for cycles with a period greater
than a year. The stacking method was not used because the “detrend-
ing before fitting the cycle” approach leads to an underestimate of
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the amplitude when the timeseries length is not several times as long
as the 18.6 yr period. Therefore we use the same harmonic analy-
sis approach as Battjes and Gerritsen [2002] and Houston and Dean
[2011a]. When fitting a

trend through a
periodic signal,
variance that is due
to the cycle is fitted
by the regression
line. This leaves less
variance for the
amplitude of the
estimate of the
periodic signal.

Besides the frequentist linear regression approach, a Bayesian ap-
proach is used. The analysis is comparable to Equation 4.2, with
an extra parameter of the switch point t0 (see also Equation 4.7).
The switch point is the time where the trend can differ. To account
for this the parameter t0 can be varied by the Marcov Chain Monte
Carlo (MCMC) algorithm. The parameter is used by the dummy (di-
chotomous, boolean) variable t ′ > 0. The circular Von Mises distribu-
tion [Fisher, 1993] was used for the φ parameter in Equation 4.3.

t ′ = t− t0

h(t ′) = b0 + b1t
′ + b2t

′(t ′ > 0) +A cos(
2πt ′

18.613
−φ) (4.3)

The MCMC model [Gelman et al., 2004] is setup using the prior
distributions U(min = −25,max = 25) for β0, N(µ = 0, τ = 1) for
β1 and β2, U(min = 1980,max = 2000) for the switch point t0,
A = U(min = 0,max = 30), φ as V(µ = 0, κ = 1) and y as an ob-
served node with N(µ = hmodelled, τ = 1/(σ2) where σ = U(min =

0,max = 50). The symbols N, U, V correspond to the normal, uni-
form and Von Mises distribution. For the analysis of the sea-level
reconstruction the terms A and φ are omitted.

Possible causes of the difference between the trends found when
averaging tide gauges [Houston and Dean, 2011b] and tide gauge
reconstructions [Church and White, 2011] are a placement bias (non-
random placement) and a censoring biases (non-random removal of
tide gauges). Dealing with censored data, data that is cut off (in
this case in time), is common in reliability and survival analysis. To
check for this we create a simple sea-level reconstruction defined by
Equation 4.5. Note that this method does not take into account any
spatial correlations. This method is similar to the one used in [Church
and White, 2006], except here no Empirical Orthogonal Function (EOF)
is applied. We do apply the same Glacio Isostatic Adjustment (GIA)
correction [Peltier, 2004].

∆hreconstruction(t) =

∑nstations
i=0 (hi(t) − hi(t− 1))

nstations

hreconstruction(t) =

t∑
x=0

(∆hreconstruction(x)) (4.4)

Datasets

This study uses three different datasets for local relative sea level
(Dutch coast), local absolute sea level (North Sea) and global rela-
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tive sea level. For the local relative sea level at the Dutch coast the
six main tide gauges are used, as provided by the “helpdesk water”.
These records consist of the yearly averaged observed sea surface al-
titude over the period 1827-2010. The mean over the six stations is
used to describe the average trend for the Dutch coast. A window
from 1890-2010 is selected because for this period all stations have
measurements and show consistent trends. The data was corrected
for atmospheric pressure variation using an inverse barometer cor-
rection, based on the records of the Metoffice service http://hadobs.

metoffice.com/hadslp2/. The six main tide gauges include Delfzijl,
Harlingen, Den Helder, Hoek Van Holland, IJmuiden and Vlissingen.

The local absolute sea level for the North Sea from the Topex, Ja-
son1 and Jason2 satellites was provided by the Laboratory for Satel-
lite Altimetry, generated by the National Oceanic and Atmospheric
Administration (NOAA) Sea Level Rise (http://ibis.grdl.noaa.gov/
SAT/SeaLevelRise/) and Radar Altimeter Database System (http://
www.deos.tudelft.nl/altim/rads/) on January 22, 2010.

The global relative sea-level variation is analysed using the PSMSL

tide gauge dataset as retrieved on June 29, 2011. From the PSMSL

consists of a “Metric” and a “RLR” (revised local reference) datasets.
Only the latter is considered suitable for research purposes.

The Dutch dataset, calculation routines and methods to read the file
formats of the PSMSL are made available through the R Project for Sta-
tistical Computing (R) sealevel package https://r-forge.r-project.

org/projects/sealevel/.

4.1.2 Results

Local relative sea level

To determine the relevance of the nodal cycle at the Dutch coast a
spectral analysis is carried out on the yearly means of six main tidal
gauges over the period 1890-2010. A periodogram is used to show the
relative strength of cosine-sine pairs at various frequencies in the over-
all behavior of the series [Cryer and Chan, 2008]. The periodogram
(Figure 4.1a) shows a clear peak at the 18.6 yr period. The multiple
linear regression yields a sea-level rise (β1) of 0.19 cm yr−1 ± 0.015

(95%), an amplitude (A) of 1.2 cm ± 0.92 and a phase (φ) of −1.16 rad
(with 1970 as 0 rad), resulting in a peak in February 2005 (Figure 4.1).
No significant acceleration (inclusion of β2) was found. Figure 4.2
shows the nodal cycle per station.This answers

Question 3.5.1.

Acceleration detection probability

The nodal cycle explains 9% of the variance in the detrended mean
sea level. Explaining more variance has the advantage that other ef-
fects become more clear. We use this to determine the change in sea-
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(a) Periodogram of the mean of 6 tidal stations in the period
1890–2010. The dashed line marks 18.6 year.
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(b) Annual mean sea level averaged over 6 Dutch tidal
stations (black dots). Multiple linear regression with a
nodal cycle (solid curve) with confidence interval (dotted
curve) and prediction interval (dashed curve). Linear
regression line through the period 1890–1990 (green). Linear
regression line through the period 1991-2010 (red).

Figure 4.1: Mean relative sea level at the Dutch coast
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Figure 4.2: Annual mean sea level for 6 Dutch tidal stations, coloured solid
line shows the trend fitted with Equation 4.2. The corresponding coloured
bands show the 95% confidence band. The black solid line and
corresponding grey band show the trend for the mean of the stations. The
dashed line shows the loess smoothed fit, showing a corresponding trend
to the nodal cycle.
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level acceleration detection probability. This probability, the statistical
power, is calculated for the lower and higher KNMI scenarios [van den
Hurk et al., 2007] for the Dutch coast. The power was estimated us-
ing a simulation, with a generated dataset, based on the broken linear
trends from the scenarios from van den Hurk et al.. On top of this
the Dutch nodal cycle was imposed but with a random uniform dis-
tributed phase, as well as random normal distributed error, based on
the residuals after fitting the nodal cycle for the mean of the Dutch
stations. The simulation was performed with 200 samples per condi-
tion. The detection of acceleration was done by comparing the linear
regression model with a model with an acceleration term included
using an analysis of variance with 1 degree of freedom. The sea-
level acceleration detection probability for the lower scenario went
up from 46% without to 48% with the nodal cycle. The probability to
detect the high-end scenario went up from 82% without to 84% with
the nodal cycle included. Generally 80% is considered an acceptable
level. Thus it can be concluded that, even without accounting for the
nodal cycle, it was likely that the acceleration of the higher scenario,
if it were present, would have been found.

An alternative method to detect the acceleration is to use the MCMC

method. This shows that there is no trend break. The switch point
variable t0 has a posteriori distribution of 1976± 15 yr (95% confi-
dence interval), the A parameter is estimated as 1.5± 1.0 cm, the σ
parameter is estimated as −1.2± 0.6 rad, corresponding to a peak in
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Figure 4.3: Absolute sea level in the North Sea. Top figure: Linear regression
fitted through corrected satellite observations for the North Sea from Topex
(◦), Jason1(4) and Jason2 (+). Gray dashed line represents the confidence
interval, dotted line represents the prediction interval. Lower figure:
Seasonal regression (Equation 4.2) fitted through corrected satellite
observations for the North Sea from Topex (◦), Jason1(4) and Jason2 (+).
Gray dashed line represents the confidence interval, dotted line represents
the prediction interval.

the year 2005, the a posteriori estimate of the trend before the switch
point is 0.18± 0.03 cm yr−1 and the a posteriori increased sea-level rise
after the break (β2 in Equation 4.3) is 0.0± 0.1 cm yr−1. This confirms
that there is no sign of an accelerated sea level along the Dutch coast.

Local absolute sea level

Again the nodal fit using Equation 4.2 on the North Sea satellite data
over the period 1993–2010 yields the same nodal cycle (Figure 4.3).
By including the nodal cycle the absolute sea-level rise lowers from
0.23 cm yr−1 to 0.07 cm yr−1 because coincidently the time window
starts at the bottom and ends in the peak of the nodal cycle. This
clearly shows how including the nodal cycle may affect sea-level rise
estimates.

73



Global distribution of the nodal cycle

Now that it is known that the nodal cycle is important for local sea-
level rise estimates, the next question is how the nodal cycle varies
across the globe. From the 1157 gauges in the PSMSL dataset, 511

were selected based on their recorded history of at least 57 (3× 19)
years. The analysis of spectral densities of the tidal stations is skipped
because it has already been performed in detail [Trupin and Wahr,
1990], showing a peak at 18.6 years.

Equation 4.2 is applied to the selected stations, where 134 stations
show an amplitude (A) that is significantly different from 0. This
confirms the global presence of the effect of the lunar nodal cycle,
with a median amplitude of 2.2 cm. The global phase and amplitudes
variation are shown in Figure 4.6.

Global sea-level reconstruction

Here again we apply the MCMC method to detect if there is a trend
break in sea-level rise. This time we use the reconstruction of Church
and White [2011]. The most clear trend break occurred in the 1930’s,
which is found by setting the distribution of the switch point to
U(min = 1900,max = 2000) and the distribution for the water level
in the switch point accordingly. Most recent studies assume that
there is a switch point in the early 1990’s, therefor we assume that
the switch point is somewhere between 1980 and 1990. This gives
1987± 2 yr as the obvious switch point, given the data. In this year
the trend doubles from 1.44± 0.02 mm yr−1 to 2.59± 0.20 mm yr−1, a
significant trend break (Figure 4.4). It is smaller than the 3.2 mm yr−1,
because using Equation 4.3 forces a continuity in sea level. Others
have created a higher recent sea-level rise by allowing for a new in-
tercept in the trend break. Starting the new trend lower than the
old trend creates a sink of O(1× 10

11 m3) (the discontinuity insinu-
ates that the ocean volume decreased by a total volume of sea-level
difference times ocean surface).

Another possible explanation is a censoring bias. Are stations more
likely to be discontinued in places where sea-level rise is not increas-
ing? It is not difficult to imagine the economic considerations that
make it more likely for a tide gauge to be continued if sea-level rise
is a problem. Other causes are that if a tide gauge is placed in a
place where sea level is dropping significantly, the tide gauge will
eventually run dry.

To analyse this, global sea level is reconstructed as a function of
starting year. For this we use the PSMSL revised local reference (rlr)
dataset of 1350 tidal gauges [Woodworth and Player, 2003]. The sea-
level reconstruction is defined by Equation 4.5, where hi(t) is the sea
level in station i in year t. A glacial isostatic adjustment [Peltier, 2004]

74



Figure 4.4: Bayesian MCMC fit (100 black lines, with alpha of 1%) showing
the confidence interval around the pre- and post trend break sea-level rise.
The trend break has most likely occurred in the year 1987. The Church and
White [2011] reconstruction is shown in the blue line
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is applied to compensate for the higher portion of Scandinavian tide
gauges at the switch of the 19

th to the 20
th century.

No other spatial weighing, corrections and EOF’s are applied in
order to focus on a possible positioning bias. The tide gauges are split
up into four periods, based on starting year with regular intervals of
50 years and the break point of 1987. The periods are referred to
as old (-1900), classic (1900-1950), new (1950-1987) and newest (1987-).
Periods without at least 50 years of data are not shown.

∆hreconstruction(t) =

∑nstations
i=0 (hi(t) − hi(t− 1))

nstations

hreconstruction(t) =

0∑
x=t

(∆hreconstruction(x)) (4.5)

Figure 4.5 shows that there is a clear difference between sea-level
rise measured by old, classic tide gauges and measured by new and
the newest tide gauges.

This confirms the hypothesis that new tide gauges are more likely
to be placed in areas with higher sea-level rise. This can explain the
lack of acceleration found in areas where there are older tide gauges.

This comparison of old versus new tide gauges shows that they are
indeed different. It does not tell us which gauges are “correct” or
why they differ. One thing that is known about old tide gauges is that
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they are more often located in places in the Northern Hemisphere.
Thus are we looking at a censoring bias, where tide gauges that show
lower sea-level rise are removed or are we looking at a positioning
bias, tide gauges are placed at locations with higher sea-level rise?

A confirmation of the censoring bias is that tide gauges with high
sea-level decline are often disbanded. Of the 10 tide gauges that mea-
sured the largest interannual sea-level decline before 1910, 9 were
discontinued between 1930 and 1940 and the last one in 1970. Of the
tide gauges that show the highest interannual sea-level rise before
1910, only 6 were discontinued and most of them were discontinued
later (1921, 1927, two in 1979, 1987 and the last one in 2000), the other
4 of them are still operational.

On the other hand the selective placement of tide gauges is also
true. Old tide gauges were more often placed in developed countries
and a lot of effort has been put in creating a network of tide gauges
with a more representative coverage.

Figure 4.5: Reconstruction of global sea-level rise using Equation 4.5 using
tide gauges from different time periods. Confidence intervals represent the
95% confidence interval of the broken regression lines. The switch point is
in year 1987.
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Global absolute sea level

The phases found at the tidal stations are compared with the phases
found in nearby measurements from altimetry satellites for verifica-
tion. This dataset was obtained from the CSIRO website and consists
of sea surface heights with inverse barometer (IB) correction, seasonal
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signal removed and glacial isostatic adjustment (GIA) corrected. Be-
cause satellite data is only available for one lunar nodal period, the
results are susceptible to other influences and thus not yet stable. The
global phase variation is plotted in Figure 4.6. Tidal gauge and satel-
lite measurements show a reasonable correspondence in the Atlantic
but not in the Pacific Ocean. The canonical correlation between am-
plitude and phases of stations and nearby satellites is 0.21, which is
low yet statistically significant (p < 0.05).
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Figure 4.6: Nodal cycle, estimated using Equation 4.2. Amplitudes in cm
(size of circles) and phases in years (colour) of the lunar nodal cycle. Top
figure: tide gauges with at least 57 years of measurements Middle figure:
altimetry satellites. Bottom figure: equilibrium.

When to include the nodal cycle

The two extra parameters, the amplitude and phase, can result in a
less accurate estimate of the sea-level rise parameter. One way to
approach this is by determining if the variance explained by the com-
bination of the two extra parameters is statistically significant (using
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an ANOVA with two degrees of freedom). An alternative is here is
to use the Akaike Information Criterion (AIC).

We use another simulation to find out what would be a good period
for including a nodal cycle in regional sea level. For this we assume
sea-level rise equal to 0.2 cm yr−1, a nodal amplitude of 2.2 cm and a
uniform distributed random phase and random error of 2.5 cm. By
varying the time period and comparing the root mean square error
of the estimate of nodal fit and linear fit, we find that it is useful to
include the nodal cycle terms starting for periods from 14 years and
longer. This time period, for which it is advisable to include the nodal
cycle, becomes longer as the ratio between the random error and the
amplitude of the nodal cycle increases. A similar discussion can be
found in Blewitt and Lavallée [2002] for the comparable problem of
fitting geodetic velocities.This answers

Question 3.5.2. If the goal is to get an unbiased local estimate of the sea-level rise
parameter, the simplest approach is to use timeseries of multiples of
18.6 years + 9.3 years (integer plus a half). When the goal is to get
a good estimate of the level or acceleration, this approach can not be
used.This is a rule of

thumb, the optimal
lengths of timeseries

run up from 1.43
through N+ 0.5

The aim of including the nodal tide is to fit the nodal cycle and
not other decadal cycles. Therefore when including the nodal cycle,
it should be checked if 18.6 year is within the modal frequency bin
of the multi-year spectrum. Finally it is advisable to check for the
reliability of the fit, for example splitting up the tidal signal into two
separate parts should yield the same nodal cycle phase. If the esti-
mate of the nodal cycle is based on satellite measurements it should
be verified using local tide gauges.

4.1.3 Conclusions

Coastal management requires estimates of sea-level rise. The trends
found locally for the Dutch coast, are the same as have been found in
the last fifty years [Deltacommissie, 1960; Dillingh et al., 1993]. Even
though, after including the nodal cycle, it was more likely that high-
level scenarios would have become apparent, no acceleration was
found. The higher recent rise [van den Hurk et al., 2007] coincides
with the up phase of the nodal cycle. For the period 2005 through
2011 the Dutch mean sea-level is expected to drop due to the lunar
cycle down phase. This shows the importance of including the 18.6
year cycle in regional sea-level estimates. Not doing so on a regional
or local scale for decadal length projections leads to inaccuracies.

It was found that the local sea-level shows no sign indication of sea-
level acceleration. Although we do find a significant trend break in
1987, in the commonly used tide gauge reconstruction from Church
and White [2011], it is not the most obvious trend break given the
data and it is not confirmed by the analysis of individual tide gauges
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[Houston and Dean, 2011b]. Part of the trend break that does occur
can be explained by extra corrections that have been applied in the
reconstruction [Church and White, 2011]. In addition, we have found
that the classic tide gauges are significantly different from new tide
gauges. New tide gauges are more often placed in areas with higher
sea-level rise and tide gauges with sea-level decline are more likely
to be removed.

In Section 2.3 we saw that the forecasts of accelerated sea-level
[van den Hurk et al., 2007] rise initiated a change in coastal policy.
We now know that the observed local trend was overestimated and
that the higher scenario, if it would have been set in motion, would
likely have been observed. Also the suggested recent global acceler-
ation seems more likely to be connected to a changing “tide gauge
population” than a change in climate. Should this put us back to the
drawing board, reconsider the costs and benefits of our actions based
on these scenarios?

Of course it affects the confidence we have in the forecasts, as will
be discussed in Chapter 7. However, the methods used in this study
also have their limitations. We therefore suggest to continue making
different types of forecasts, as discussed in Baart et al. [2012d].

There is a difference between the nodal cycle phase expected from
equilibrium and the nodal cycle phase found in tidal records. This is
inconsistent with results from Trupin and Wahr [1990], possibly due
to the difference between the stacking approach and the harmonic
approach. It is similar to the differences found by Cherniawsky et al.
[2010]. The cause for the difference between the observed nodal cycle
and the equilibrium nodal cycle is not known. It could be a physical
effect, but could also be the result of the way our mean sea levels are
measured and computed.

On the nodal cycle we can state that whatever the cause may be,
if there is a known decadal signal in the sea-level records, it should
be taken into account. This can give better estimates of local sea-
level rise, but one should carefully check that the nodal fit is clearly
present.

Although the nodal tide does not affect the true global mean sea
level, it can affect global mean sea level estimates. In sea-level trends
from satellites, if one would assume the equilibrium nodal phase,
one would expect a small nodal cycle in the mean due to the phase
distribution in combination with the limited spatial coverage of the
altimetry satellite. The sea-level trends based on tide gauges can also
be affected by the nodal cycle due to irregular spatial sampling of
tide gauges. The observed nodal cycle shows a more east-west pat-
tern than the equator-poles pattern of the equilibrium. The nodal
cycle can thus be safely ignored for global mean sea-level estimates
based on satellites. For global mean sea-level estimates based on tide
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gauges, the distribution of nodal cycles phases could be checked for
approximate circular uniforminess.

It was shown that globally the 18.6 year cycle is observable in one
fourth of the selected tidal stations, with a varying phase. The phases
found based on tidal records and satellite data, show a weak canoni-
cal correlation, probably due to the short period of the satellite mea-
surements. It is not yet possible to give an accurate estimate of the
effect of the cycle across the globe. Just like a sea-level rise trend can
be very sensitive to the window of observation, an estimate of a cy-
cle is highly sensitive to peaks. Without removing such effects, for
example El Niño-Southern Oscillation, short series like the satellite
measurements are not very representative of the effect of the nodal
cycle. A logical follow-up on this research would be to simulate the
effect of the nodal cycle using a global tide model.This answers

Question 3.5.

4.2 design lifetime : storminess trend

One of the aspects to take into account when planning interventions
at the coast is the possibility of a change in storminess. This is rel-
evant because many of the forces that directly influence the dunes
(waves, surge) are storm related. This section describes gives an
overview of changes in coastal storm occurrence for the Netherlands.
Both observed trends in storminess as well as expected climate change
impacts on future storm occurrence are examined.

In different studies different measures are used to quantify “stormi-
ness”. A storm can be characterised by intensity, frequency and du-
ration of characteristic storm properties like wind speeds. In some
studies proxies are used, for example pressure tendencies, surface
air pressure and storm surge. Other studies examine wind speeds
directly. An overview of different proxies and research methods for
determining storminess changes can be found in Carnell et al. [1996];
Smits et al. [2005]; Bijl et al. [1999].

Here coastal storminess is assumed to be an underlying variable
representing both frequency and intensity of storms directed at the
coast. Change in storminess is operationalized [see Bridgman, 1950,
chap. 1] as the relative changes in the annual number of storm events.

The availability of data determines the frequency of storms that
can be investigated. Low frequency storms require a long period
of measurements. For the Netherlands, sets of continuous measure-
ments are available since the 1960’s. This is just enough to notice big
changes in storminess for infrequent (twice per year) events. In case
the trend changes in storminess are small, they can only be observed
over longer timespans or for higher frequent events.

We will first examine wind observations at coastal stations over the
last decades. These results will be compared with previous analysis
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of surge levels. Storminess in the context of climate change will be
examined using results from scenario studies and reanalysis studies.

The relative changes in the annual number of storm events can be
examined using decadal length time series of wind speeds collected
by weather stations or by proxies of these like pressure measurements.
The most important dataset for examining storminess changes in the
Netherlands resides at the KNMI. The KNMI measures wind speeds
at different stations in the Netherlands. Because direct station mea-
surements of storm occurrence and intensity are available, studies do-
ing reanalysis of proxy data [for example Sterl and Caires, 2005] will
not be considered as the measure for describing observed changes in
storminess. Comparisons between these studies can be found in for
example van den Hurk et al. [2006].

Smits et al. [2005] analysed the wind dataset of the KNMI for 13

stations, both coastal as well as inland stations over the period 1962

through 2002. As an indicator for frequency they used the annual
number of independent wind events that last for several hours, for
intensity the observed hourly peak wind speeds. The study makes
an ordinal categorization of storms where weak events occur on av-
erage 30 times per year, moderate wind events are defined as winds
which occur on average 10 times (windspeed 6 Bft to 7 Bft), and strong
events have an occurrence rate of 2 times per year (windspeed 7 Bft
to 8 Bft). For each storm frequency (number of storms per year), the
trend over 40 years was analysed. It was found that moderate to
strong events do not show statistically significant decrease nor in-
crease.

Longer timeseries (100 years), using storm surges as a proxy, were
analysed by Bijl et al. [1999]. Here the focus is on the stations Hoek
van Holland and Vlissingen stations. The authors define a stormi-
ness factor for each station, using four different storm frequencies, by
splitting the timeseries in groups of 10 years. For each decade an ex-
pected 1/10000yr−1 storm surge is computed. The expected 1/10000yr−1

storm surge over the whole 100 years is subtracted from the decadal
storm surge. This is what the authors call the “storminess factor”.
This analysis of 100 year storm surge variations also showed no sig-
nificant trend for both stations.

An example of the effect of climate change on future storminess is
given by Winter et al. [2012]. They propagated the storminess into
a wave climate and found that the wave climate is not projected to
differ between 1961-1990 and 2071-2100.

The wind data of the KNMI combined with historic records is also
used as a source for the climate change scenarios described in van den
Hurk et al. [2006]. This study extrapolates expected wind occurrence
using numerical weather prediction models and 4 different climate
scenarios. In a similar study van den Hurk et al. [2006] used four cli-
mate scenarios, varying on two factors: air circulation patterns (con-
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stant, increased) and temperature increase (1◦, 2◦), and found an in-
crease in two scenarios, a decrease in one scenario and non change in
the last based on the outcome of annual maximum wind speed.

Another common way to analyse the storminess change is to use
the combination of historic records and numerical simulations in the
form of a reanalysis. This approach was used by Vautard et al. [2010]
who found a slight decrease in surface wind speeds in the Northern
Hemisphere.

The statistical power of most observed datasets is not enough to
show differences in the lower frequency storms. While one series of
observations alone does not provide enough statistical power to test
hypotheses on the decadal trends, doing a meta-analysis over sev-
eral European countries can. This meta-analysis was performed in
the Morphological Impacts and COastal Risks induced by Extreme
storm (MICORE) project. There was no relation found between stormi-
ness changes and global climate change. [Ciavola et al., 2011a]. This
can be seen in Figure 4.7. One could argue that this study is not a
“meta-analysis” but a merely a “systematic review”. For example, the
Dictionary of Epidemiology [Porta, 2008] gives the definitions below.
The lack of suffient similarity (mainly the lack of reported statistical
measures and inconsistent quantification of “storminess”) makes it
hard to come to an overall quantified statement.

systematic review The application of strategies that limit bias in
the assembly, critical appraisal, and synthesis of all relevant
studies on a specific topic.

meta-analysis A statistical analysis of results from separate stud-
ies, examining sources of differences in results among studies,
and leading to a quantitative summary of the results if the re-
sults are judged sufficiently similar to support such synthesis.

Thus only a qualitative statement can be made, that the study con-
firmed the general picture of no positive storminess trend, as for each
trend of increased storminess a trend of decreased storminess was
found.This answers

Question 3.4.1.

4.3 policy analysis : erosion trends

This section describes the decadal scale variation of coastal erosion
along the Dutch coast, with a focus on the Egmond location. Coastal
erosion is another quantity that is relevant for coastal maintenance,
and just as in the previous section it is quantified using a trend esti-
mate.

The relevant quantities depend on the goal of their analysis. The
process of selecting good “quantities of interest” for morphodynamic
analysis is described by van Koningsveld and Mulder [2004].
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Figure 4.7: Meta-analysis of trends in coastal storminess. Based on Table 2

from [Ciavola et al., 2011b]

The quantities that are in used in the analysis of the Dutch coast
are traditional morphometric quantities. Traditional morphometric
quantities measure one aspect of the coast such as beach width, dune
volume, beach volume, beach slope. An alternative is to look at
the whole shape, often based on features, distinctive points that are
present in all measurements. This approach was initiated by Thomp-
son [1917] (Figure 4.8). Examples of features for a dune coast are
the dune top, dune foot and the high water line. While the classic
morphometric quantities allow comparison of dunes based on physi-
cal quantities, morphological changes are often expressed in the form
of feature and shape changes. Expressing morphological change in
the form of feature or shape change is part of the field of modern
morphometrics [Claude, 2008].

Besides the traditional morphometric and the modern morphome-
tric view, we can look at the dataset from a geological point of view.
From a geological perspective one would prefer to look at the history
of the coast. This can be shown using a geological profile plot. A ge-
ological profile plot is made by assigning years to layers of sediments
that are present in the current year, but not in the year before. This
plot is generated sequentially from the last measurement to the first
measurement, resulting in a cumulative area plot with a timestamp
assigned to each area (Figure 4.9).
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Figure 4.9: Geological map of the coast near Egmond. The colour shows
the date when the bathymetry and topography were last measured at that
location. An older bathymetry indicates that the sand at that location has
been measured the first time in the year indicated by the colour and has
since then not moved or has been replaced by other sand.
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Just as for sea level the quantitity of interest for erosion is expressed
in a trend. These trends are used to make local, short-term (years
ahead) forecasts. They can also be used to test hypotheses. For exam-
ple, the hypothesis that the change in nourishment strategy did not
have an effect on the coastline trend. This is a relevant topic since the
nourishment strategy changed in the 1990, and there is now enough
data available to test the effectiveness. Different measures are used to
test the effectiveness of the strategy change. A linear trend analysis of
the Dune Erosion Point (DEP) and Momentary Coast Line (MKL) van
Koningsveld and Lescinski [2007] suggested that the policy change
overshot its objective, “the operational objective was to maintain the
coastline at a position not landward of the 1990 reference, not to move
it seaward”. They estimated the long-term nourishment effectiveness
to be around 20%, where the nourishment effectiveness was quanti-
fied as a volume percentage based on the total nourishment volume
and the retaining volume.

Figure 4.8: Example of a morphometric
analysis on fish shapes [from Thompson,
1917]

One of the assumptions of a trend fitted us-
ing a linear regression is that the errors are un-
correlated. Southgate [2011] showed that the
assumption of uncorrelated errors is invalid
for the coastal erosion trends. He found that
a linear trend predicts worse than assuming
the MKL stays constant, thus that the last beach
state is a much better predictor.

Here we combine both methods and show
how to include the confidence interval. Van
Koningsveld and Lescinski [2007] estimated
the effect of change in coastal policy in the
1990’s using a segmented linear regression
model (sometimes called a broken linear re-
gression model). The fitted linear model is
given in Equation 4.6, where mkl is the MKL

position at time t in years, a1 is the intercept
for the regression line fitted up to 1990, β1
is the slope of the regression line fitted up to
1990, a2 is the intercept for the period after
1990, β2 is the slope for the period after 1990

and εt is the residual. This model uses four
coefficients, two slopes and two intercepts.

mkl(t) =

{
a1 +β1t+ εt if t < 1990

a2 +β2t+ εt if t > 1990
(4.6)

For our example we will use the interaction of time versus policy to
reduce the number of parameters to three (see Equation 4.7), here a is
the intercept, β1 is the slope for the period up to 1990, β2 is the slope
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increase for the period after 1990 and policy is a dummy variable
(a dichotomous variable with 0 for the period up to 1990 and 1 for
the period from 1990. Reducing the number of variables increases
the statistical power, the likelihood that we will detect the effect of a
changed policy, if it were present.

mkl(t− 1990) = a+β1(t− 1990)+β2(t− 1990) ∗policy+ εt (4.7)

The same Dutch Annual Coastal Measurement (JARKUS) dataset as
described in Chapter 3 was used. This dataset describes the yearly
measurements with a resolution of approximately 250 m alongshore
by 10 m cross-shore.

Here we apply Equation 4.7 to the same coastal position but includ-
ing the recent measurements. The effect of including the policy× t
interaction variable is that the trend switches in the year 1990 from
β1 to β1 + β2. The fitted equation is mkl(t− 1990) = 116.8+ 0.3×
t+ 2.4× policy× t, from which we can conclude that before 1990 the
average MKL growth was 0.3± 0.4 m yr−1 and after the policy change
in 1990 the average MKL growth increased with 2.4± 0.8 m yr−1. For
this location that is a significant change (t = 2.9). The confidence
intervals, based on standard error of slope, intercept and interaction
are shown in Figure 4.10.

The confidence interval of the policy effect parameter is so small
that we can conclude that we would not have found such a large ef-
fect if there was no policy change. This shows how we can use the
confidence intervals to test how effective a policy change is. If we ig-
nore the methodological error of not considering auto and spatial cor-
relations, we can conclude that the period before and after 1990, cor-
responding to the policy change, resulted in positive seaward trend
of the momentary coastline moved seaward of 2.4 m yr−1 in addition
to the already positive trend of 0.3 m yr−1. Of course including the
confidence intervals does not give extra information on the causality,
other factors might also cause these kind of variations in trends.

As Southgate [2011] suggested, it is sometimes a good idea to in-
clude the autocorrelation. Several textbooks discuss the differences
between deterministic trends versus stochastic trends and the differ-
ence between stationary and non-stationary time series [for example
Cryer and Chan, 2008, Chapter 5]. A simple way to think of the dif-
ference between a stationary and non-stationary time series is “what
would be the forecast for the first future time step if the last time step
showed a sudden drop?”. In a linear regression, the forecast for t+ 1
would be predicted value of t plus the trend, where for an autoregres-
sive model we would predict the observed value of t plus the trend.
One can check for such properties using a test for the unit root, such
as the Dickey-Fuller test [see Said and Dickey, 1984, for details].

From the two methods proposed by Southgate [2011] we choose the
auto-regression approach. This method takes into account the tempo-
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MKL measurement year (0=1990)
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Figure 4.10: Segmented linear model including policy effect for the
Egmond location (Jarkus transect 7003800)
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ral correlation in the time series. This is appropriate here because the
residuals from the fit using Equation 4.7 are non-stationary, as tested
using the augmented Dickey-Fuller test (p < 0.05). Here we extend
the approach to include the effect the policy change. Including for the
effect of policy is done using the same way as for the linear model. In
the context of auto-regressive models this extra term is referred to as
an external regressor.

The fitted model is given by Equation 4.8, where αi is the coefficient
for the ith autoregressive term, β is the coefficient for the external
regressor policy, µ is the mean and εt is the residual.

mkl(t) = α1mkl(t− 1) +α2mkl(t− 2) +α3mkl(t− 3)

+β(t− 1990) ∗ policy+ µ+ εt (4.8)

Confidence intervals for autoregressive models are a bit more com-
plex than for linear models. They are rarely presented for hindcast
periods. Figure 4.11 shows the confidence intervals computed using
Kalman Filtering [Durbin et al., 2001] as implemented in R [R Devel-
opment Core Team, 2009].
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Including the autocorrelation into our statistical model does not
result in a more narrow confidence interval. We do not “increase”
our confidence, but it can be assumed that our confidence estimate is
more valid, as we no longer assume that the errors (εt in Equation
4.7) are independent and identical distributed.

The application of these models to the whole Dutch coast is shown
in Figure 4.12. The major part of the coast shows the positive (blue)
effect of coastal policy.
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Figure 4.12: Momentary coastline positions trends based on the sum of the
drift and policy effect.

We can conclude that the policy change did co-occur with a signifi-
cant change in the trend of the MKL position (old trend is significantly
different lower than new trend). In fact, one could state, that the trend
has now shifted to a significant positive trend. The effect of a local
“hold the line” strategy is a dune volume growth along the major part
of the Holland coast. This answers

Question 3.6.1 and
3.7.
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Part II

P R E PA R AT I O N

Part i focussed on forecasts for the mitigation phase. This
Part presents forecasts for the preparation phase. For this
purpose the operational forecast system for the Dutch coast
is extended with quantities that describe changes in coastal
morphology and with confidence intervals. The aim of the
forecasting system is to provide coastal managers with
timely, accurate, precise and relevant information. This
information can be used to make appropriate decisions
when a coastal storm is imminent. Chapter 5 describes the
design considerations of the extensions of the coastal fore-
casting system with morphological quantities. Chapter 6

focusses on the extension of the operational forecasting
system with confidence intervals.
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This chapter first evaluates the need for a preparation approach.
After that the focus switches a discussion on the setup an operational
morphological forecasting system. The next chapter discusses the ex-
tension of the forecasting system by introducing confidence intervals
around operational morphological forecasts.
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5.1 the usefulness of a preparation approach

As we have seen in the Chapter 1 a safety approach consists of four
phases (mitigation, preparation, response and recovery). If it is a
good practice to setup a preparation approach for coastal manage-
ment, what would this entail? Where mitigation relates to the activ-
ities required to prevent or reduce the effect of a negative event, the
preparation approach relates to influencing the behaviour of people
involved in a disaster.

Figure 5.1: Example of a preparation
approach, simulation of sinking ships in
front of the coast as a last minute
preparation before a storm [Walstra and Bos,
2009]

Examples of a preparation approach in
coastal context are warning people of pos-
sible events, making available sandbags or
other temporal defences for short term pro-
tection and for example setting up evacuation
plans and emergency supplies. An interesting
but unadvisable example of a preparation ap-
proach is the lowering of ships in front of the
shore with the goal to reduce the wave impact
to the coast [Walstra and Bos, 2009].

One thing to consider, before we look at the
implementation of a preparation approach for
dune based coasts, is how to evaluate the op-
timal balance of investments between the two complimentary ap-
proaches: preparation and mitigation. Should we not spend all our
efforts into making the dunes as safe as possible? How do we find an
optimal balance between the two? Several considerations can be used
as arguments to justify or dispute the investments into a preparation
approach.

effectiveness of warnings One of the main considerations is
that the effectiveness of a warning system is usually limited.
We have already seen the example of the Xynthia case where
there was a warnings given, but it did not give the relevant in-
formation (information of probability of flooding was absent).
Another well-described shortcoming of warning systems is that
they are prone to introduce a “cry wolf” effect [see for example
Breznitz, 1984]. In the 2011 tsunami many people delayed evac-
uating or ignored warnings because over the years many false
positive tsunami alerts were given [Normile, 2012]. Many vic-
tims knew the waves were coming but could not escape or did
not try until it was too late [Normile, 2011]. The question is also
if one is able to give a timely warning, with enough confidence
so that people can act in time. Chapter 6 discusses this further.

ethical Another aspect that is relevant is the risk perception bias
[see for example Starr, 1969]. A society is willing to allow a
much higher risk if the risk is voluntary. We can apply this
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to an operational coastal forecasting system. Let’s assume we
provide the public with a warning of an expected coastal flood-
ing. This allows people to evacuate or seek higher grounds and
this would transform the risk when they do not evacuate from
an involuntary risk to a voluntary risk. Could we then lower
the safety level? Answering this question raises some ethical
questions.

If we have the technical capability to warn people about possible
negative consequence events, do we also have the responsibility
to warn them? Arceneaux and Stein [2006] studied the relation
between disasters and voter behaviour. They found that after
a disaster, in hindsight, the local and national government are
held responsible for the whole chain of mitigation, preparation
and response. It was found that the amount of personal con-
trol in the situation and the amount of knowledge about the
government’s working methods were the important factors in
the amount of blame put on the government. The first point
confirms the study by Starr [1969], in that risks are more accept-
able if people are “self proficient” and that indeed, the public
expects these warnings. The second point indicates that the
decisions made in the context of cost effectiveness, what is de-
fended and what not, should be communicated clearly. As we
have seen in the description of the Xynthia storm (Section 1.1),
lack of communication of risk can cause dramatic effects.

It lack of communication of risk can also be reason for convic-
tion as seen in the recent trial in Italy, where 6 scientists were
found guilty of manslaughter. They were accused of giving out
giving out “inexact, incomplete and contradictory information”.
The public communication officer had translated their forecast
into “the scientific community tells us there is no danger . . . ”
[NewScientist, 2012], which turned out not to be true as the
earthquake in L’Aquila caused 297 casualties.

expected utility One could dispute if it is cost efficient to have a
preparation approach ready for areas where the probability of
an event is lower than once in a lifetime. An example calcula-
tion for Dordrecht, an area prone to river flooding was made,
and showed that including the preparation approach on top of
a mitigation approach with a low probability safety level is not
cost effective [Hoss et al., 2011]. Another approach to look at the
benefit of information is given by the value of information the-
ory [see for example Howard, 1966]. This theory describes how
one can assess the value of added information, in this case in-
formation of a warning about the breaching of a dune. Howard
[1980] later came up with the idea to use “micromorts” as a
more easy to use currency for valuing life versus other benefits.
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In practice one will find that one of the safety links is already in
place. For areas with a high probability of erosion or inundation
one will be more experienced in getting the relevant information on
imminent natural hazards. Inhabitants of areas with high frequency
flooding commonly have a boat ready to evacuate and boards to put
in front of their doors to prevent water from entering their homes.
In areas where the probability of dune failure is small, such as the
Dutch dune coast, the preparedness effort is relatively small. Most of
the effort is put into improving the mitigation link.

This focus on one link rather than the whole chain is understand-
able if one considers that the safety chain does not adhere to the
physics of ordinary chains. In contrary to most chains, the safety
chain is (at least) as strong as the strongest link [Jongejan et al., 2008].
If either of the safety links is fully effective it prevents the hazard to
develop into a disaster. This answers

Question 4.2.4 .In the context of the preparation approach we will focus on setting
up a coastal morphological warning system. As we have seen, pro-
viding the public and authorities with a warning gives a high sense
of control and it is a relatively low cost effort. For the usefulness of a
coastal morphological warning system in areas where the probability
of events is low (say smaller than once in ten years) the forecasting
system should aim to serve multiple purposes. One cannot expect
for a system to work if the operators and designers of such a system
will have a lower than once a career opportunity to use it. Therefore
a system aimed to predict coastal morphological changes in an opera-
tional context should be multi purpose, also including purposes that
are relevant at least once a year. In the next section we will discuss
several use cases for a coastal forecasting system.

5.2 use cases for a coastal forecasting system

The first step in setting up a coastal forecasting system, or any other
system, is making an inventory of the requirements of the system.
Examples of requirements for a coastal forecast system are functional
requirements (what should it predict?), architectural requirements
(which components should it be composed of?) and performance
requirements (how fast should it produce results?).

The definition of the functional requirements of a system is a task
that is conducted together with potential stakeholders and end users
of the system. In the case of a coastal forecasting system the end users
consist of local and regional authorities that are responsible for the
maintenance of the coast and the safety of the people living and recre-
ating near the coast. The requirements for system are often gathered
in a standardized form. For software requirements the requirements
are often formulated in the form of use cases or user stories [Beck
and Fowler, 2001]. For coastal management questions a common
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way to formulate the “customer” and “functional” requirements is
through the frame of reference method [van Koningsveld et al., 2005].
This method was applied across nine coasts in Europe [Ciavola et al.,
2011a] and this resulted in a number of potential applications of a
coastal forecast system.

One of the aspects of the frame of reference method is the Quan-
titative State Concept (QSC), the quantity that the system should be
able to predict for different coastal management tasks. Based on the
discussions with the potential end users of the coastal forecasting sys-
tems the following states were defined, [see also Ciavola et al., 2011a].

dune monitoring Likelihood map with locations for high-water
events.

protection of immobile property Risk maps (time and space)
with expected economical damage in the coastal strip (that con-
tains houses, shops, etc.).

protection of mobile property Run-up timeseries (e.g. extracted
from beach morphodynamic model).

conservation of natural areas Run-up and maximum flood-
ing cross-shore and longshore extension (marine water ingres-
sion limit).

swimmer safety Space-time map of areas that are unsafe for swim-
ming, covering at least the most used areas.

evacuation preparation Providing coastal inhabitants with in-
formation of the effect of storms, three days ahead.

If we focus on the physical quantities they are comparable to the
quantities that we have seen in the mitigation part. The difference
here is mainly the time scale. The water level is important but at
a time scale of hours. Also the extreme water level, the maximum
run up is important and the morphological change of the dunes are
important because the dunes are under heavy loads and failure mech-
anism of dune erosion can cause the dune to fail. In this thesis we
will not analyse the run up estimates because we do not have accurate
measurements to compare with.This answers

Question 4.1 . Now that we have a definition of some of the requirements of the
coastal forecast system, we will focus on setting up a morphological
forecasting system for a specific locations, in this case the Dutch coast
and with a main focus on the use case of predicting morphological
changes during the storm of a magnitude corresponding to the safety
level discussed in Chapter 3.
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5.3 the european effort towards a coastal forecasting

system

The remainder of
this Section 5.3
through 5.5 were
published as
“Real-time
forecasting of
morphological storm
impacts: a case
study in the
Netherlands” [Baart
et al., 2009a]. The
text and figures have
been edited, extended
and improved for
consistency and to
incorporate new
insights.

Recent events like the Sumatra tsunami and Hurricane Katrina have
reminded the world of the vulnerability of coastal areas to extreme
events. Despite hydraulic engineering measures to minimise failure
probability of coastal defence structures, a probability of failure, al-
beit small, remains. To assist local authorities and the population
in their response to extreme events, timely access to relevant infor-
mation of sufficient accuracy regarding impending natural threats is
crucial. Current real-time systems do not include all relevant physics
(e.g. morphodynamic response). This section describes the efforts
in the framework of the Morphological Impacts and COastal Risks
induced by Extreme storm (MICORE) project to develop such an im-
proved real-time system for the prediction of storm impacts. This
section addresses the proposed system architecture and some prelim-
inary results and some aspects of the development environment that
may be of more general interest than to this project alone.

The years 2004 and 2005 were characterised by a number of large
coastal disasters around the world (i.e. the Sumatra tsunami in De-
cember 2004 and Hurricane Katrina in the US in August 2005). These
powerful natural events have raised awareness that the coastal areas
are vulnerable to natural disasters. The near miss of New Orleans
by hurricane Gustav in August-September 2008, only three years af-
ter hurricane Katrina, made it clear that although extreme events by
definition have a low probability of occurrence this does not mean
that they could not in fact happen a number of times within a short
period of time.

The exposure of Europe to comparable extreme events was demon-
strated by European windstorm Kyrill, which hit in January 2007. It
was a mild winter in most of Europe when Kyrill caused severe loss
of human lives, great property loss and infrastructure damage. Kyrill
was a medium strength storm, which made landfall on the German
and Dutch coasts on the afternoon of January 18th, affecting 8 coun-
tries causing the loss of 47 human lives and many small properties.
The storm losses greatly affected insurance companies. The estimated
damage in Germany alone was €4.7 billion [Alovisi et al., 2007].

The preparation approach has received increased attention in more
recent times. The European Union (EU) Seventh Framework Pro-
gramme (FP7) Project MICORE analysed current storm response ap-
proaches in nine European countries and concluded that amongst oth-
ers, the study sites could by improved by implementing operational,
quasi real-time, coastal risk assessment methods. Only two European
countries have operational systems available predicting storm surge
levels [Ferreira et al., 2008]. No real-time systems taking into account
morphodynamics were available. It was the main objective of MICORE
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to develop such a system. It is the main objective of the next sections
to describe the architecture of the system and the implementation for
the Dutch coast.

The MICORE project has considered the main end users of a real-
time system to be local authorities that are responsible for emergency
response and last-minute mitigation in case of an upcoming extreme
event. In order to support their efforts they need:

1. timely access

2. relevant information

3. sufficient accuracy and precision

Timely access is essential, given the limited time available for (or-
ganizing and executing) response activities. This has consequences
on the available model runtime, bringing up the issue of weighing
accuracy versus being on time. Timely access in this context is at
least three days ahead. Both authorities and people should be able to
respond. In practice this is not possible if a warning time is two days
or less [Kolen, 2010].

Relevant information in this case regards expected coastal hazards
such as overtopping, overwashing, beach and dune erosion, dune
breach and localized flooding. With this information responsible au-
thorities may better allocate their scarce resources, e.g. allocating
levee and dike patrol, selecting locations for emergency repairs, indi-
cating safe areas for residents to evacuate to, etc.

Figure 5.2: Aeolian transport during the
November 2011 storm. Src: pzc.nl, Photo:
Dirk-Jan Gjeltema

Real-time information on water levels is
available in the Netherlands. This informa-
tion is taken as a trigger to take preparation
actions. However, in most, if not all, cases
water levels alone are not enough to predict
events like overtopping, overwashing, beach
and dune erosion, dune breach and localized
flooding at the desired level of detail. Merely
adding waves to the equation is not enough.
Especially during extreme storm events the
morphodynamic response of the coastal sys-
tem can be significant. Depending on this re-

sponse the influence of water levels and waves in turn may also be
affected significantly. The aeolian transport during storms can also
affect coastal safety, positively, by strengthening dunes (see Figure
5.2), and negatively, when the lack of visibility hinders evacuation
attempts. The extension of the morphological model with aeolian
transport [Baart et al., 2012a] is not part of this thesis.

In recent years similar systems have been setup for other countries.
A noticeable example is the operational forecast system that predicts
coastal regimes a few days ahead [Plant and Holland, 2011a].
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Besides including the relevant physics in the model system and pro-
ducing the proper output, the aggregation of model output data into
information relevant for end users is of great importance. Examples
of such aggregated results could be maps indicating not only areas
of erosion and sedimentation but also separating areas of moderate
erosion of those with severe erosion. Which parameters to choose
is not a trivial matter, i.e. allocating emergency repair capacity the
areas of erosion rates are of interest while indicating safest areas for
evacuation whereas one might look at areas of no erosion.

5.4 the architecture of a coastal morphological fore-
cast system

Now that the use cases and requirements are established, it is possi-
ble to define a general architecture for the morphological forecasting
system. As there are many comparable forecasting systems existing
systems are used for inspiration. For each of the components the
design considerations will be discussed in detail.

5.4.1 Global forecasting systems

Several operational models are currently active for operational fore-
casting weather related quantities such as pressure and precipitation.
Two major global systems are the Global Forecast System (GFS) by Na-
tional Oceanic and Atmospheric Administration (NOAA) and the Inte-
grated Forecast System (IFS) by European Centre for Medium-Range
Weather Forecasts (ECMWF). A complex computer system, such as
these weather models, consists of different parts. Based on the docu-
mentation [for example Howard and Ward, 2011] we can identify the
following components: i) Runner of tasks and jobs ii) Gathering of
datasets from online sources, such as satellite and measurement sta-
tions iii) Converting data into boundary conditions for the numerical
model. iv) Data assimilation and other statistical routines for filtering
and predicting missing data. v) In most complex systems the physi-
cal models are split up by physical processes, for example modules
for cloud coverage, ocean waves. vi) Inter model communication is
needed because most models are too big to run on single computers.
By parallelizing over physical processes and over domains (subsec-
tions of the numerical grid) multiple computers or processors can be
put to work simultaneous. vii) Some systems include the possibility
to run scenarios or experiments. These scenarios often have the form
of perturbations of input or of what-if scenarios. viii) After the mod-
els have ran output is generated. The output is provided to end users
of different levels.

A major difference between the global models is the scale and num-
ber of end users of the system. The global systems are used by numer-
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ous end user applications, resulting in better quality. This results in
a solid push for quantity. Making all the results and source publicly
available, as is done in the GFS, increases this even more, according to
the mantra “given enough eyeballs, all bugs are shallow” [Raymond,
1999], although another explanation for the quality improvement is
that when source and data are public, there is no rug to sweep under.

5.4.2 Local forecasting systems

The same approach that is used for global forecasting systems is also
used for local weather forecasting systems, such as Weather Research
and Forecasting (WRF) [Michalakes et al., 2004] and HIgh Resolution
Limited Area Model (HIRLAM). Systems more closely related to the
morphological coastal warning system are the hydrodynamic and hy-
drological forecasting systems. These systems are more local and
more specific in their physical processes. Examples for the Dutch
coast are the hydrodynamic model train described by Gerritsen et al.
[1995] and Verlaan et al. [2005] for the North Sea and the Delft Flood
Early Warning System (FEWS) system for the river forecasts [Werner
et al., 2009]. The FEWS system is different because of a different ar-
chitecture and a different approach to inter model communication.
It is based on a client-server architecture, with a central relational
database for model results, whereas the model results of most Nu-
merical Weather Prediction (NWP) systems are stored on the inter-
net with metadata inside of the datasets. Another aspect is that it
does not incorporate a fixed set of models, but requires models to be
adapted to a FEWS specific interface. This allows for new models to
be incorporated.

5.4.3 The morphological forecasting system

The architectural requirements follow from the potential use cases
from the system. The following components and tasks can be identi-
fied from the QSC above and the corresponding benchmark states [see
Ciavola et al., 2011a] and the discussion of the global local forecasting
systems.

model setup Model setup and establishment of input parameters.

data collection Reading basic data (wind data, pressure data,
bathymetric data etc.) from data sources.

pre-processing Converting the downloaded basic data to the proper
input formats for the model engines.

running model engines Running the numerical implementations
of the physical processes to generate predictions.
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running scenarios Running scenarios to incorporate for emer-
gency measures or what if scenarios

post-processing Processing and aggregating the raw model out-
put.

publishing Transform the modeling results into information that
can be used by end-users.

The challenge in setting up of a system architecture is not only
in defining the correct components but also in keeping the compo-
nents independent. One might be tempted to generate a train of pro-
grams that are all dependent on the outcome of each other (Figure
5.3). This would make the publishing of results directly dependent
on the model runs and this does not follow the good design principles
[Fowler, 2003] of keeping user interface and the result of the models
independent. Good points of introducing inversion of control in the
architecture of a forecasting system are after the model run and after
the data collection. In practice this means that the publishing compo-
nent should ask for data (don’t call us, we’ll call you), as should the
pre-processing task.

Regarding the performance requirements, some of the QSC’s most
of the states require information in a time window of days, either real
time (swimmer safety) or a few days ahead. These performance re-
quirements need to be matched with the numerical models, because
these are usually the performance bottlenecks in a physical model
based forecasting system. Another aspect that is important for per-
formance is the connection between data, models and user interfaces.
The information required for running simulations persists within dif-
ferent institutes and is transferred through the internet. To be able
to have a fast responding, independent system, having an optimal
exchange of datasets through the internet is thus essential.

5.5 the implementation of a coastal morphological sys-
tem for the dutch coast

To illustrate the practical implementation of the steps described above
their concrete implementation for a Dutch case is discussed. The
system has been further expanded to a broader spatial scale and other
areas, such as the California coast.

The real-time system is set up in such a way that components of the
system can be easily replaced. New bathymetric data that is entered
into the database can trigger updates to the model bathymetry used.
Also, in the context of the MICORE project regular improvements may
be expected to the open-source modeling package XBeach. Using
subversion for keeping track of versions, it will be relatively straight-
forward to replace that part of the real-time model train.
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of the coastal stretch for the given hydrodynamic conditions.
The Storm Impact Indicators (SIIs) are derived from the
XBeach model results by applying dedicated algorithms.
Routines are set-up to automatically determine the most
critical locations within a coastal section (Fig. 3A). The SIIs are
calculated for each profile, during the entire simulation
(Fig. 3B). The test case for the Belgian coastline visualizes (i)
the status of all predefined SIIs, (ii) the dry beach width (DBW)
of the profiles, merged into a line, (iii) time series of some
output parameters of XBeach and (iv) the strategic objectives
described in the SIIs.

An important lesson learned in the MICORE project is that
once it becomes operational, the EWS should be running all the
time with minimal intervention by operators. This is crucial to
thoroughly test the systems robustness and ensure its stable
operation in the event of an extreme storm. When the EWS
predicts the exceedance of a predefined SII related threshold, a
warning should be sent automatically to the competent end-
user, e.g. the Civil Protection, which would then decide how to
act accordingly. Informing the general public could be done by
SMS and Internet interfaces but it is important to carefully
consider the desired public response. Finally, it could be

Fig. 2 – Generic concept of the MICORE Early Warning System prototype. The Storm Impact Level builds on the scale
proposed by Sallenger (2000).

e n v i r o n m e n t a l s c i e n c e & p o l i c y 1 4 ( 2 0 1 1 ) 9 2 4 – 9 3 3930

Figure 5.3: General architecture of the coastal forecasting systems setup in
MICORE [Ciavola et al., 2011a], the last row indicates the visualization
module.
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Reproducing forecasts with changing data, models and tools is
prone to errors or subjective decisions. Keeping track of the whole
process, fully automating all changes from initial datasets to results,
is a guarantee for reproducibility. Using a scripting language is a
good way to automate processes like this. Automating also allows
for errors to be corrected by simply rerunning the scripts which were
used to create results.

To allow for freedom to reuse, adapt, inspect and replace compo-
nents, open source and open standards are used as much as possible.
By publishing source code and keeping track of history, quality and
accountability is improved.

5.5.1 Model setup

One of the challenges in setting up the model domains is to incorpo-
rate the correct physics, while maintaining computational efficiency.
This is especially challenging because the relevant processes occur at
a wide variety of spatial and temporal scales, as we have seen in Fig-
ure 2.1. The same processes that were used for the safety level in
Chapter 2 are relevant here, but at a time scale of days. This answers

Question 4.2.1 .There are several approaches to this. Some numerical applications
allow for local refinements. This is the case for implementations
based on non equidistant grids and implementations based on do-
main decomposition. Another approach that is used for the Dutch
case is to use nesting where the numerical models run on different
resolutions, exchanging information either internally by making local
refinements in the grid [see for example Borthwick et al., 2001], one
directional (the coarser model feeds the finer model) or two direc-
tional (two way exchange between two models).

In the coastal morphological model we start with the transforma-
tion astronomical tides in combination with predicted wind and pres-
sure fields into predicted current, water levels and waves. This is
a large scale model (O(1000x1000km)), which may be part of the
coastal model train, however, in some cases such models are already
run by other organisations and tapping into these results using them
as boundary conditions may be considered. Next a regional model
(O(100x100km))is needed to transfer the overall current, water levels
and wave patterns towards the coastal region of interest. An addi-
tional refinement in the near shore area (O(10x10km)) is generally
needed to generate input of sufficient spatial resolution to properly
drive the local model (O(1x1km)) that resolves the detailed hydro-
and morphodynamic processes that are of interest for decision mak-
ers dealing with response to extreme events. Depending on the mod-
elled area the number of models needed may increase or decrease.
The major advantage of using this nested model approach is that the
models at different scales can be used for other purposes as well.
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Also there is no need to make a single purpose numerical grid, other
than the nested local grids. Creating a local grid often involves some
local knowledge. By having the local grids as pluggable elements
in the system they can be easily replaced by new models, once local
reconsideration is needed.

In the Dutch case developed for the MICORE project four model
schematisations of increasing resolution describe the hydrodynamic,
wave and morphologic processes: 3 Delft3D models and 1 XBeach
model. Figure 5.4 shows the schematisations.

The three coarsest schematisations cover the North Sea, the Dutch
coast and the Dutch coast near Egmond and are based on the Dutch
Continental Shelf Model [Gebraad and Philippart, 1998]. Domain de-
composition is used to connect the hydrodynamic processes whereas
nesting is used to connect the wave processes. The schematisation
with the highest resolution, covering the Egmond beach area, is used
to describe the morphological processes.

5.5.2 Data collection

The following datasets are used for the operational morphologic pre-
dictions.

1. The online windfield predictions from the HIRLAM NWP forecast
system. The latest predicted windspeed and wind direction are
used.

2. The online waterlevel predictions from the Multifunctional Ac-
cess Tool foR Operational Oceandata Services (MATROOS). The
MATROOS system provides daily forecasts of waterlevels.

3. The network of directional wave buoys of Rijkswaterstaat. The
network of directional wave buoys is used to compare predicted
to observed wave heights.

4. The annual transects of the JARKUS dataset [Rijkswaterstaat,
2008]. This dataset has a goal to evaluate annual changes in the
coastline. The dataset covers both topography and bathymetry
of the nearshore area. The latest bathymetry and topography is
used from this dataset.

This answers
Question 4.2.3 .

5.5.3 Pre-processing

The wind fields and water level predictions use the same schematisa-
tion for the coarsest grids and can be used directly as input for the
combined wave/flow model run. The wave spectra and significant
wave heights are used as boundary conditions.

For the three coarser schematisations the bathymetry of the Dutch
Continental Shelf Model is used as a fixed bathymetry while the
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Figure 5.4: Schematisations of the operational model. From top to bottom,
left to right: Wave Watch 3, Contintental Shelf Model, Kuststrook Fijn
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Egmond beach area uses the measurements from the JARKUS data.
The predicted bathymetry is not used as input for the next predic-
tion but the bathymetry is reset to the JARKUS observations at each
run. Using an updated bathymetry of known precision will be an
improvement.

5.5.4 Model components

The hydrodynamics, waves and morphological processes were simu-
lated with different model engines. The hydrodynamic and the wave
models ran online (output exchanged bidirectional). The morpho-
logic model was coupled offline (output exchanged unidirectional)
with the hydrodynamic model.

1. Hydrodynamic processes were simulated using the Delft3D-FLOW
software (3.27) [Stelling, 1984].

2. Wave processes were simulated using the SWAN software (4051AB)
[Booij et al., 1999].

3. The morphodynamic processes were simulated using XBeach
[Roelvink et al., 2007]. XBeach is a two-dimensional model that
is used for sediment transport and morphological changes of
the nearshore area, beaches, dunes.

The most relevant output variables for storm events, viz. water levels,
significant wave height and bathymetry are saved with a 10 minutes
interval.This answers

Question 4.2.2 .

5.5.5 Post processing

In this step of the process normally the physical model results would
be aggregated to present proper information for decision-makers. In-
formation one could think of are: sedimentation erosion maps, inun-
dation maps, maps pointing out suitable and non-suitable spots for
emergency evacuation etc. Ciavola et al. [2011a] gives an overview
of indicators that were used in the MICORE project. For the Egmond
case we converted the model results into potential safe and unsafe
evacuation areas, based on the human stability studies from Abt et al.
[1989]; Jonkman et al. [2005]; Jonkman and Penning-Rowsell [2008].

Forecasts of coastal erosion in the Dutch coast at Egmond were
produced between July 2008 and October 2010. After the MICORE

project ended the running of operational forecasts stopped due to
lack of maintenance.

By limiting the calculation time which is required for timely predic-
tions, a balance is needed between model accuracy and speed. This
requires to limit the number of processes taken into account and the
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Figure 5.5: Egmond model showing erosion (bottom image), water level +
waves (transparent surface), bathymetry (solid surface)

detail of the schematisation used. Because we are limiting the accu-
racy of the model, it is important to present the results with known
information about the precision and accuracy of the predictions. This
will be the topic of Chapter 6.

5.5.6 Publishing

The results of forecast systems models were traditionally stored in
safe data centers. Only the very communities that run these models
were able to access the data produced by these models. Currently
there are two trends that endeavor to make these results available on
the internet for a larger audience than these communities themselves.
In Baart et al. [2011b] and Baart et al. [2012b] we analysed different
methods for publishing results from numerical models through the
internet. The Open-source Project for a Network Data Access Protocol
(OPeNDAP) approach is currently used to publish the results of the
numerical models that forecast the morphological change. This answers

Question 4.2 .
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In the previous chapter a coastal forecasting system was presented.
A forecast of coastal change should be presented with a confidence
intervals. This chapter presents the final example of how to extend a
forecasting system with confidence intervals. From the three methods
discussed in Baart et al. [2011c], two methods are examined in detail.
This chapter shows the skill of the forecasting system as a function
of forecast lead time, to answer the question “How many days ahead
can we make a morphological forecast?”.
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This section was
submitted as
“Confidence in
real-time forecasting
of morphological
storm impact” to the
journal Weather and
Forecasting

6.1 introduction

Coastal areas are exposed to natural disasters of marine origin. Pro-
viding warnings is one of the ways to reduce the risk to human life
and to allow for property to be protected [Day et al., 1969]. Although
these warnings are not always effective [Normile, 2012], when a dis-
aster is imminent people expect to be warned [Arceneaux and Stein,
2006].

In order for a coastal warning to be helpful it needs to be rele-
vant, timely, accurate (Section 5.3) and with a confidence interval
[Baart et al., 2011c]. Previous studies have worked on providing rele-
vant warnings by extending operational hydrodynamic forecast mod-
els with forecasts of morphological change [Section 5.3, Plant and
Holland, 2011a; Vousdoukas et al., 2011]. Adding morphodynamic
processes to a coastal warning system is relevant because the failure
modes of coastal dunes depend on the morphological change [Sal-
lenger, 2000; Mai et al., 2007].

Setting up a warning system that takes into account coastal mor-
phology was part of a broader European effort [Ciavola et al., 2011b].
Here we expand on this effort by showing how accurate, precise and
timely we can forecast coastal changes during a storm surge. We
show how accurate and timely the forecasts are by analysing the
Forecast Skill Score (SS) and Mean Squared Error (MSE) of the fore-
casts as a function of forecast lead time.

The forecast of the morphological effects of a storm is at the end
of a chain of nested numerical models. The last four parts of the
chain, which are used to forecast the coastal morphology, are shown
in Figure 6.1. Each of these models is based on assumptions, schema-
tisations and reductions of the real world [Oreskes et al., 1994] and
can only explain a certain proportion of variance of the quantity for
the next link. Unexplained variance propagates through the chain of
models, making the forecasts of the models down the chain weaker
and weaker.

Global Regional Coastal Beach

ocean waves

waveswaterlevel

waves

waterlevel

Den Helder

Egmond

Egmond

IJmuiden

Petten

Figure 6.1: Schematisations of the operational model.
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This raises the question “How many days ahead can we still rely
on operational morphological forecasts?”. An important question,
because it determines the feasibility of different response actions.

6.1.1 How many days ahead?

The quality of the forecast of morphological change depends on the
quality of the other forecasts in the chain. We will first examine how
many days ahead we can predict the indirect and direct input of the
morphodynamic model. The indirect inputs include pressure fields,
wind fields and ocean waves. These are used to compute the direct
inputs: coastal waves and water levels. The variables are assimilated
in the model chain up to the morphodynamic model and thus part
measurement and part model. The output and input of the model is
the bathymetry and topography from −20 m to the dunes.

At the start of the model chain are the pressure fields that are used
to generate wind and surge. The most common representation is
the 500 hPa geopotential height, because it represents the long at-
mospheric waves that influence the dynamics of the weather at the
ground. To determine how many days ahead pressure fields can be
predicted the Anomaly Correlation (AC) is used. The AC is a measure
of potential skill [see Wilks, 2011, and Equation 6.6] that is used for
continuous field forecasts, such as pressure fields. Detailed explana-
tions about the SS, AC and how they relate to MSE can be found in
Murphy and Epstein [1989]; Wilks [2011].

The second input to the model chain is the wave height. The coastal
waves consist of long ocean waves that enter at the continental shelf
boundary and of local generated wind waves within the regional do-
main. The ocean waves are based on the winds caused by pressure
field anomalies. Figure 6.2 shows that the ACs of the ocean waves
are lower than the pressure fields, 60% versus 70% for the 7 days
ahead forecast and 92% versus 98% for the 3 days ahead forecast. In
general, the consequent coupling of the models reduces the explain-
able variance down the chain, which is a probable cause of this skill
reduction.

The third and most important input to the morphological forecast
is the water level forecast from the regional model. The water level
is forecast by the regional and coastal model, which have the global
pressure and wave forecasts as input. De Vries [2009] found that the
skill of the forecasts of surge is quite variable. The skill for water level
forecast is lower than the skills for the wave and pressure forecasts.
This water level skill is computed using the Brier Skill Score (BSS), a
skill score for probability forecasts. The probability forecast used for
the Brier Score (BS) is the probability of exceeding the local warning
thresholds under 60% for forecasts up to 3.5 days ahead. This is in
line with the assumption of a reduction of explained variance through
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Figure 6.2: Skills for pressure, waves, waterlevels and morphology as a
function of forecast lead time. Pressures are Anomaly Correlation (AC) for
the European Centre for Medium-Range Weather Forecasts (ECMWF)
500 hPa forecasts [European Centre for Medium-Range Weather Forecasts,
2010], waves are Anomaly Correlation (AC) for the European Centre for
Medium-Range Weather Forecasts (ECMWF) significant wave height
forecasts [European Centre for Medium-Range Weather Forecasts, 2010].
Water levels are the Forecast Skill Score (SS) for the water levels for the
regional model, data de Vries [2009], skill computed in this paper.
Morphology SS for the intertidal beach volume, this paper.
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the chain. In this study we recalculate the water level SS and MSE for
the same time windows as the morphological skill in order to make
them better comparable.

This subsequential reduction of skill shows that less variance is
explained as we propagate through the chain of models up to the
morphological model. At this stage it is unclear how much we can
still explain with the morphological model. How many days ahead
can we still make a skillful forecast of storm induced morphological
change?

6.1.2 Creating confidence intervals

A forecast should not only be presented with information on skill,
but also with information on precision. This helps in making cost
effective decisions [for example Johnson and Holt, 1997]. How a con-
fidence interval can influence a decision can be illustrated by a sim-
ple example: Suppose we have terrace inventory on the beach, with
a worth of 10000EUR. Assume it costs 100EUR to move the inventory
to safety. A deterministic forecast for 1 day ahead might give an out-
come that the beach will not erode up to the property and the terrace
is safe. The best approach would be to keep the inventory on the
beach. With a forecast including the confidence interval one could
have a probability of erosion, resulting in the loss of the terrace, of
10%. In that case one would move the terrace away from the beach.
The expected loss of 1000EUR can now be reduced to 100EUR. This
example shows that with the inclusion of confidence intervals around
the forecast the most cost effective decision can be made.

Including confidence intervals can be done in different ways. One
import assumption is how one considers measurements: are the mea-
surements “true” or do we assume the “truth” to be somewhere in
the middle of the observations and model results? In this study we
assume the observations are “true”, which can be done if one expects
the measurement errors to be an order of magnitude smaller than
the model errors. Other choices to be made are the sources of varia-
tions that are considered. Here we consider two different sources of
variation out of the three discussed in Baart et al. [2011c]:

morphological errors Based on records of morphological fore-
casts, the expected forecast error is calculated. The distribution
of these errors is assumed to be representative for future errors.
This method requires a history of morphological forecasts and
measurements and is the least computational intensive, it does
not require any additional model runs.

ensembles Ensembles are propagated through the regional model
and used as a boundary condition for the beach model. This
does not require any record of old forecasts but is the most com-
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putational intensive because it requires multiple hydrodynamic
and morphological model runs.

The question here is methodological, what is the best method to in-
clude confidence bands around the morphological forecasts? In Baart
et al. [2011c] we discussed that when one takes into account the com-
putational time the morphological errors method is preferred. Here
we define “best” as which method produces the most accurate con-
fidence interval [O’Connor and Lawrence, 1989]. A 95% confidence
interval is accurate when it covers 95% of the parameter of interest in
the population. This answers

Question 4.3.3..

6.2 methods & datasets

In order to estimate our skill and confidence in the operational mor-
phological forecast, we select storm events and collect relevant datasets.
To study accuracy and timeliness of the forecasts, the skill and MSE

as a function of forecast lead time are calculated, based on previous
events. The forecast lead time is the interval between the time when
the forecast was issued and the occurrence time of the forecast phe-
nomena.

We include information about the precision of our forecast by in-
cluding confidence intervals around the morphological forecasts as
described in [Baart et al., 2011c]. In a statistical context, precision is
defined as the reciprocal of the variance [pp 245 Gauss, 1809] and the
confidence interval width is a function of the variance.

6.2.1 Model setup

The model chain used to forecast coastal change (Figure 6.1) is de-
scribed in detail in Section 5.3. The model chain consists of a global
wave model (schematisation: Wave Watch, processes: waves, model:
Wave Watch 3 (WW3)), with a nested regional (Dutch continental shelf
model (DCSM), hydrodynamic and waves, Delft3D) and coastal model
(Dutch “Kuststrook Fijn”, hydrodynamic and waves, Delft3D).

The last link is the beach model (Egmond profiles, hydrodynamics,
waves and morphodynamics, XBeach). The beach model is schema-
tised using 1D profiles instead of a 2DH bathymetry. The main reason
for this is to reduce calculation time. It is believed that for this part
of the coast a 1D approach is also sufficient [den Heijer et al., 2012].
The variability in profiles near Egmond is shown in Figure 4.9. For
areas with more complex foreshores a 2D approach is thought to be
more appropriate [van Geer and Boers, 2012].

The water level forecasts are generated by the setup as described
by De Vries [2009] (Delft3D replaced by the similar SIMONA model),
which provides a history of ensemble forecasts.
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6.2.2 Study site Egmond (the Netherlands)

The model chain is applied to the Egmond study site, located in the
Bergen municipality in the Netherlands has been used in numerous
publications [for example Aagaard et al., 2005]. The video measure-
ment stations have generated before and after storm bathymetry mea-
surements over the last decade, essential for computing the morpho-
logic skill and validating the morphological confidence bands. The
stations at IJmuiden, Petten and Den Helder provide measurements
of waterlevels and waves, required for estimating the hydrodynamic
skill. The morphodynamic forecasts are relevant for the town of
Egmond aan Zee, as it is an area with a high risk of dune erosion
[den Heijer et al., 2012].

6.2.3 Storm selection

To answer the question how many days ahead the morphological ef-
fect of a storm can be forecast, multiple storms are considered. The
forecast system is setup to predict extreme events. For a representa-
tive sample, one would prefer a large number of high return period
storms (> 10 yr). But as only a decade of data is available, this is not
possible. The water level records from the Petten tide gauge (20 km
north of Egmond) give a good selection criterion, as it is the closest
tide gauge to the Egmond study site. A peak search for the highest
water levels, with a window of three days, results in the selection of
five storm events (see Table 6.1).

Date Pre Post

2007-11-09 2007-01-01 – 2007-01-
06

2007-11-10 – 2007-11-
14

2006-11-01 2006-10-26 – 2006-10-
30

2006-11-02 – 2006-11-
07

2007-01-18 No data No data

2008-03-01 2008-02-27 – 2008-02-
29

2008-03-02 – 2008-03-
07

2007-03-18 2007-03-14 – 2007-03-
17

2007-03-19 – 2007-03-
24

Table 6.1: Selection of pre and post storm profiles for the five storms that
resulted in the highest water level at Petten, the Netherlands.

Besides a high water level, availability of morphologic and hydro-
dynamic data is important. No intertidal morphologic estimates have
been made for the 2007-01-18 storm, due to unavailability of the Ar-
gus video camera system, which was setup in the CoastView project
[Davidson et al., 2007]. Therefore, this storm is only used to deter-
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mine the hydrodynamic forecast error and skill as a function of fore-
cast lead time.

6.2.4 Boundary conditions

Water level observations are collected by three stations near the Egmond
site, at IJmuiden, Petten and Den Helder (locations in Figure 6.1). Op-
erational forecasts, including ensembles, are available only for the IJ-
muiden and Den Helder location. As a boundary condition for our
morphodynamic model we need an estimate for the water level, ei-
ther based on observations or forecasts, for the Egmond location.

To estimate the water level at a location where no tide gauge or
forecast is available one would normally use a hydrodynamic model
that includes tidal forces and that is calibrated on the observed water
levels of several nearby tide gauges. An alternative that can be used
for both observations and forecasts, is to compute the water levels in
Egmond based on an interpolation of the stations IJmuiden and Den
Helder.

For the calculation of the water levels, one could be tempted to
simply reconstruct an estimate of the tide gauge by computing some
weighted mean (by for example inverse distance) over the two nearby
gauges. Such an approach underestimates the amplitude of the tide,
because adding two sines with a slightly shifted phase reduces the
amplitude. Interpolating the tidal constituents and the surge sep-
arately does not suffer from this effect. Here we use constituents,
including the nodal factor, based on the tables available in the t-tide
software package (based on the xtide dataset) [Pawlowicz et al., 2002;
Flater, 2012].

Equation 6.1 computes the water level H in Egmond (egm) as a
function of t in year year, based on the arithmetic mean amplitude
A and the circular mean phase θ of location IJmuiden (ijm) and Den
Helder (dh). The amplitude A and phase θ for station Egmond are
combined and summed over constituents i through C by combining
them with the nodal factor (N) amplitude and phase speed (f) for
the year and constituent. The datum and surge can be computed by
regular averaging, as there is no phase difference. This interpolation
gives a water level for the Egmond location that can be used as a
boundary condition.
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Aegm =

(
Aijm +Adh

2

)
(6.1)

θegm = ∠

(
exp(iθijm) + exp(iθdh)

2

)
(6.2)

datumegm =
datumijm + datumdh

2
(6.3)

surgeegm =
surgeijm + surgedh

2
(6.4)

Hegm(t) =

C∑
i

(
Ni,yearAegm,i ∗ cos((fit+ θeq,year − θegm)

π

180◦
)
)

+ datumegm + surgeegm (6.5)

The normal operational setup allows the use of wave forecasts from
the coastal model. There is no archive of the coastal wave forecasts
with ensembles. The wave time series, as observed at the “IJmuiden
munitie depot” station, provide us with a reasonable alternative to
use as a boundary for the beach model. Based on our understand-
ing of storm impact on dunes in the Netherlands, it is expected that
the water level is the most important input [see for example van de
Graaff, 1986] and that the wave observations are reasonably repre-
sentative for the offshore wave boundary conditions [Van Thiel de
Vries, 2009], since both are located at a depth of −20 m. This could
lead to overconfident confidence intervals around the morphological
forecasts, because no wave errors are taken into account.

Two datasets provide information for the bathymetry and topogra-
phy. The Dutch Annual Coastal Measurement (JARKUS) dataset [Rijks-
waterstaat, 2008] provides the base bathymetry and topography. Pre-
and post storm intertidal bathymetry is obtained from the Automated
Shoreline Mapper (ASM) archive [Uunk et al., 2010], a process for ex-
tracting shorelines from the Argus video camera system.

The ASM measurements only cover the intertidal zone. This is not
the most interesting area when one wants to study the storm im-
pact on dunes. Erosion mainly sets in above the dune foot. Along
the Dutch coast, the sand that erodes from the dune is transported
through the intertidal zone towards the sea. After a storm, part of the
sand that eroded remains in the intertidal zone, causing the volume
of the intertidal zone to temporary increase. As the intertidal shore-
lines are the only available real time measurement source, it is still
the best approach to use here. In the ongoing analysis we make the
assumption that the volume changes in the intertidal zone are repre-
sentative, or at least a proxy for the storm impact above the dune foot.
More specific, it is assumed that the volume changes in the intertidal
area have the dune as a source. Morphological errors are expressed
as a function of distance from the dune top, because as the dunes
grow, the position varies from year to year.
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Adjustments were made to the process described by Uunk et al.
[2010]. The shorelines generated by the ASM showed intra-day in-
consistencies, which required an extra manual selection step. In the
context of an operational system, a manual selection step is unsat-
isfying because it requires human intervention. The overview of se-
lected days for each storm event can be found in Table 6.1. A possible
overestimated point is the 2 meter observation in Figure 6.3 (profile
4, 2007-03-18). It is likely too high, although without other measure-
ment sources we cannot confirm this. We choose not to “fix” these
issues by taking longer bathymetry averages, or by interpolating. The
dry spots that cause these overestimates are typical features that are
not captured by the processes and settings in the 1D XBeach model.
Leaving them in, results in an underestimate of our potential skill,
but it does give a good estimate of the skill that we would expect for
new forecasts and it gives a direction for improving our numerical
model, schematisation and measurement techniques.

A summary of the time windows used for the model runs can
be found in Figure 6.4. The morphological forecasts are made with
XBeach (revision 2892) using a “morstart” and “morstop” that starts
and ends with the start time of the bathymetry interpolation time
windows.

6.2.5 Forecast skill

To assess the SS (Equation 6.10 and 6.11) we run deterministic mor-
phological model runs for the four storm periods. We start the fore-
casts based on the original deterministic model runs of the water level
forecasts. The forecasts were made with a lead time from 10 up to 1

day. Both forecasts and measurements are required to assess the skill.
These are available at the IJmuiden and Den Helder station. The SS

for water level is computed with the astronomical tide as a reference
forecast (ref). When this SS goes below 0, the astronomical tide is a
better forecast than the model forecast. We use the high and low tide
estimates and ignore any errors in forecast time.

The SS for morphological change is computed with the initial bathymetry
as a reference forecast. When this forecast skill goes below 0, the ini-
tial bathymetry is a better forecast than the model forecast. We apply
this skill for the total intertidal volume change.

Here we do not use the term BSS, which relates to the skill of proba-
bility forecast. Probability forecasts have the form of “the probability
that it will rain tomorrow is 70%”. An example of a continuous fore-
cast is “it will rain 10 mm tomorrow”. For the probability forecasts,
the outcome is a probabilitiy for dichotomous events, and the BS can
be computed. In coastal literature the term BSS is sometimes mistak-
enly used to refer to continuous forecast skill [for example van Rijn
et al., 2003; Sutherland et al., 2004].
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Verification calculations were done using the National Center for
Atmospheric Research (NCAR) R Project for Statistical Computing (R)
verification package [Gilleland, 2010].

The statistical measures that are used in this paper are listed in
Equations 6.6 through 6.13. These include Anomaly Correlation (AC)
based on forecast y, observations o and climate c, a number of n
forecast, observation pairs with index k, Mean Squared Error (MSE),
the Root Mean Square Error (RMSE), the Forecast Skill Score (SS), the
Brier Score (BS) and the Brier Skill Score (BSS).

ACuncentered =

∑n
k=1(yk − ck)(ok − ck)√∑n

k=1(yk − ck)
2
√∑n

k=1(ok − ck)
2

(6.6)

MSE =
1

n

n∑
k=1

(yk − ok)
2 : o ∈ R (6.7)

σobserved =

√√√√ 1

N

N∑
i=1

(oi − µobserved)2 (6.8)

RMSE =
√
MSE (6.9)

SSbathymetry = 1−
MSEmodel

MSEinitial bathymetry
(6.10)

SSwaterlevel = 1−
MSEmodel

MSEastronomical tide
(6.11)

BS =
1

n

n∑
k=1

(yk − ok)
2 : o ∈ {0, 1} (6.12)

BSS = 1−
BS

BSref
(6.13)

6.2.6 Error sources for the confidence intervals

The two different methods to compute the confidence bands (ensem-
bles, morphological errors) require different error sources. For the
water level ensembles, we use the ensembles that are generated by
the Royal Netherlands Meteorological Institute (KNMI) operational
forecast system. For the extrapolation of morphological errors, the
storms of March 2006, March 2007 and November 2008 generate error
estimates. The confidence band generated from these errors are val-
idated using the November 2007 storm. This storm is used, because
it is the storm with the highest surge. For the ensemble method only
one profile is used, again to reduce computation time and because
the deterministic runs did not show a noteworthy differnece between
the profiles. The profile that is closest to the Argus video camera sta-
tion is used, as it has the highest pixel/m2 ratio and thus, assumably,
the lowest measurement errors.
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6.3 results

6.3.1 Days ahead hydrodynamics

The hydrodynamic forecast skill over the whole month, starting from
two weeks before and ending two weeks after the storm (Figure 6.2),
shows that for all the time windows the SS is positive, even for fore-
casts 10 days ahead. The skill is over 0.6 [in coastal research often
used as a criterion for a good forecast van Rijn et al., 2003] for seven
days. The conditional errors (given that there is a storm in the next
ten days) are shown in Figure 6.5a. As can be seen from the white
lines, when a storm is about to occur, longer forecast lead times result
in a positive forecast errors. An observed positive surge minus a near
zero surge forecast give a positve forecast error. As an alternative to
the 0.6 SS criterion, the RMSerror > σobserved threshold also gives an
indication that a forecast is beyond a “useful” lead time.

The hydrodynamic ensemble forecast errors for the November 2007

storm are shown in Figure 6.5c. These are comparable to the deter-
ministic forecast errors. This answers

Question 4.3.1.

6.3.2 Days ahead morphology

Based on the deterministic water level forecast, the observed waves
and the interpolated bathymetry, we hindcast the morphological model
starting from 10 days to 1 day before the storm. The morphological
forecast skill (Figure 6.2) shows that the forecast skill is positive up to
five days ahead and over 0.6 for three days.

The results from the determinstic model runs are shown in Figure
6.3. The first thing to note is that in the forecast bathymetries the
sand is deposited closer to the dunes than observed. This can be
seen in the brown patches that are higher than the green patches
near the dunes and the green patches that are higher than the brown
patches near the intertidal area −1.5 m to 1.5 m, representing forecast
and observed bathymetry changes. The intertidal volume change is
not very sensitive to errors in beach angles. If a coastal state indicator
[van Koningsveld et al., 2005] was chosen based on individual points,
it would result in a lower skill.

The morphological errors are shown in Figure 6.5b. Comparable
to the hydrodynamic forecast errors, the deterministic morphological
forecast errors show an increased average error (white line going up)
for longer forecast times. As the storm approaches the inter tidal vol-
ume change forecasts are more close to the observed volume changes.
The ensemble errors, shown in Figure 6.5d, are computed for the pro-
file closest to the camera. The errors for this profile are larger than
for the average of the average of the four deterministic profile runs in
Figure 6.5b. This answers

Question 4.3.2.
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6.3.3 Confidence intervals

The two confidence intervals methods were tested as a 1D field fore-
cast (individual points in the profile, not shown in figures). Both
methods applied created invalid confidence intervals. The morpho-
logical errors method resembled the validation storm errors most
closely.

morphological errors The morphological errors from the storms
in November 2006, and March 2007 and 2008 were used to deter-
mine the expected confidence for forecast bathymetry changes
as a function of distance from the dune top. The confidence
interval for these intervals were confirmed using the November
2007 storm. This showed that the confidence intervals created
using the historic forecast errors are slightly under-confident as
the confidence interval entails 100% of the volume differences.
An accurate confidence interval contains 95% of the parameter
of interest if a new sample is drawn from the same population.

ensembles The confidence interval for the individual points in the
profile based on the ensemble propagation, without assimila-
tion, entails only 18% of the observed intertidal bathymetry
changes making the confidence interval overconfident. This is
caused by the structural beach slope difference between the ob-
served and modelled post-storm bathymetry.

This answers
Question 4.3.4.

6.4 conclusion

We have seen that the nested hydrodynamic and morphological mod-
els can predict water levels up to ten days ahead and volume changes
in the intertidal zone with a skill over 0.6 up to three days ahead at
the Egmond location under storm conditions.

The system is nearing the skill level needed to predict coastal breaches
with enough lead time to act, but it is not there yet. A lead time of
three days is just enough for a warning of possible breaching to trig-
ger a preparation effort. From the three days the calculation time of
several hours needs to be subtracted. An extra margin (over the 0.6
SS level) should be included to account for the negative effect of pro-
viding false warnings [Breznitz, 1984]. This leaves us with a morpho-
logical forecast with a too low skill, just a few hours late to provide a
useful warning for preparation purposes.

The lower skill for the morphological forecasts is in line with what
one would expect from a basic error propagation theory, where the
explainable variance reduces when one makes longer chains of mod-
els. This can be countered by assimilating at multiple steps along
the chain. However this shifts the morphological model from a “pro-
cess based” model to a “statistical model”. The generalizability that
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we hope to achieve using the process based model is lost to the “the
sample is representative subset of the population” assumption of the
statistical assimilation model.

Several approaches can be used to improve on these results. The
statistical models used here all assume that the measurements repre-
sent a true value, without error. The non-intertidal measurements are
only measured once per year and have a limited representability for
the current bathymetry using the storm. The Argus measurements
did not show the expected precision when used in an operational
setting. The automated analysis of video data still has some room
for improvement. So in hindsight it makes more sense to include
these sources of variance into the statistical model. In fact this is an
ongoing activity, for example by van Dongeren et al. [2008].

Another alternative is to replace the morphological model by a sta-
tistical model [Plant and Holland, 2011a] trained on numerical simu-
lations. This would have the advantages of the greatly reduce compu-
tation times and it would make the separation between the statistical
model and the numerical model more explicit. One of the current
disadvantages of the Bayesian Network approach [as used by Plant
and Holland, 2011a,b] is that continuous variables are treated as nom-
inal variables resulting in a large number of parameters. By moving
to a probabilistic graphical model that include continuous variables,
for example a Marcov Chain Monte Carlo (MCMC) model [Gelman
et al., 2004], the number of parameters can be reduced, allowing for
a greater generalizability. To generalize from mild storms, for which
the model can be trained, to large storms, for which the model should
predict, requires a parsimonuos statistical model.This answers

Question 4.3.
There are also efforts to improve the numerical models and schema-

tisations used. As a result of these efforts, over the last years the wa-
ter level forecasts skill increased [Verlaan et al., 2005]. Operational
models, similar to the one discussed here, have been setup accross
Europe, also resulting in a better set of default parameters for the
XBeach model [Ciavola et al., 2011a]. In this study we have used
four year old bathymetry measurement techniques and four year old
hydrodynamic forecasts. As our knowledge, measurement and mod-
eling skills have progressed over the last four years, a logical step
would be to repeat this activity for the later and coming storms in
order to assess our progression.

This study shows that it is important for forecasting systems to
keep a record of historic forecasts in order to determine forecast er-
rors. The preferred way, if data storage is limited, is to store output of
the models at locations where measurements are also available. An al-
ternative, and in itself advisable, is to keep track of the exact versions
of the software, input data, schematisations with which the model
was run. This allows to recreate old forecasts.
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As discussed in Baart et al. [2011c] the different methods of confi-
dence interval creation, each have their own characteristics and ad-
vantages. It was found that to estimate a confidence interval we can
use our record of old forecasts. In this example this gave much bet-
ter results then using the ensemble based method, because it allows
to match the skewed errors. The morphological error and hydro-
dynamic error approaches work as long as we don’t upgrade our
schematisation and numerical models. After an upgrade the whole
history of forecasts has to be recreated to get new expected errors.
The apparent advantage of reduced calculation time only works as
long as we can assume that errors from old forecasts are representa-
tive for future errors.

For verification of beach profiles it would make sense to work to-
wards a goodness of fit measure that takes into account the different
type of errors that can be made when estimating a 1D beach profile,
such as slope errors, horizontal errors and vertical errors, analogue
to the work for 2D field verification [Gilleland, 2010]. This study as-
sumes that the skill of the intertidal volume changes is representative
for the volume changes in the dunes. The coastal state indicator of
tidal beach volume is not the most appropriate, but the only indicator
that provided enough data for validation purposes.
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The question that this thesis started with, “How can we show and
improve our confidence in coastal forecasts?”, is a methodological
question. This chapter first addresses confidence in a broader method-
ological context before going into the statistical techniques that were
used to show and improve confidence intervals The last section of
this chapter addresses the other main question, “For which phases of
coastal safety management are coastal forecasts relevant?”, by giving
an overview of the differences and intersections between the mitiga-
tion and preparation phases.
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7.1 how confident are we in coastal forecasts?

Especially for low lying countries, the different forecasts that were
analysed in this thesis are of great importance. They are used to
determine how public money is spent and how safe people living
behind the coastal defence are.

This thesis discusses one aspect of confidence in forecasts, namely
the confidence intervals, which relate to the precision. To have a
more general confidence in forecasts one would require more than
just statistical confidence.

One could use many definitions of confidence. Probabilistic termi-
nology is used inconsistently and is not always well defined, espe-
cially not across different fields of study. For example, the word relia-
bility has a different meaning in statistical terms where it is basically
the same as precision, whereas in engineering it is used for the prob-
ability of non-failure. The term confidence was recently introduced
with a new meaning in climate research, relating to the combination
of high inter-scientist agreement and “high evidence” [Mastrandrea
et al., 2010]. This is a very limited view and can also be wrong for
an inter-scientist agreement can also be the result of a failing scien-
tific system. Here we propose to use confidence as the combination
of reliability and validity (in the statistical context [see for example
Wilkinson, 2005]). Table 7.1 provides a more detailed overview of
what makes one confident in a forecast, based on the work on the
quality of tests [Cronbach and Meehl, 1955, and follow-up research]
and the partial list of Wilks [2011].

When we compare this list with the forecasts that are made in this
thesis it is obvious that for each forecast not all aspects of confidence
are studied or reported. As an example we’ll go over a few of them.
For most of the forecasts the reproducibility was studied, but only by
the author. When setting up a numerical model in particular, a lot of
subjective choices are made. It is likely that the forecasts made for
the 1/10000yr−1 storm surge and the operational morphological fore-
casts would be different if reproduced by different researchers. The
estimates of the storm surge were also sensitive to the type of distri-
bution that was chosen. The stability was not studied in any of the
forecasts. A common way to do this to see if the results change if
the floating point precision is changed. For all the calculations this
is only practically possible for the coastal model that was used in the
prediction of the water levels.

An example of a lack of convergent validity can be seen in the sea-
level forecasts. We have seen that numerical models consistently pre-
dict a sea-level acceleration, whereas statistical models, based on long
running tide gauges, predict a constant sea-level rise.

One thing that was explicitly left out of the operational forecasts
was the check for concurrent validity, it was only checked if the height
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reliability degree to which the forecast is consistent.

reproducible does the forecast change when it is recre-
ated?

intra forecaster does the forecast change when it is cre-
ated by someone else?

sensitive does the forecast depend on perturbations of in-
put variables or parameters?

stability does the forecast magnify numerical approxima-
tion errors?

validity degree to which the forecast corresponds to the real
world and is well founded.

predictive does the forecast correlate with measurements?

sharpness does the forecast predict uncommon events?

concurrent does the forecast predict the event at the cor-
rect time?

spatial does the forecast predict the event at the correct
location?

discriminant does the forecast produce different out-
comes when the measurements are different.

construct does the forecast predict the intended quan-
tity?

calibrated was the forecast calibrated?

content does the forecast predict a representative sample
of the domain of interest?

resolution does the forecast predict at a high enough res-
olution to describe the features of interest?

internal does the forecast depend on causality?

integrity is the integrity of the forecast system guaran-
teed?

external does the forecast system predict in new situa-
tions?

criterion does the forecast correlate with related quanti-
ties?

convergent does the forecast correlate with other fore-
casts made by other models?

skill does the forecast do better than a reference forecast?

persistent does the forecast do better than a persistent
forecast?

face does the forecast appear to predict what it should?

Table 7.1: Checklist for confidence in forecasts.136



of the surge forecast was correct, not if it was an hour late, which
could have dramatic consequences.

Figure 7.1: Left: a scarificator used for
bloodletting (photo by D.R. Ingham). Right:
Pressure Equalizing Modules (PEM) module
at the Egmond beach, used for waterletting
(photo by Rijkswaterstaat).

Comparing the forecasts made in this thesis
to the list of confidence requirements shows
that it is understandable to have a lack confi-
dence in the forecasts. The forecasts made in
this thesis can be seen as a representative sam-
ple from forecasts used in coastal research in
general. Assuming this is true, we can ask the
question: how can we gain more confidence in
the forecasts made in coastal research?

The answer lies in improving the research
methods used in the field. Platt [1964] showed,
by comparing different fields of research, that
the common applied methods are important
for the quality and progress of a field as a whole. When we compare
the coastal research methods to methods used in other fields some
differences are noticeable.

The nature of the forecasts between for example medical research
and psychology is of course different, but one can see the parallel be-
tween “is this a successful therapy?” and “is this a successful coastal
intervention?”. One major difference is that, where there is a large fo-
cus on evidence based practice in medical research and social sciences,
for coastal forecasts there are relatively few requirements or guide-
lines to conduct research.

The 20
th century brought several improvements to the scientific

method [see Kagan, 1999, for a partial overview], shown in Figure
7.2.
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Figure 7.2: Developments in the scientific method in the 20
th century.

The use of computer simulations followed from the technical inno-
vation and is popular in coastal research. Other improvements, such
as falsfiability and strong inference followed from philosophical de-
velopments. These are used to a certain extent in coastal research [as
discussed in Baart et al., 2012d].

The improvements that, so far, have not worked their way into
coastal research are those that originate from the assumption that the
scientist should be treated as biased. The 20

th century also saw the
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introduction of the randomized design, (double) blind studies, and
placebo control designs and meta-analysis studies, all with the aim to
help the, assumed biased, researchers to reach sound conclusions. In
the coastal research practice this assumption is missing.

Where in social sciences fierce debates arise when researchers use
only qualitative methods, goals in coastal research are often formu-
lated qualitatively (“to gain insight into the systems behaviour we
vary the input of this numerical model ”) without any frowns from
the community. The common use of numerical models gives the sense
that something difficult and therefore correct is done [see for example
the discussion in Ågren and Bosatta, 1990], even though only few of
the points that determine “confidence” in forecasts are addressed.

Should the recent popularity of the evidence based practice [Sack-
ett et al., 1996] also gain more traction in coastal research? Is testing
the effect of bloodletting on patients that different from testing the
effect of waterletting on the beach (Figure 7.1)? A step forward in
the methodological practices would certainly help increase the con-
fidence and progress in coastal research. Translating the philosophy
behind evidence based practice to assessing the effect of coastal inter-
ventions would mean that:

1. Coastal interventions should be based on effect studies.

2. Effect studies are selected based on norms (disregard theoretical
and qualitative studies).

3. Effect studies are combined using meta-analysis, resulting in
the current evidence.

In fact, the movement towards an evidence based coastal manage-
ment is already ongoing.

If we follow the medical practice, the coastal manager can be con-
sidered the doctor of the beach, with a wide variety of interventions
at his or her disposal. Effect studies are already common practice,
albeit without the assumption of the biased scientist.

Efforts are made to define norms and to standardize effect studies
[Sutherland et al., 2004; van Koningsveld and Lescinski, 2007]. It is
up to the scientific community to determine if it adheres to quality
standards, as this is part of the peer process.

After standardized effect studies become common practice, the syn-
thetic, summarizing studies can develop into meta-analyses, provid-
ing the coastal manager with the possibility of a practice based on the
current evidence.

7.2 creating confidence intervals

Back to the narrow statistical definition of confidence intervals. This
thesis presents examples of including confidence intervals in the top-
ics safety level (Chapter 3), analysis of policy and design lifetime
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(Chapter 4) and operational forecasts (Chapter 6). For each of these
confidence intervals examples are given on how to improve the inter-
val, which does not always have to be a reduction. Examples were
presented on how to combine these intervals with cost estimates. An
overview of all the estimates is given in Table 7.2. The analysis of
the storminess quantity (Section 4.2 did not result in a confidence
interval.

Variance source Method Improve

1/10000yr−1 water
level (Section
3.1)

observed and
reconstructed
annual max-
imum water
level and their
estimated return
period

peak over
threshold and
annual maxi-
mum [Coles
and Stephenson,
2010]

increase number
of observations
(reconstruction
from paintings),
different prob-
ability density
function

sea-level rise
(Section 4.1)

difference be-
tween observed
and modelled
mean water
level

linear regression,
bayesian MCMC

include extra pa-
rameter (nodal
cycle)

erosion trend
(Section 4.3)

difference be-
tween observed
and modelled
coastal volume

Autoregres-
sive integrated
moving aver-
age (ARIMA) and
linear regression

include autocor-
relation

operational wa-
ter levels and
beach volume
(Chapter 6)

difference be-
tween observed
and modelled
beach volume
and water levels

ensembles, pre-
vious forecast er-
rors

extend numeri-
cal model with
statistical model

Table 7.2: Overview of different methods used to create confidence
intervals

Table 7.2 shows that there are different approaches one can take
for creating and improving confidence intervals. The method to cre-
ate a confidence interval depends on the variance source and the as-
sumed statistical model of this variance source. In this thesis different
methods were used ranging from general linear, autoregressive and
Marcov Chain Monte Carlo (MCMC) models to more specific extreme
value methods and ensemble methods. The list of items that improve
confidence in our forecast (Table 7.1) can also be used to improve the
quality of the confidence interval of the forecasts. For example, by
including the autocorrelation terms in the erosion trends the confi-
dence interval matches the observations better and thus the predictive
validity is increased.

Another example is the inclusion of the nodal cycle in the sea-level
estimates, this improves the confidence interval by increasing the con-
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tent validity, as now eustatic sea-level rise and tidal sea-level rise can
be separated. This reduces the unexplained variance and makes the
confidence interval smaller and allows for a higher chance to detect
acceleration. As a final example the reliability of the confidence inter-
val of the 1/10000yr−1 storm was increased. This was done by increas-
ing the sample size, which makes the estimate less likely to change
when repeated and thus more reproducible.

Of course confidence intervals are not the goal itself, they are a
way of presenting the probabilistic density function of the quantity of
interest in a uniform fashion. Some of the following techniques and
guidelines can help to assist in this.

Figure 7.3: Using different style elements and graph types to plot
confidence.

source of variance Make clear which data are used. The source
of the variation should be explicitly specified. Explain what
makes the data a valid source of variance.

model Make explicit which distribution and parameters and statisti-
cal methods are used. In some confidence intervals in literature
it is not clear how the confidence interval was computed. Some
confidence intervals are based on bootstrap methods, others on
fitted normal distributions. There are only a few cases where
the 95% interval is not preferred over alternative intervals (stan-
dard deviation, 90%). As uniformity is the goal, feeling uncom-
fortable to present results with a really large interval is not an
excuse to turn down the percentage knob. Of course there is
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always the debate whether we should use the Bayesian (credi-
bility) or the frequentist (confidence) approach, but luckily this
century we can use both [Efron, 2005].

presentation Gardner and Altman [1986] gives an overview on
how to report confidence intervals in textual notation. Wilkin-
son [2005, Chapter 15.3] gives an overview of how blur, trans-
parency and size intervals can be used to represent the confi-
dence in information. Examples of visual elements and chart
types are presented in Figure 7.3.

This answers
Question 1.

7.3 scales and chains

The confidence section (7.2) showed that the way we deal with confi-
dence is not different for forecasts used for the mitigation and prepa-
ration phases. The major distinction, which we used to separate the
two, is the temporal scale and spatial scale. In the mitigation phase
the temporal scale of interest is decadal. In the preparation phase the
scale of interest is in the order of days. This requires us to look at
different physical causes for the same processes at different spatial
scales. In the preparation phase one prepares for the local effects of a
storm and not for the global effects of storminess change. In the miti-
gation phase one prepares for decadal scale changes in the Northern
Atlantic Ocean and the North Sea.

People commonly work on either mitigation (the climate type of
forecasts) or preparation (the operational forecasts). The two fields
can learn from each other on several subjects.

The field of forecast verification, testing the quality of the forecasts,
is well developed in the operational forecast field, where in climate
forecasts it is often a lacking item. In fact most climate projections
can not be considered forecasts, as they are mere expert judgments
regarding plausible future [Moss et al., 2010].

The cooperation of the different fields (biology, economics, ecology,
geophysics) benefited greatly from the boost in climate research since
the 1990’s. The climate forecasts have strongly developed integrated
approaches, where the effect of human induced changes is calculated
through a the chain of numerical and statistical models, covering top-
ics from the effect of climate change on the local worm population
[Briones et al., 2007] through to the supply of your favourite coffee
bean [Gay et al., 2006]. The operational model chains are also in-
creasing in length, but often end at quantities within the physical
domain. This is also the case for our extension of the coastal opera-
tional forecast system with information about morphology. Would it
make sense to extend it take the operational chain even further?

If we could have some confidence in the forecast chains created by
these integrated approaches, it would result in a major step forward
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in science as we would increase our predicting coverage of the world.
Although people who use models are more often right [Tetlock, 2005],
one could argue that hooking up these type of models is resulting in
integronsters rather than science [Voinov and Shugart, 2012]. The lack
of skill that we have seen by adding operational morphology shows
that we can’t just keep adding models to a chain. One could patch
up the skill at every link in the chain by assimilating with data, but
this transforms the chain of numerical models to a de facto statistical
model that does not have the required generalizability to forecast the
unseen storms that the system was designed for. It would make little
sense, at this stage, to extend the model chain with models that use
the morphology as input. Based on basic rules of error propagation,
resulting in a degrading skill in the chain, this just could not result in
a confident forecast.
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8.1 most important statements

This thesis gives examples of common types of coastal forecasts using
a variety of numerical and statistical models. These examples include
several common use cases, such as safety assessment, design lifetime
estimates, falsification, policy analysis and early warnings. Using
these examples it is shown that coastal forecasts can be improved
by extending the forecasts with confidence intervals. The improve-
ment can be found in that coastal decisions can be made more cost
effective. The confidence intervals in operational forecasts provide
an extra level of information on which people can act, giving them
a higher level of self-proficiency. It is not the goal to reduce the size
of the confidence interval, but to get an accurate estimate of the in-
terval. In fact, contrary to common belief, reducing the size of the
confidence interval will result in exactly the same cost estimate if the
cost function is linear.

Both in the mitigation phase and in the preparation phases, coastal
forecasts are relevant. Although the temporal and spatial scales for
these two phases are different, the methods to create the confidence
in the forecasts are common. It is argued that the movement towards
improving the confidence in coastal forecasts is part of the more gen-
eral movement towards an evidence based practice. The development
of coastal research and related fields could accelerate if the method-
ological practice becomes a specific research topic.

8.2 implications

In Chapter 3 historical records were used to get a better estimate of
the 1/10000yr−1 storm. This showed that the larger storms seen in the
18th century resulted in greater storm surges than we have seen in
this century. This is in line with the results discussed in Section 4.2,
where in Europe there was no indication of an overall increase in
storminess. This reduces the need to take into account extra stormi-
ness in the calculation of an optimal safety level.

In Section 4.1 including the nodal cycle resulted in a more valid
estimate of recent sea-level rise. It was shown that if there would
be a high-end sea-level rise, that it would already be visible. The
inclusion of high end scenarios for coastal constructions should be
reconsidered. The structural over-projection of sea-level rise in the
last decades is an indication of a publication bias and should be eval-
uated.

In Section 4.3 the effect of policy change in coastal nourishments
shows that the coastal nourishment strategy is locally “overshooting”
the objective.

Part ii showed that current coastal warning systems do not include
forecasts of the breaching of the coastal dunes. For coastal safety this
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is one of the more relevant processes as the failure mechanisms of
dune breaching is caused by storm induced erosion. The extension
of the warning system with morphological change is relevant but at
the moment the forecast lead time of three days is not enough to
reevaluate the non-evacuation decision.

8.3 la faute-sur-mer

How could these results have helped the citizens of the town of La
Faute-sur-Mer? Let’s assume that the Dutch findings are generaliz-
able to the French coast.

Figure 8.1: A demonstration for the
construction of protective dikes. Photo:
Xavier Leoty, Source: 20minutes.fr

Re-evaluating the cost benefit analysis by in-
cluding confidence intervals would result in
a different cost estimate. Not because of in-
cluding the intervals but because the number
of inhabitants and the economical value in-
creased behind the sea defence since it was
constructed. On the other hand the costs of
a new coastal defence might have risen at the
same rate, resulting in a constant safety level.
The constant storminess would not require a
further update of the safety level. The study
of sea-level rise showed that sea-level rise has
occurred over the 20

th century. This would re-
quire at least a reanalysis if the coastal defence

is past the design lifetime.
With the extension of the forecast system with a breaching probabil-

ity, people could have been provided with information that a breach
could occur. They could have had the chance to evacuate. The coastal
forecast system currently does not have enough skill to give warn-
ings without causing the “cry wolf” effect, so it would perhaps not
reduce the number of casualties. It would however increase the self-
proficiency of the inhabitants and thereby reduce the perceived effect
of the storm.

Of course in hindsight the weighing of risks and the perception
of hazards changes [Parker, 2010]. Fortunately, nobody listened to
the journalist who wrote that the next storm will not occur before
the year 12010 [Brosset, 2010], based on the estimated 10000yr return
period. It was decided that spatial planning is the solution for this
area. Black zones are defined where houses will be destroyed. From
the 702 homes in the zones, 575 were evacuated or bought by the
government [AFP, 2012], except for one small group of indomitable
French that still hold out against the water (Figure 8.1).
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A C R O N Y M S

AC Anomaly Correlation

AIC Akaike Information Criterion

AHN Actueel Hoogtebestand Nederland

ARIMA Autoregressive integrated moving average

ASM Automated Shoreline Mapper

BSS Brier Skill Score

BS Brier Score

DCSM Dutch continental shelf model

DEP Dune Erosion Point

ECMWF European Centre for Medium-Range Weather Forecasts

EU European Union

EOF Empirical Orthogonal Function

FEWS Delft Flood Early Warning System

FP7 Seventh Framework Programme

GEV Generalized Extreme Value

GIA Glacio Isostatic Adjustment

GFS Global Forecast System

GPD Generalized Pareto Distribution

HIRLAM HIgh Resolution Limited Area Model

IFS Integrated Forecast System

IPCC Intergovernmental Panel on Climate Change

JARKUS Dutch Annual Coastal Measurement

KNMI Royal Netherlands Meteorological Institute

MATROOS Multifunctional Access Tool foR Operational Oceandata
Services

MCMC Marcov Chain Monte Carlo
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MICORE Morphological Impacts and COastal Risks induced by
Extreme storm

MKL Momentary Coast Line

MSE Mean Squared Error

NAP Normaal Amsterdams Peil (Amsterdam Ordnance
Datum)

NCAR National Center for Atmospheric Research

NOAA National Oceanic and Atmospheric Administration

NWP Numerical Weather Prediction

OPeNDAP Open-source Project for a Network Data Access
Protocol

PEM Pressure Equalizing Modules

PSMSL Permanent Service for Mean Sea Level

QSC Quantitative State Concept

RMSE Root Mean Square Error

R R Project for Statistical Computing

rlr revised local reference

SS Forecast Skill Score

TNO Nederlandse Organisatie voor
Toegepast-Natuurwetenschappelijk Onderzoek

USGS United States Geological Survey

WRF Weather Research and Forecasting

WW3 Wave Watch 3
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